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Abstract
This report presents a automatic netwq
planning method for FTTH access ne
works with and without redundancy. Fir
some background into the fiber techng
ogy and topology used is shown. Seco
a comprehensive look into the case stU
area is done. The project is dealt into ty
phases. Both phases deal with creat
the automation process. Phase one 4
lyzes methods for reducing fibers in t
access network in a small scale tests. |
sults are given based on the fiber cost
each scenario to determine viable scer
ios for large scale testing. Phase two tal
the results from phase one and compi
scenarios which show potential in offe
ing redundancy without much extra co
An analyze is done to view what methg
is the best for creating automatic districf
tests are then performed to view the f
effect of the automatic districts. Finally
cost estimation is presented, including d
ging, fiber and housing. Both phases hg
their conclusion but the project is finishe
of with an overall conclusion and furthe
work. The appendixes support the rep
with detailed information.
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Preface

This projects concerns the creation of an automatic plapmathod in FTTH access network
with and without redundancy.

The report is prepared at theaculty of Engineering and Scieneg Aalborg University Net-
work Planning and Managemerin the period from thet of September 2006 to thg" of
June 2007. The overall theme for the semest&asvork Planning The project group have
hereby selected the project propo&dlautomatic planning access network with and without
redundancy,

Instructions for reading
Some practical guidelines about how to read this report.

+ Citations will be referred to with square brackets e.g.-tésition[3]. The number in the
square brackets can be looked up in the back of this repodruBibliography’.

» Footnotes will be used to deepen sentences e.g. This nestistenal commeﬁt

» Abbreviations will be fully written the first time they aresed e.g. Please Shorten This
(PST).

* All source materials will be available on the enclosed d@knd on the rear page of the
report.

Report Structure

The report is structured like stated below. It is dividedifdur parts which follow a step by
step approach.

Part I: Background: The first part contains the introduction to network plannamgl
then the area of the case study. It will then list and desdhbescenarios used in
this project. At the end of the part it will furthermore defite project goal.

Part II: Phase 1: This part will introduce phase 1, which main goal is to redfiloer in
small scale tests. Also introduction s given to the autoomaprocess. Next results
are given to scenarios created and compared. Finally awsioalis given to the
results, and criteria’s set for phase two.

Part Ill: Phase 2: This part will introduce phase 2, which will finish of largeants of
the automatic process. Scenarios are created based amtyiggven in phase 1.
Results are given and compared. Finally a conclusion is divéms phase.

The footnotes will try to deepen the sentence



Part IV: Recapitulation: The forth part will make a conclusion to the automatic plan-
ning process creation and the results of both phases.

Part V: Appendix: The last part contains the appendix with supporting/elatoay in-
formation to different parts of the report.

The enclosed CD contains the program code, a copy of the rgppotrtable document format
(PDF) and all calculation sheets. All satellite photos irs tleport are the property of the
respected owner as indicated on the photos, and acquinegl @siogle Earth.

Gustav Haraldsson

Omer Beshir



Nomenclature

Table 1 shows symbols used frequently throughout this téponapinfo.

Symbol Description

Network Termination Point (NT)

- * Distribution Node (DN)
. Splicing Points

Segments

‘ Segment Points (SP)

Main Duct line

NT to SP. line

Figure 1: Nomenclature of frequently used symbols in mapinf



Table 2 shows symbols used frequently throughout this tép@oogle Earth.

Symbol Description

@ Network Termination Point (NT)
ﬁ Distribution Node (DN)

E Splicing Point (DN)
P Segments
Districts
Digging

Figure 2: Nomenclature of frequently used symbols in Go&glgh.



Table 3 shows symbols used frequently throughout this teépafisio.

Symbol Description

Network Termination point (NT)

Distribution Node (DN)

@ Splicing Point

Figure 3: Nomenclature of frequently used symbols in Goégleh.
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Background



Chapter Intl‘OductiOn

1.1 Background

Data communication over the Internet has been expongngiedwing since the 90’s. The now
in place plain old telephone system (POTS) network has besat qn meeting the demands of
increasing bandwidth (with integrated service Digitaatk (ISDN), asymetrical digital sub-
scriber line (ADSL), Symmetric digital subscriber line (SD),etc..) demands over it's copper
network. However the POTS network is already being pushét tonit in trying to offer more
bandwidth with new technology over the coppers. The dovensidhat in order to use this new
technology over the old POTS network the user has to be clsgrcloser to the connecting
equipment.

Today more and more services are being introduced througlctipper based network, not
only the Internet, therefore making it an all purpose nekwdhese services (VolP, VoD, Inter-
net and more) are demanding a lot of bandwidth so it is app#ratithough the current network
media holds, it is becoming exhausted and a new type of medaich to use this all purpose
network, is required.

Optical fiber is one possible successor in planning a newliaibn, upgrading or expansion of
and to an all purpose network. The optical fiber offers newsjilies compared to the older
medium of copper based communication systems. One of thessabjities is Fiber To The
Home (FTTH), where the complete network infrastructurelerfifrom the supplier all the way
to the NT (end user). By doing so the NT has a greater amountpaifctiy available.

1.2 Motivation

As a side effect all NT’s are now more than ever becoming melkie the reliability of an all
purpose network since telephony, Internet access, tedevad other services are now being
transferred to this all purpose network. However todaytsvoek planning has mainly focused
on the upper levels of the network, when creating redunearreither than planning the access
networks with non redundant topologies. But as NT’s in theeasmetwork are relying on the
network, some research is needed to offer redundancy tactiess network without introduc-
ing too much extra cost.

A previous study [9] viewed how the ear topology can be usedffier access network re-
dundancy by reducing the cost of planning by reusing treschewever excessive amount of
fiber was used bringing the cost up. The network is only pldmmeanually in the study and
with the home run method of offering fiber. Viewing how to reddiber along with automating
the network planning process is of interest.

12



1.3. DEFINING THE PROJECT

1.3 Defining the project

The project will be broken into two phases, phase one andeiinas

1.3.1 Phasel

The goal of phase one is to investigate automatic networnknihg of the access network with
and without redundancy. The automated planning withoutmdency (tree topology) will be

done in order to learn the process and to use as a comparisbe smtomation of the access
network with redundancy (The ear topology). Phase one eiltGautomate network planning
in a small scaled controlled area and the previous study asedbasis. By doing so the au-
tomation can be compared to the manual creation of the nktwWiris also involves that some
parts of phase one will still be manual in order to achievesiancy between studies.

Additional network planning properties are added in phaseto view other possibilities for
reducing fiber. Since previous study was only done by planttie fiber with the home-run
method it is of interest to view how the ear topology is plahiéth Passive Optical Network
(PON). Other means of offering redundancies in the accetsgone will be created (eartree
topology). After comparing the automated process with neldimcy and without redundancy,
conslusion of the cost analysis for both plans will be présgn

1.3.2 Phase 2

Phase two of the projects sets out to finish the automatiorebiiry with larger programming
parts left behind during phase one as well as problems tlwairadin the process. The main
purpose of phase two will be to focus on reviewing the mosigilae options which are found
from phase one. This is to create a cheap redundant alteznegable in today’s network in-
frastructure scheme. Further investigation involves aidgpghe automation process to a large
scale test. Phase two will mainly focus on solutions whicbhldé@asily be adapted to today’s
network and economic standards in the IT world.

As phase one is mainly viewing methods for reducing fibersréolundant access network,
all other cost factors are left out. However in phase twoeotwost factors will be added, those
being digging, housing and equipment. In order to get a geodesof what equipment will be
needed the traffic will also be investigated.

Another possible access network topology will be preseated possibility for further study

into the redundancy of the access network. And finally a @ogwhich enables simplicity and
more configurable in viewing results when using Danish Gita @apresented.

13



Chapter Network Planning

2.1 Introduction

The history of communication technologies, has been dosadh manner that one communi-
cation network is built for each application. For exampédephone and TV run on different
networks. Additionally the communication network was pilad in an ad-hoc manner. But we
are moving towards one general purpose network which iggdedito communicate over IP,
example VoIP, VoD and Internet.

Other than these applications which exist today there arneapplications that are expected
in the future like Machine-to-Machine communications [1R]is obvious that these applica-
tions need a different and stronger Quality of Service (Qo0S)

The IP based communication networks allow different ajgpions to run on a common plat-
form. This results in the convergence of communicationnettgy. This converged commu-
nication technology needs to be planned in a systematic enaanthat the network can satisfy
the QoS requirements for the existing applications and ties @xpected in the future.

From the network planning view there are many aspects thitraghould consider. The gen-
eral approach for the network planning can be seen in figdre2well designed plan should

consider technology/equipment, environment/geogragplffjd, structures and cost. Consider-
ing this, a careful network planning should be done thasBas a future-proof communication
network.

Geography Technology

Figure 2.1: Network Planning factors [23].
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2.2. TERMS AND DEFINITIONS

Environment/geograph: Developing an IT infrastructure for a country or a region \kiexige
is needed about the physical and human dimensions of that &y applying a geographi-
cal concept in designing a network it gives information tdantify the population, sorting out
densely populated area from a less populated area, theckgrelsf the area and etc.

This type of analysis helps the network planner in decidilgtwcapacity (For example, band-
width) is needed in that area.

Technology: The telecom networks have become larger and more complexa POTS sys-
tem running on copper wires to inventions of new technole@i8DN,ADSL,SDSL and etc.)
on that medium and now to an optical medium (optical fiber coamication) as well as wire-
less communication (satellite and radio link communiggtiare existing. The planning should
consider the existing technologies as well as future telciges.

Traffic: an IT infrastructure design needs careful planning of thewr of traffic that the
network is generating internally as well as incoming trafifan outside. In designing an opti-
cal fiber infrastructure, analyzing the traffic is importéortknowing more information on node
dimensioning, node capacity etc.

Structures: Understanding the structure of a network is an importantephin planning an
IT infrastructure. Which includes a good understanding afauility, redundancy, reliability as
well as ensuring structural quality of service (SQo0S). Aeracstudy [12] shows that the lack of
global structural qualities are causing a number of problenmtoday’s network planning. The
study gives a solution by designing a network, it is highlpeedent on the physical topologies.

Cost: The IT infrastructure should be planned to achieve futurg lterm goals. To achieve
these long term goals the plan should give different typeost estimation prior of implemen-
tation. For example, according to [24], there are diffetgpes of costs when designing a fiber
optic network. The fundamental IT infrastructure with fieducts, etc. has a long lifespan (30
to 40 years) and relatively fixed high cost implementation.tk® other hand the fast evolution
of prices for electronic devices plays an essential roletherinvestments as the life time of
switching equipment is only 3-5 years.

2.2 Terms and definitions

Some terms and definitions are used throughout the repoxplaie different aspects of the
network. These terms can have different meanings betwegeagts all depending on the ge-
ographical scope of the network. The Swedish ICT commiss28j fias standardized some
terms used in planning a fiber network. In order to clarifysthéerms they will be explained
here as they will be used throughout the project.

2.2.1 Network Architecture

Figure 2.2 shows how the network architecture is set up ofB8ar& layers and are as followes:

15



2.2. TERMS AND DEFINITIONS

Main Distribution
Node Node
1
E]D {1
| \E]
|
| }\D
[ |
[ | 0
[ ! Access Line to
. Network termination
—{ )
Distributi _\DD e
. istribution
Main |
Node I Node : \\DE}
|
[ |
[ |
f }
Main Network | Distribution | Access Network
(MN) Network (DN) (AN)

Figure 2.2: Network architecture hierarchy.

* Main network: The main network sometimes called the backbone network & wadm-
nects the distribution network to the outside world. In thisject the main network is
the regional backbone, which is the highest level in a mpaidy network hierarchy.
This layer connects the municipality to the external nekweith links going out of the
municipality.

* Distribution network: The distribution network consists of distribution noded éines
which connects the access network. In this project theibligion network is the munic-
ipal network. Where nodes are mostly placed in dense arehas imtinicipal in order to
connect the access network.

» Access network:The access network is a network of Network Termination oiN{T’s)
connected to the distribution node. NT’'s nodes are houdshbusiness and government
places. This project will not distinguish between housdhblusiness or government.
Each NT can withhold more than one NT, e.g. an apartmentibgildThe project will
only view each NT as one connection.

The main focus of this project lies on the access network diedilog redundancy. To be able

to create an access network some knowledge of the upper rheayers are needed to be able
to construct an access network, this involves researchetalistribution network. The main

network is out of scope in this project and will therefore betconsidered.

2.2.2 Level of service

In [28] the Swedish ICT commission has constructed diffelagydrs to represent an IT-infrastructure.
This section will outline these levels and go on to explagnivhich levels will be represented

16



2.2. TERMS AND DEFINITIONS

in this project. The infrastructure can be seen in figure 2.3.

Application Level
User equipment, hardware and
software

IP Level

Service providers network,
offering users services

Transmission Level

Several logical connections over
one physical connection

Cable Level

Cables, “blank fibres”.
//r'—m\\ ables, “blank fibres

Ducting Level

| ] Pipes for cables, and micro-cables

1 — [~

=

Figure 2.3: Network architecture levels.

Ducting level

This level holds the ducts and pipes for cables. The expditétiche of this level is 30-40 years.
This is the level that needs most planning, because one afidlséexpensive parts of creating a
fiber network is the digging. The lifetime of the materialogg, so the planning should be made
with the long lifetime in mind. When planning, it is importawotutilize the digging effectively
in order to circumvent later excavation and digging. Thsoahvolves placing enough pipes so
further extension is possible without having to excavaragAccording to [17] there is one
level below ducting level called trace level whitch corresgs to planning and allocating the
space to dig. But that layer will be combined with the ductiexgl.

Cable Level

This level holds the cables and air blown fibres. The expéelditime is around the same as
for the pipes. In the future the need for more bandwidth mioghpossible thus the planning of
fibers should incorporate easily replaceable fibres, samtddtbers can be replaced with newer
fiber. This way by replacing the cables it can hold to the ptajdifetime of the pipes.

17



2.3. FIBER OPTIC

Transmission level

The transmission level is where number of logical connestiare connected to one physical
connection, this means a number of services used on eaah CHiik is where the switching
equipment is placed. The lifespan of the equipment usedndispargely on the technologies
existing each time. Implementation and changes in thisl leke fairly cheaper than in the
lower level as there is no infrastructure on this level, sanges or implementation only means
changing or implementing equipment.

IP level

This is where different service providers connect to thenfifastructure. The service providers
are those offering the service to the customers through hieesfi

Application level

This level holds the NT’s, these are the users that buy thecgeprovided by the level above.
This can be TV, Internet, IP telephony and more. The maireissuhis level is whether the
levels below have the capacity to offer the services beifeyed.

The goal of this project is to create an automatic plannirecgss of access networks with
and without redundancy. The main idea is to automate thenpigrprocess with two or more

different topologies and look at them cost wise. This mehasthe project focuses only on the
duct, cable layers and somewhat on the transmission laye.ldyers above will not be dis-

cussed or reviewed. This is due to the fact that this progeohly focused on laying a network
in different methods but not the functionality of it.

2.3 Fiber optic

This section only explains the fiber technologies which aéiconsidered in this project, further
background and explanation of fiber technologies can beise®ppendix A on page 122.

2.3.1 FTTH access network infrastructure

The definition of an access network can be thought as set gbregats and infrastructure in

order to create a connection between the network termimatxints (NT's) and central offices

(CO’s). There are two infrastructures available in today'3 A networks. Firstis the home-run

method, where a dedicated fiber is planned from the CO’s to Ba&h This means that huge

amount of fibers is needed as a pair of fiber would be planneddb end user and each CO
would have vast amount of fiber. Figure 2.4 on the next pageskiee home run method.

The second method is the Passive Optical Network (more on €@Ne seen in appendix
A.4.4). PON can be used in access networks in order to retiecmount of fiber needed from
COs. A single fiber is split to several subscriber lines or NIEpending on splitting ratio and

18



2.3. FIBER OPTIC

Distribution 9
Node

Figure 2.4: Home run architecture.

with the help of passive optical splitters. Since the spi#tare passive there is no need for
power supply or maintenance. PON is usually done in levedsfigure 2.5 shows PON with
2 levels. It is obvious from comparing home run and PON thatitbme-run method requires

Distribution 1
Node ®

Figure 2.5: Pon Archtecture.

more fiber and more termination which are both cost facto@®N Would require man-holes or
street boxes in order to store the optical splitter. Thougimérrun method would also require
manholes or street boxes in order to accommodate for thenmuzxiblowing distance of single
fiber of one km, there would be greater amount of manholesetefat the PON. More expen-

19



2.3. FIBER OPTIC

sive equipment would also be necessary for PON as it wouldneg more complex equipment
both for NT’s and in CO's in order for PON to function properly.

Another factor is that in case of a digging accident, 2 fibenyviag 96 NT’s would be cut
and only need to re-splice 2 fibers for PON. With home-run #mescut would sever 96 fibers
serving 96 NT’s, so it would take longer time to fix with homeirthan PON.

Lastly the bandwidth is a factor because with several NT&risly a fiber it's obvious that
it would offer less bandwidth than the home-run method. Mesearch has been done into
DWDM so that each user could have it's own wavelength by vilyuareating fibers to each
user and acquiring acceptable bandwidth to NT with PON. A R@N WDM (More on WDM
can be seen in A.4.2 on page 128) could offer enough bandwadthstain the future require-
ments of bandwidth [24].

Though the analysis of the difference between PON and hameslearly indicates the su-

periority of PON is still of interest to view both home-rundaRON in this project. Practically

planning the networks with both home-run and PON can givedhalts on just how much the
difference can be. Also as cost of fibers are rapidly deangabie difference can be lower than
what initially was thought.

2.3.2 FTTH access network topology

The most basic idea behind network topologies is to explaietaork and is determined by the
configuration between the nodes in a network. It can be satdhégtwork topologies are a part
of graph theory. Network topologies are only a means to viavetavork without other vari-
ables. While some network topologies show simple means ineximg a network, other net-
work topologies are more focused on offering redundancyaaadability in a network. There
are several amount of network topologies available, howitweill not be detailed here. For
further information regarding network topologies and drteory see appendix B on page 131.

The focus here will be on available access network topotogi€oday most networks are
planned in such a manner that the access network is creaedheap manner and without
redundancy. This means that a tree structure topology, esisefigure 2.6 branches out to
each NT in the shortest and cheapest way possible. It isttladthis type of network topology

offers no redundancy so in case of a line break near the rabedfee, it would cause several
NT’s to be affected. Not much research has been done intarggfeedundancy to the access
network level as it would be too expensive. A new topologyiglesd for the access network
might be able to offer redundancy by cutting cost with it'sida. Figure 2.7 shows the ear
topology and with it’s design it cut costs by reducing the@xligging needed. Here two fibers
are planned to each NT’s from two different distribution esdreating a closed loop to each
NT’s and therefore redundancy. In case of a failure the Nafsswitch to the active line keep-

ing the connection available as can be seen in figure 2.8 om 22gThe digging is then done
by placing the fibers in the same trench but coming from opeabiections reducing the cost
of digging. There is a golden rule to be used with the ear tmpolwhich is: Trenches can
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2.3. FIBER OPTIC

Distribution
Node
1

Distribution
Node
1

Distribution

\ﬁ|:| [ElE]
ili ==l

Figure 2.7: The ear topology.

never be shared in the same direction to or in the same distrts, if this was to be broken it
would avoid the redundancy.

This has clearly been backed up by another research ongaiptanning of the ear topol-
ogy [9]. That study also revealed that vast amount of fibeeeded causing the cost to almost
double. In that study the network was manually planned amgwith home-run. It is of inter-
est to automatically plan the network here in order to tryucaag the fiber amount needed both
with home-run and PON (more on PON can be seenin A.4.3 on [@2)e 1

This project also introduces a new technique, which is thmkipations of two previously
mentioned topologies, the tree topology and the ear togolbige new topology referred here-
after The Eartree topology utilizes both ideas, that is ftbenDN to splicing poin{%and the ear
topology. The eartree topology can be seen in figure 7.3 oa/#8and 7.4 on page 48. That
means that each splicing point would have two separate fitmrstwo separate DNs causing

1Splicing Points is a a point from which the fibers from the DNMN is distributed, this is also sometimes
called POP.
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2.3. FIBER OPTIC

o,
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Figure 2.8: The ear topology with single point of failure.

the splicing point to be redundant. From the splicing pototthe NT’s the tree topology is

used, that is only one fiber per NT. So the main amount of extex hown in previous study

of the ear topology is addressed. It is obviously not as rddnhas the ear topology but that
loss of redundancy is minimized as the most important patti@fvay is redundant but only a
small amount of NT's could be affected in case of a line cutraoase scenario in a line cut
of the eartree topology would be that 96 NTs would loose cotioies, that worst case zone is
fairly small.

It should be noted that the golden rule mentioned beforelferear topology can not be
broken in the case from DN to splicing points. However it is @®strict as for the ear topology
because from the splicing points to the NT’s is only treecttrre so the trenches can be reused.

2.3.3 FTTH access network factors

Like explained in chapter 2.1 on pagel 14, there are five fastdrich need to be considered
while planning a network. Though this project has main iegéin the cost factor. The envi-
ronment and geographic factor which are explained in cihdggjelay also an important role.

Information regarding the location of the planning and nemitif NT’s and such surely affects
the cost. The traffic factor will not be daitailed here.

So the three remaining factors are the structural factergtist factor and the technology factor
which is tied with the structural factor. They are explaimasdollows:
Technology and structural factor

As it has been explained throughout this section the tedgyolised will be fiber. There are
however a lot of possibilities when choosing the technologyse with fiber, this consequently
ties itself with the structure in the manner of choosing dudigging and so on.

There are a lot of things which need to be determined in omerssure that the right type
of fiber technology is used under different circumstanceckvlaffects the cost factor. These
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2.3. FIBER OPTIC

are:
* Fiber type
* Fiber laying type
* Fiber laying method
* Ducts to use
» Splicing method
 Splicing points
 Digging

Appendix E on page 155 explains in detail the possibilitieslable for each item listed above.
An analysis of each item is made and drawn a conclusion tohwimiethod suits best and the
guidelines are created. Analysis and guideline were alefatea previous project [8], which
this project’s research is based upon. From this analysigpdated list of guidelines can be
used for creating a fiber network.

Guidelines
These guidelines are updated from the guidelines creatagiavious study [8]. A research is
also done for the guideline, further explained in Appendorfpage 155 .

Fiber Laying
» Type: Duct cable or direct burial cable (DN-to-SP)
* Method: Blowing
Ducts, fiber and digging
* Enough ducts need to be placed for possible expansion
 Fiber: Loose tube system
» Ducts DN-to-SP: Direct burial cable
* Ducts SP-to-NT: Duct cable - Large PVC with smaller tubes
» Splicing points: Placed in NT districts to connect NT’s to maiirct.
» Maximum splicing point number: 96 or 192 fibers
» Maximum splicing point distance: 1000-1200 meters
» Must incorporate all possible connection
» Splicing method: Fusion splicing

 Splicing point: Street box or wells depending on distriges
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2.4. GEOGRAPHIC INFORMATION SYSTEM (GIS)

Cost factor

From the guidelines and all the factors the estimated costlifthe variables can be explained,
again this is based on the previous projects [8] [24]. As iptesty explained the automating
planning process will first focus on creating the scenarased on reducing fibers and introduce
a new scenario which offers redundancy but with less fibetr affsct as in ear topology. This
means digging cost, housing and equipment (which is tielgdraffic factor) will not be added
until phase two. This should not affect the main estimatiophiase one as the main problem in
the previous study was the amount of fiber needed. The pregimuly clearly showed that the
ear topology works by reducing extra digging cost. Phaseviildry to incorporate as much
of the relevant cost factors to it's data in order to view tHeole cost affect on each scenario.
But again the cost data will be based on the two sources prayiowentioned.

2.4 Geographic information system (GIS)

A map can be used to represent real things that are in the oeld , \ior example, roads, rivers
or buildings can be represented in a map. This map informa&im be stored in a digital form
in a system like GIS. The GIS software helps to display digitap data and allows users to
qguery and analyze that data. Storing a map in GIS can make e@sgsr to store, reproduce
and update the information.

As GIS data can store roads, rivers, bridges and other stagctt is ideal for network plan-

ners to use. Network planning with GIS data makes it easikrdaie possible places through
population density for Central offices or nodes. As well ag@haents of pipes and lines for
the communication infrastructure. For further informati@garding GIS see Appendix C on

page 137.

2.5 Automated network planning

As stated before in previous study the network was plannadhianual way. Manual planning
has a lot of drawbacks, i.e. it takes more time, more costnaisthkes are easily made. If an
access network is planned automatically it can reduce tgeedeof problems and drawbacks,
that can be observed in a manual process of planning an ace®gxk. A recent research [25]
shows a method on how to automatically plan a network, whéBedata and a set of algorithms
was used to make the planning process more automatic.

Network objects are modeled as nodes and links. The netwodehtontains logical infor-

mation such as connectivity relationships among nodes iakd, Idirections of links or seg-
ments, and costs of nodes and links. With logical networsrimtion, it is possible to analyze
a network. For example for a road network, it is possible td fiformation like the shortest
distance between two nodes, and to find out the closest no@desfrecific network termination
point.
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2.5. AUTOMATED NETWORK PLANNING

2.5.1 The digital road map

When planning an IT infrastructure a digital road map can leglder approximating the trace
level in the level of the IT infrastructure[17].

For example, one type of digital road map describes the midtithe road as a set of inter-
connected line segments and associated set of attribkiees li

* Road number
* Municipality id
» Address guideline information

Figure 2.9 shows the use of GIS vector maps is a useful to@Xwacting the most interesting
properties of a network, such as node degree, crossingspa@gments lengths and distance
between segment points or any other related. To do the atitpt@nning method a set of sce-

/

,— Degree 4
> W —Degree 2
®

e Degree 1
O

W Segment
W Segment Point

Figure 2.9: GIS Vector Maps [17].

narios are created for automating the planning processplEmaing is done for each scenario
separately.
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Chapter Case Study

3.1 North Jutland county

The county of North Jutland is located in Northern Denmarthvain area of more than 6,000
square kilometers. The County of North Jutland is the largestince in Denmark. There are
just under half a million inhabitants distributed over tegipn’s 27 municipalities with approx.
17,000 employees which makes North Jutland one of the laplases of work [4]. Figure

Northern Jutland is the top most IT sector developer inberk. Due to this the Danish

Figure 3.1: North Jutland County.

government is investing a lot of funds for this region. Fasinvestment a special IT project
was constructed called the digital North Denmark

3.1.1 The digital North Denmark

The digital North Denmark is a regional IT project, whichastin over a period of 3 years with
a funding of DKK 170 mill. granted by the Ministry of sciendechnology and innovatioE[5].

The objective is to explore the potentials of the networkietgdor all citizens of North Den-
mark. This is done via 89 various IT projects within differéimemes. One of the themes is IT
infrastructure. The IT infrastructure theme has four tgei.e the NT net, the access net, the
transport net and facilities for access, storage and iigtan of information ].
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3.2. MUNICIPALITY OF HALS

One of the major projects is Nordjysk netforum. The main otiyes of Nordjysk netforum
is a long-term strategy and development plan for the Northrisrk regional IT infrastructure.
The intention is at the same time to let Nordjysk netforumaactentre of competence in the
field of IT infrastructurew].

In order to meet the demands of the next technology apphicatinat needs high bandwidth,
the present structure of the networks should be restrutitacethat FTTH has to be established
within the next 10 years, in order to meet the demand for nemegation services.

According to the digital North Denmark, special emphasstoae invested in planning meth-
ods in order to implement a new fiber based infrastructurerwog all citizens in an economical
realistic scale and to ensure that the future needs for Qedpisorted.

3.2 Municipality of Hals

Hals is a municipality in North Jutland county on the eaststad the Jutland peninsula in
Northern Denmark. Figure 3.2 shows the locati@f municipality of Hals according to North-
ern Jutland. Neighboring municipalities are BrgndersleaibArg to the west and south, and

Figure 3.2: Municipality of Hals.

Sejlflod to the south. The municipality covers an area of Xfifase km, and has a total popu-
lation of 11,257 [10].

The Municipality has 3500 households, and around 3400 surhogses. The municipality
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3.2. MUNICIPALITY OF HALS

has 6 towns namely Hals, Vester Hassing, Gandrup, Ulsted, &w Stae. Table 3.1 shows the
population in the 6 towns.

Town Population
Hals 2378
Vester Hassing 2255
Gandrup 1485
Ulsted 1057
Hou 709
Stae 414

Table 3.1: Inhabitants by March 20@10].

Hals is the biggest town, but the site of it's municipal caligcthe town of Gandrup. The
geographic locations of the towns in the municipality iswhan figure 3.3. The municipality

Figure 3.3: Geographical locations of the towns.

has around 49 public institutions and 604 workplaces tta@tide both businesses and agricul-
ture, for which 346 have more than one employee. Seven oé thesinesses are considered
most important. The private households, public institigiand business are mainly situated in
villages while the agriculture is more spread out.

Like other places in Denmark the municipality has the samaber of percentage of peo-
ple between 0-5 years as the rest of Denmark. But the growthsmgtoup is lower in Hals than
the rest of Denmark as well as the county of Northern Jutl&ud.on the other hand, the group
of inhabitants between 6 and 16 years is larger than in theofd3enmark, provided that the
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3.3. DISTRIBUTION NETWORK

growth is a bit slower than the average. The average age is&% ynd there is less of people
in this group than in the rest of Denmark [10].

Figure 3.4 shows the population projections for Denmaré,abunty of Northern Jutland and
the municipality of Hals. The graph shows the next 24 yeagsopiulation projection for Den-

mark, Northern Jutland and for the municipality of Hals. Aswn in the graph the population
of the municipality is increasing for the next 24 years sd thaeeds a careful attention for
planning the IT infrastructure.
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Figure 3.4: Population projection for the next 24 years [1].

3.2.1 IT infrastructure in the municipality of Hals

As the municipality of Hals is a part of the Northern Jutlahdttsupported several IT projects,
the IT infrastructure in the municipality must be restruetli To do that in the following section
the existing geographical environment (including popgafaand location of roads) is presented
to give a systematic plan for the FTTH technology.

Knowing the densely populated area in the municipality givéormation for deciding where
to place the distribution nodes in the area. Also knowingrtea network gives the same in-
formation for running the fiber optic on that path. Identifgithe heavily populated areas in
the municipality is done by griding the GIS data based on NMdtWwermination (NT) points.
The distribution of the NT’s in the manucipility of Hals is@hin in figure 3.5 on the next page.
There are different sectors in the municipality, like thdlmsector, the private house holds,
the business and the agriculture sector. The project wiltligtinguish between them.

3.3 Distribution network

In order to plan an access network some knowledge of uppewoniet is needed. This mostly
entails the need for information regarding the distribmtreetwork, including the location of
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Figure 3.5: NT distributions in Hals.

the distribution nodes. Normally as access networks haee ptanned with a tree topology
there is only need for one distribution node (DN) which isgratly placed in the most densely
populated area. Building and supporting a house can be qupnsive, but the solution could
be to use existing houses like Tele Denmark (TDC) centralesfic

TDC central offices

TDC is the largest telephone company in Denmark. The ceobffies that are placed by
TDC are placed in a densely populated areas in the munitgsaliTherefore when looking at
locations for distribution nodes in the municipality it hadvantages to opt to use the central
offices that are build by TDC. The first advantage is, sinceipdpa distribution node needs
a building as well as a switching equipment placing the itlistton nodes already in the TDC
central offices is a benefit. The second advantage is TDCigeabby the Danish national Tele
and IT agency to rent a CO to external service providers, tice for renting the different CO’s
are in some way of regulated. Figure 3.6 shows the TDC ceofiiabs in the municipality of
Hals.

As this project focuses also on redundant access netwodiagyp two independent DN’s
can be required. There are four ways to solve thit problemnst Bine location can virtually
create two location within it’s housing. Second two TDC CQiuld be used to service that
need. Thirdly, two buildings could be built in separate tomas depending on the need of the
topology. Finally a combination of a new building and a TDC G be used.

DN: One location

As has been stated in chapter 2.3.2 on page 20 the ear topoéegls two distribution nodes
to function. In order to compensate for the scenario witly@me TDC CO available within a
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Figure 3.6: NT weight distribution with a grid size of 250mlsA showing TDC
Central Offices.

reasonable distance, two separate distribution nodes@agd within the same housing. This
means that two "virtual” distribution nodes are placed indgame housing, this can be seen in
figure3.7. With this work around some off the redundancy & &s any problems caused in
or near the housing would mean total failure of the networly, ére, line cuts in or near the
house. It is the most cost efficient. This can also be viewed@sssibility if there is a decision
made to build own housing but only use one location.

A previous project [8] already viewed how much it would afféwe whole planning cost by

Central
Office

DN1 DN2

Figure 3.7: 1 CO - 2 DN.

using one housing instead of two. The cost only increaseahnar6-8% in the whole network
planning by adding one house.
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3.3. DISTRIBUTION NETWORK

DN: Two new locations

The use of one location is not the only scenario which can bwed. Two location DN’s
should also be considered, since the ear topology was mawiite double ring distribution
node in mind therefore having two locations available.

It should though be kept in mind that in all cases for ear anttremtopology two indepen-
dent path are needed between the two DNs whether in one oot@tidns. This is due to the
fact that ear and eartree topology act as a ring.

DN: Two TDC locations

The third option is to use two TDC CO offices, this option coudttiome problematic for the
scenarios as the length between two TDC CQO's can be quite lungjrig excessive amount of
fiber being needed and the placement of the TDC CO’s are notwithéhe need for access
network redundancy. If the security risk of one location ansidered ti be high it could be
interresting to view this option against creating two newsings.

DN: Combined locations

The final option would be the combination of using one TDC COthed carefully place a new
housing for each access network. This also could be a vialhgian, but again the building
and maintainance of the new building is a big cost factor.

The method for planning the network is quite different bedwehe previous study and this
one, this is automatically planned versus the previouslgually planned. It is still of interest
to view how much different it would be to have the DN in one ooti@cations in order to show
that this would be applicable in older network topologiekoiligh previous study showed that
there is not much cost increase between having one or twtidoeat is of course quite obvious
that it is heavily dependent on the location of the two nodes.

Further information regarding geographical location dr&lgolutions used can be seen in sec-
tion[6.2 on page 39 for phase 1 and in section 10.4 on|page fhése 2.
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Chapter Problem Delimitation

The subjects

The "Network planning” chapter gives an introduction tometk planning and the typical prob-
lems associated with it. The key subjects of network plagmispects, level of service, fiber,
access network infrastructure, access network topolodyeacess network factors were chosen
and described in more detail among other more common itemtbel”Case study” chapter the
North Jutland county is explained and then narrowed dowieéodesired area of Hals. Fur-
thermore the distribution network and the different poditigs available to accommodate the
redundant access network topology needed is explained.

The delimitation

The project is devided into two phases, phase one startsdlayirng the automation according

to previous study. While phase two will focus on reviewing thest plausible options gotten

from phase one. This is to create a cheap redundant alte¥negable in today’s infrastructure

scheme. The following is a list of the subjects describetiéntévo phases, however all subjects
will not be treated thoroughly:

» Network planning aspects
Phase one: The only planning aspects which will be considergihase one is the cost
factor, and then mainly fiber cost. Environment/geograpéghnology, structures and
traffic will not be considered as we want to review only the casbfs in order to deter-
mine the feasibility.
Phase two: In phase two all the avilable cost factors will beegaxgd and the traffic factor
will be introduced.

» Network architecture
Phase one and two: The access network is the main network whichenidlasearched.
Some knowledge of the upper layers is needed, this beingdatdo of the distribution
node. The main network is not considered at all.

 Level of service
Phase one: The projects interest falls only on the duct afdedayers. The reason being
that this project is only interested in laying the fiber cost bot the functionality of it.
Phase two: As for phase one the project interest fall mainiheoduct and cable level.
But some part of the transmission layer will be considereddfmomainly what equipment
is needed within the distribution node.

 Fiber Networks
Phase one and two: The type of fiber network investigated wiflloeFTTH. The interest
only lies in creating an all fiber network.
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» Access network infrastructure
Phase one: Both home-run and PON infrastructure will be reeié in this project.
Phase two: Depending on the result from phase one the mordevsatution will be
chosen, if both show prospect, each in it's own way both will lweseh.

» Access network topology
Phase one: Both tree topology and the ear topology will beesged. The project will
include investigation into additional access network tqggl called ear-tree topology.
Phase two: Depending on the result from phase one the viahlé@oto offer in today’s
network infrastructure will be chosen.

» Access network factors
Phase one and two: The network will be created with the set of iuedeexplained.

» Automated network planning
Phase one: Previous project has researched if offeringmeldncy is feasible costly wise.
That planning was done manually, so it is of interest to dapéicthat process in an
automatic fashion to view if it is possible to decrease therfiteeded.
Phase two: Based on results from phase one, phase two will fimesautomatic process
as there will be parts left out of phase one. As well as makem@thcess more dynamic
to be used with any kind of scenario.

 Location
Phase one: Will only look into one town in the municipality @fi$d As previous study
has used Vester Hassing, this town was chosen as the smalkssa¢gounds.
Phase two: Will take the results from phase one and plan it oroeertarge scale test,
where the municipality of Hals in whole has been chosen. Frasywith few modifica-
tions, other locations can be used.

* Distribution node housing

Phase one: Already available TDC central offices will be usedelad of creating new
housing. In case of two distribution nodes needed, it will bually created within the
same housing. The other case where using two distributionsiodated in two different
locations, the project will create two housings. This is domdé able to compare to
previous result.

Phase two: Will only use one location as this would be the mastiisolution to offer
in today’s IT infrastructure. But it's also dependent on thsults from phase one.

Through the previous delimitation the problem domain ofgh@gect has been narrowed making
it possible to formulate the goal of this project in the nexagter.
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Chapter Problem Description

Project goal

The project is divided into two phases with separate yetlamgioals where the results from
phase one will assist in creating phase two.

Phase one

The goal of this phase will be to evaluate the feasibility fi€long redundancy to the access
network with automated network planning with respect ta @&l in comparison to previous
study. To achieve this goal, three scenarios will be creatdtie phase. The first scenario
will be to create a basis for the evaluation of the projectisT® done by planning the access
network in the most common manner with tree topology in tiventof Vester Hassing. The
cost of this planning will then be calculated and gatherdte 3econd scenario will be to plan
an access network in the town of Vester Hassing with the geragy. The third scenario will
be planning the access network with ear tree topology. A®sggto the commonly used tree
topology the ear topology offers redundancy to the accetsgonke and has been shown to cut
the cost by reusing trenches. Previous study showed exeemsiount of fiber usage which
will be mainly addressed within this phase. The cost of plagthe second scenario and the
third scenario can then be gathered in order to compare tbr#hescenario. Different access
network infrastructure will be tested in order to come to aatasion in which manner it would
be feasibly, costly wise to offer redundancy in the accessaré regarding to fiber.

Phase two

The goal of this phase will be to take the results from phase amd plan the network on a
larger scale. Some aspects of automation process will bedefn phase one, but will be dealt
with here. The main focus on phase one is to try several mettwodecrease fiber in the access
network. As previous study shows that excessive amountefistused in the redundant access
network topology. The tests which shows good promise ofriofiferedundancy in the access
network will be chosen.

Phase one focuses on creating these tests, in a controli@tlsrale testing, therefore phase
two will plan the network on a larger scale, to view the fulleet. The small scale testing in
phase one is done based on a previous study, some largetsaspdite automation process
will be done manually and dealt with in this phase. This idelsi the district and splicing
point placement, which accompanies with the large scatatgst will be the main focus. At
least two scenarios will be done, one basic which will ag&inhe tree topology and a second
redundant topology. If decreasing fiber is successful irspluame, both ear and eartree topology
will be investigated. Finally a calculation of the scenanull be done where more cost factors
are included.

A second goal of this phase will be to investigate the traffithie network, based on different
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distribution network topologies. This part does not affinet network planning aspect, but is
rather done as a learning experience.
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Chapter Ph ase 1

This chapter will analyze the theory and parts used in thesphbefore revealing the scenarios.
The chapter will start of by showing the area where the plagnis made, from that the districts
and splicing point method is explained. All of this will beptained and shown with the help
of GIS data (see appendix C on page 137) and mapinfo (seedigpg@5 on page 140).

6.1 Location

From chapter 3 on page 26 the town of Vester Hassing in the aipatity of Hals has been
chosen as the testing ground for planning the access netWdr& reason why this area has
been chosen is mainly due to two factors, first in order to besistent between this study and
a previous study on the same subject. By holding the consigteetween the two studies a
comparison can be made. The second part is that the areaastiidiéal for study of this kind,
it is an ideal size layout but also has difficulties so oftertjadt in the road network.

Because municipality of Hals is a combination of both dens@&ential areas and more ru-
ral farming areas boundaries were created to only the morsedarea of Vester Hassing. So
with these boundaries the area gives us an excess of 830 parmed over 1 square kilometer
area. Figure 6.1 shows how Vester Hassing is representedpmfo with the help of GIS data.
Figure 6.2 shows Vester Hassing from a satellite photo.

Figure 6.1: Vester Hassing as presented in mapinfo.
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O
Vester Hassing

W

Figure 6.2: Vester Hassing from a satellite.

6.2 Distribution nodes

As explained in a previous chapter some knowledge of therupgtevork layer is needed even
if the planning involves only the access network. Mainlysithe location of the distribution
node or nodes so it is possible to determine the starting paithe network. Now like in the
previous studyﬁg] two possible scenarios where choserst with one location available and
the second with two location available.

The ear topology and eartree topology for that matter arengld in such manner that two
DN's are needed like explained in chapter 7 on page 45. It intefest also to view it from
one location in order to see how possible it is to integrate iaday’s network where in most
cases only one DN is available within a decent range. Wheréudges in double ring, N2R
topologies utilize more housings (as they have more notles)previous for example pyramid
or mesh topologies. When creating such networks two locati@am be used without adding
much distance.

Figure! 6.3 shows the location of the one housing which is a Teftral office. Figure 6.4
shows the location of two housing making up the two distiduhodes. The location of the
two housings is based upon a previous research of doubledrstigbution network in Hals,
with some modification of moving the housing closer to thertaf/\ester Hassing.

It should be mentioned that it would be possible to use two Teftral offices where one
is located in Vester Hassing and the second in a nearby toworder to be more consistent in
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6.2. DISTRIBUTION NODES

Figure 6.4: Vester Hassing and the location of both DN's.

these testings and the previously created one is used, hasughving them in similar place-
ments (distance) as the one location in this first step.

Further it is important as the ear topology and eartree tapoéct as a ring that each DN needs
to have at least two independent path to each other.
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6.3 Districts

In order to simplify the network planning process and redimers needed, districts within the
planning area were created. These districts were creatdisbylistinguishing each road to
determine how many NT’s are within each road. The guidel{ses appendix E on page 155)
created some restrictions on the behavior of creating eiatfict, these are as followed:

« District cannot exceed the limitation of the splicing ptooh 96 fiber per splicing box.

« District can not exceed the blowing distance of 1 km from end to the other to avoid
the need for extra manholes/splicing boxes.
It should be mentioned that these rules were created forah®pology as the splicing
points are placed on each opposite end of the district. Heeaind eartree topology could
have districts within 2 km as the splicing point would be esatl making maximum
distance only 1 km. The districts are kept unchanged betweemarios to be consistent.

Were created as can be seen in figure 6.5.

Figure 6.5: Vester Hassing districts.

6.3.1 Remaining problem

This method of planning the districts was done in the previstudy [8]. Therefore this is

manual planning of districts. To start with it is of interéstuse the previously created districts
to keep consistency with the previous study in order to doraparison. This means that the
automatic network planning cannot be integrated to othenagos unless manually creating
every district. It is therefore decided to program an autimaay to create districts in phase
two of this project, which would be in coalition with the aatatic placement of splicing points.
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6.4 Splicing points

Asplicing point is a point to connect the districts to thetdlmition node. By doing so we are
able to run a single cable with number of fibers to each distristead of having large number
of cables traveling through the same trench. Also it is cke&pi.e. having a 96 cable instead
of 96 single cables.

There are 2 main ways to create a splicing point, these are:

» Street boxes.
* Manholes, shafts and wells.

As mentioned in appendix E on page 155, street boxes arerthstbe mode of splicing point.
The placement of splicing points differ from tree and eartir@pology to ear topology. For
tree and eartree topology the splicing point is mainly plaicgthe center of the district offering
shortest distances to each NT. This is not possible withdhéogology as the golden rule of ear
topology does not allow fibers from each DN to travel in the salinection, so splicing points
are generally placed on each opposite end of the distristirerg that the ear topology rule
is withheld. Figure 6.6 shows the location of the splicingng®for tree and eartree topology.
Figure 6.7 shows the location of the splicing points for eguotogy with one location while
Figure 6.8 shows the location of the splicing points for egotogy with two locations. The

Figure 6.6: Vester Hassing tree and eartree topology SFdosa

reason there is a difference between scenario 2 with onevem@®N'’s is mainly to withhold
the rules of the ear topology, in district 8, 9, 11 and 13 tleatimn of the splicing points within
these districts had to be switched. This is due to the fatthigatwo scenarios are in different
locations, for those districts the placements of the spdi@oints had to be switched in order to
have each splicing point closest to the corresponding DNderato ensure that the rule of the
ear topology is withheld.
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6.4. SPLICING POINTS

Figure 6.8: Vester Hassing ear topology 2DN - SP locations.

This is quite different from the previous study as the solutihere was to withheld the struc-
ture and from one DN location travel to the same location db thie two DN'’s and carry on
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6.5. COST

in the same way as with two locations. This project deemettthibe unnecessary as will be
explained in the next chapter.

6.4.1 Remaining problem

Like with the district remaining problem since the distsigthere manually planned so was the
placement of the splicing points. However this problem isre@xted to the district problem and

since the splicing points are created in the districts floeeethis is the same problem and will

be addressed when the automation of the districts is créatbd next phase.

6.5 Cost

From previous projects[9] [24] and again for this projeds itlear that acquiring legitimate and
accurate prices is fairly hard as no one is willing to offdireated prices regarding any part of
the fiber technology. This is mainly due to the fact that therelof of fears competitiveness in
the fiber market. Therefore the estimation prizes from tlewipus study will be used. There
are two prices which are not available in this phase but eséchprices will be used for street
boxes, the price of wells will also be used. But as the earrgest a concept it is impossible
to estimate a price for a eartree splitter so that will be deft at this stage. That will give the
possibility to compare the results from an automotive psede the manually created one. The
estimated prices are listed in table 6.1 and are in DKR.

Variable Cost
[m]/[u]
96 Fiber pairs 54

Fiber pair 4
Blowing of fibers 7
Wells 5000
Termination 300
Splicing 250
Street box N/A
(5000)

PON splitters 200
Eartree splitters  N/A

Table 6.1: The cost factor for phase one.
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Chapter Phase 1 Scenarios

In order to simplify both the reading of this report and theject itself a set of scenario is
created. Basically there are three types of scenarios teatarsidered in this project these
are tree topology, ear topology and eartree topology. Thesearios will be explained in this
chapter and can be seen in table 7.1.

7.1 The scenarios

There are three scenarios each with four sub-scenario$nahiécas follows: As it is mentioned

| Scenariol |

Scenario 1.HR.1| Tree topology with home-run and 2DN in the same location
Scenario 1.HR.2| Tree topology with home-run and 2DN in different location
Scenario 1.PON.1  Tree topology with PON and 2DN in the same location
Scenario 1.PON.2  Tree topology with PON and 2DN in different location

Scenario 2
Scenario 2.HR.1| Ear topology with home-run and 2DN in the same location
Scenario 2.HR.2| Ear topology with home-run and 2DN in different location

Scenario 2.PON.1 Ear topology with PON and 2DN in the same location
Scenario 2.PON.2 Ear topology with PON and 2DN in different location

Scenario 3
Scenario 3.HR.1| Eartree topology with home-run and 2DN in the same location
Scenario 3.HR.2| Eartree topology with home-run and 2DN in different locatio
Scenario 3.PON.1 Eartree topology with PON and 2DN in the same location
Scenario 3.PON.2 Eartree topology with PON and 2DN in different location

Table 7.1: The three scenarios.

in chapter 2.3.2 on page 20 the access network of today idlyglenned with the traditional
tree topology, the reason why the tree topology is used iftiehat it is the cheapest and most
simple one to plan. This topology is a combination of a buslkogy and star topology. Star
shaped districts connect to the main bus line making it alikee shape. The tree topology
does not offer any redundancy and in a case of a single paiumtéaa number of NTs can loose
connection. For example, if single point failure occurs iaimbus line the whole network can
go down. therefore the ear topology and eartree topologg been presented which could offer
a redundancy in an access network in a feasible manner.

7.1.1 Scenario 1.HR.1:

The home-run architecture is a network that can be realizddanpair of fiber that runs from
the CO to each NT, due to this reason the home-run architeistaiso called point-to-point
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7.1. THE SCENARIOS

architecture [3]. This architecture uses a larger amoufibef, and all demand separate termi-
nation at each end. Figure 2.4 on page 19 shows the homehiteature.
The main drawback of this type of architecture is the amo@ifiber cost [13].

7.1.2 Scenario 1.HR.2:

Same as scenario 1.HR.1 but now the network is connectedwsttifferent distribution nodes
in two different locations.

7.1.3 Scenario 1.PON.1:

A PON is a point to multi-point network over a passive fibempleomprising fibers, splitters

and an active equipment at the end [3]. The PON architecsunged to reduce the amount of
fibers terminated in the CO’s. Figure 7.2 on the following pagews the PON architecture.
That is a single fiber leaving the CO may support several NEpedding on the splitting ratio.

This architecture gives an important reduction in costsabsth an increase of complexity. In
this case, there is one fiber to be shared between all useratbunt of fiber is reduced.

In this scenario the network is planned in tree like manomfriie single location to each
of the NT’s.

7.1.4 Scenario 1.PON.2:

Same as scenario 1.PON.1 but now the network is connected tifferent distribution nodes
in two different locations.

7.1.5 Scenario 2.HR.1:

This scenarios is similar to scenario 1.HR.1, instead of dmer firom the distribution node
(DN) to each home now single fiber is offered from two diffdrBN’s which are placed in the
same location. Figure 7.1 shows the ear topology with hammeaiith two distribution nodes.

Distribution 9

Distribution
Node 1 3 9

Node 2

Figure 7.1: Ear topology with home-run.
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7.1. THE SCENARIOS

7.1.6 Scenario 2.HR.2:

Same as scenario 2.HR.1 but now the network is connected tdiff@oent distribution nodes
in two different locations.

7.1.7 Scenario 2.PON.1:

This is a scenario where the ear topology uses PON but theistribdtion nodes are placed in
the same location. In this scenario instead of one fiber nghfiom each distribution nodes to
NTs, in this technique a single fiber is offered from two DNtthie placed in the same location
as shown in figure 7.2.

Distribution 1

Distribution
Node 1

Node 2

Figure 7.2: Ear topology with PON.

7.1.8 Scenario 2.PON.2:

Same as scenario 2.PON.1 but now the network is connectea tifferent distribution nodes
in two different locations.

7.1.9 Scenario 3.HR.1:

The eartree topology is a topology which is a combinatiomefttee and the ear topology. This
topology uses the ear topology from the DN to the splicingip(@@ee Appendix E on page 155)
and tree topology from the splicing point to the NTs.

This topology like the tree topology will try to choose theosiest distance to each splicing
point with the ear topology. But as we do not use the ear togologn the splicing points
to the NT’s we are not bound as tight by the ear topology rulghairing trenches in the same
direction. However as this scenario has only one DN locatimhone splicing point per district,
it is obvious it will try to follow the same path from both DNts the splicing point. This can
be avoided by ensuring that the 2 fibers traveling to eacleisglipoint use different sides of
the road. By doing so we minimize the fiber (by not using alteveaoute) and the digging.
Figure 7.3 on the next page shows how this is done.
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DN1
DN2

Splicing
point

DN1 ~ ACCESS NetwOrk—

DNZ2:

House House House House

Figure 7.3: Eartree topology with 2DN in the same location.

7.1.10 Scenario 3.HR.2:

Same as scenario 3.HR.1, but now the network is connectedtdifferent distribution nodes
in two different locations. The sharing trenches is not a&apa factor as can be seen in fig-
ure 7.4.

Splicing
point

'\ DN2

DN1

Figure 7.4: Eartree topology with 2DN in different locatson

7.1.11 Scenario 3.PON.1:

This is a scenario where the ear tree topology uses PON butihelistribution nodes are
placed in the same location. In this technique a single fibefanned from two DN's that are
placed in the same location to each district.

7.1.12 Scenario 3.PON.2:

Same as scenario 3.PON.1 but now the network is connectaa tifferent distribution nodes
in two different locations.
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Chapter Phase 1 Planning

This chapter will start by explaining how the scenarios wargeneral planned using existing
GIS data for the municipality of Hals. Next it will explain tweeach scenario was planned. At
last the algorithms used to create each scenario will be slamd explained.

8.1 General planning method

The scenarios where planned using PHP (see appendix D orlgdyprogramming language
to interface to the GIS (See Appendix C on page 137) data whitiored in a MYSQL database
(see appendix D on page 142). In general sense the scenaresreated by extracting needed
data from the original database containing GIS data for pipality of Hals. After that the data
was manipulated using algorithms to create the networkssasnand stored in a new database.
The method in which this program was written was to be ablestothis in any scenario with
most GIS data but with as little reprogramming as possiblesr& are still some missing parts
to make it fully integrate-able in any scenario, as will bplained later.

As explained throughout this report, the main focus of thist fphase of the project is to cre-
ate scenarios and automate the planning of a network and fmtthe reducing the amount of
fibers. The digging was kept open for this phase or else pthfurereation in the next phase if
needed. The reason for it is not to be included is the factattet initial review it was decided
to be quite complicated to achieve this, so the focus walaithe fiber.

This chapter will not go into details about the contents ef databases or the tables created,
those information can be seen in appendix D.3 on 150cHdy@ter will also not go into
full details of every small algorithm used or the PHP scriystsd for creating them, it will rather
be explained in appendix D.2 on page 143. The PHP scriptssibleas can be viewed on the
enclosed CD. Rather the chapter will explain the larger algms used in all scenarios and then
explain the scenerios and the planning result.

8.1.1 Remaining problem

The focus of phase 1 was to create the automatic network ipigmmethod with and without
redundancy, but focus on creating scenarios to reduce ttessixe fiber needed by the ear
topology seen in the previous study. To get the whole piadfi@st and to further confirm the
genius part of the ear topology to reduce digging shown inptlegious study it is of interest
to add support to take the digging into calculation. This wasincluded in this phase as this
was found to be quite complicated. As the road segments waaéd to be duplicated and then
marked with either 1 or O depending on which side. Then forlgarahm to choose between
the different sides, also 4-way intersection and other @rammalies would cause some prob-
lems in routing. Thus this part was left open for the next phdspending on the results from
this phase.
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8.2. ROAD SEGMENTS AND SEGMENT POINTS

This two sided road problem isn’t that much of a problem far tiee or eartree topology per

say but more for the ear topology. Since all the splicing fsoeneated are in the opposite side of
a district this eliminates the problem and we ensure that#indopology comes from opposite

side for every house.

Previous study that was planned by using GIS data did notdiectligging on both sides of
the road as far as this project can explains. This is maing/tduhe fact that it has in most
cases been done as an estimation planning, which does notaé€ull detail but rather an
overview of the planning and cost. Also this has not been blpno for those cases as though
it would not give fully correct digging results because asceetwork needs to dug down on
both sides of the road in order to access houses. But as thisyaialyy dealing with one access
network this can be overlooked and an estimation of the digygost can be given. To do this,
it would almost give the same result for each access netwmahkeasio and would be useless to
compare the digging between the scenarios. But as previstetigd this part is left open, as
previous study already confirmed the theory that not muctaekgyging is needed and is only
a small contributor to excessive cost increase.

8.2 Road segments and segment points

The main data used from the GIS data is the location of NT's\fokk terminations points) and
location of roads. Because the GIS data is represented iroryglimates the roads are divided
into segments with values x1,y1 and x2,y2 and the distaricalesed from that with the help of
Cartesian Coordinate Distance formulaistance = /(22 — 21)? + (y2 — y1)2. This means
that we now have two points and a line between it. The roadsaaedy just straight lines, the
roads have lots of segments making up the road network.

In order to use this road network for planning a network istfiracture it needs some points
to distinguish location. The creation of segment pointslmadone by the use of x1 and y1 and
x2 and y2 of the road segments. By doing segment points (orshddeise for planning a net-
work infrastructure. We had already calculated the digtai@ach segment point, now we have
calculated the distance between each segment point. Therdhe NT's can be assigned to it's
closest segment point giving a connection between the DNN{Ewith an assigned segment
point). Appendix C on page 137 explains this in more genenass.

8.2.1 Remaining problem

Because the segment point which is created from the origagaghent GIS data, there is some
inaccuracy in assigning of NT’s especially where segmerggaite large, but the houses are
scattered along the segment. Figure 8.1 on the next pageshisproblem as a fiber is planned
to the segment point. Then it needs to backtrack a certaiardis, causing extra fibers being
planned. There is a solution for fixing this, a rule of max seghiength is created and then the
Cartesian coordinate midpoint formuld/idpoint = ((z1 + 22)/2), (y1 + y2)/2) can be used

to shorten the segments until the rule is uphold. Then segpoémts can be recreated and NT’s
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8.3. SPANNING TREE ALGORITHM (SHORTEST PATH)

///

e Fiber Path

Realistic fiber
path

- - - Extra fiber path

Figure 8.1: Segment inaccuracy problem with current Gl&.dat

assigned to a new closest segment point.

The reason this hasn’t been done is purely because doing slol wause even greater inac-
curacy with the ear topology. As fiber traveling inside a dead road and with NT’s on the
both sides of the road the ear topology would connect botls Nilthe shortest distance possi-
ble as the two side road problem hasn’t been fixed. Now sincs dead end roads have only
two segment point at the start and end the inaccuracy is the $ar both. It should though
be stated that this isn’t a crucial part in an estimation ipilag since the GIS data is not that
accurate. That is to say the correct distance could not beirachjas houses are different and
the entry point can differ, therefore creating on it's owralsé detailed planning.

Solving this is an interesting task though still can havedallT locations in the GIS data. So
this problem should be considered for phase two.

8.3 Spanning tree algorithm (shortest path)

The shortest path algorithm plays an important part in argad network. With the help of
segment points and NT’s assigned to segment points findengltbrtest distance between NTs
and DN is quite simple. This is done with these simple steps:

» The starting point is chosen (DN’s segment point).
» Check which segments are connected to each segment point.
» Those segments are then checked for the second segment poin

» The second segment point of each segment is then updatevhiith it's ancestor is and
the distance (Ancestor distaneeSegment distance). Also the level of the segment point
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8.4. PATH ALGORITHM

from the starting point is updated.

* Finally this is done until each segment point has been woldat

Figure 8.2 shows how the spanning tree is done in GIS. Now alyrine NT would be updated
.

Name: SP4
Connected segments: C,F
Distance: dist(SP2)+dist(C)
Ancestor: SP2

C Name: SP2
¥ Connected segments: A,C
Distance: dist(A)
— ) Ancestor: SP1

..
......

Name: SP1
¢ Connected segments: A,B

Name: SP3

Distance: dist(B)
Ancestor: (SP1)

-~
-
LY

Figure 8.2: Spanning tree with GIS data.

with it’s distance to the connected DN, however since thiggmt uses splicing points, only the
splicing points are updated with the distances to the DN.sEmee tree algorithm is then created
for every splicing point to each segment point again. As esagfment point is assigned to a
splicing point, the NT can now be update with the distancengodplicing point rather than
directly to the DN. The last part of updating the NT is the amste from the segment point to
the NT which is again calculated with the Coordinate Distdoceula:

Distance = /(22 — 21)2 + (y2 — y1)2.

8.4 Path Algorithm

The path algorithm is mainly used for visualization in mdpirAfter having created the shortest
path algorithm and updating it with the ancestor creatingtha s quite simple. By following
these steps an paths between either any node to DN or anymegdkcing points:

« Starting point is chosen (Splicing points segment point).

» Segment points ancestor is checked and the path table aagaith the two points.

The algorithm checks that which segment has both segmemiispgind updates the path
table with the segment.

This is done until level reaches 1 again. (As mentionedexaghch segment point has a
level, that is to say how many segment points is betweeri dasel the destination).
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8.5. HOME-RUN OR PON

Now it is created the path between two points. This is onlysdegtween the splicing point and
DN to visualize the path.

8.5 Home-run or PON

It was decided to test all the scenarios with PON in ordentéddecrease the amount of fiber
needed, this has no affect on the planning or changes betthegsianning of home-run and

PON because this only affects the amount of fibers used in gzatario thus the results will

only be detailed as there is no extra algorithm differendevbéen scenarios with home-run or
PON. Therefore the following section will be marked 1.*.1thex than 1.HR.1 and 1.PON.1.

8.6 Scenario 1.*.1

This scenario is pretty straight forward as explained irsttenario explanations. Here the main
duct is created from the DN in one location to each districbnirthe splicing point the network
is planned in a tree structure manner where the shortesindestis chosen from the splicing
point to each NT. The splicing point is placed in a good posito have the shortest distances
to every NT.

8.6.1 Planning result

Figure 8.3 shows the results of planning the ear topologyfome location. Appendix F on

Figure 8.3: Scenario 1 - Whole - One DN location.

page 161 shows each district in more details and the reswdtich district. The results in total
length of fiber needed and cost for this scenario can be sesgmajster 9 9 on page 59.

53



8.7. SCENARIO 1.*.2

8.7 Scenario 1.*.2

Like in scenario 1.*.1 it is pretty straight forward and iephed much in the same manner as
scenario 1.*.1. The difference is that now the DN’s are in tacations meaning the splicing
point chooses a DN closest to it. From there the main ductaisr@d from it's chosen DN to
the splicing point, and then the tree topology is planned.

8.7.1 Planning result

Figure 8.4 shows the results of planning the tree topologynftwo location. Appendix F on

Figure 8.4: Scenario 1 - Whole - Two DN location.

page 161 shows each district in more detail and the resuéidon district. The results in total
length of fiber needed and cost for this scenario can be sedmajter 9 9 on page 59.

8.8 Scenario 2.*.1

This scenario covers the ear topology coming from one lonatirhe previous study tried to
follow the ear topology rule in case of only one location &ale by planning the network from
opposite sides of the town and traveling with both the maict dine and the NT to splicing
point lines from opposite end of the town/district, this @l that the rule was not broken. It
was thus derived to plan all the main duct lines to the oppasde of the town (to the same
location as the the scenario with DN’s in two location). Byrdpso the rule was uphold and it
only needed some extra main duct line fiber. After furtheeagsh it was realized that, this is
not necessary but it can be planned with a shortest distdgogtam and still making sure it
still follows the three rules based on the ear topology rulesse rules are:

54



8.8. SCENARIO 2.*.1

* Main duct must never enter a district in such a manor thabiates the same direction
rule within the district.

» Main ducts from separate DN’s may travel in the same dioaat the same trench if and
only if they are not for the same district.

» Main duct from separate DNs traveling in the same direct@y follow the same road
network. It needs to be in separate trenches on each side obdld if it is going to the
same district.

The ear topology can use the shortest path algorithm for @regtibn as long as it adheres to
these rules. The main duct line is planned from each virtidlilside the same location to

each of the matching splicing points in the district. Now Egags the planning tries to place

the splicing points in each end of the district, the netwaak be planned from each end in a
spanning tree manner, and since the splicing points aredn ead to ensure that the rule is
uphold.

8.8.1 Planning result

Figure 8.5 shows the results of planning the ear topologyfome location. Appendix F on

Figure 8.5: Scenario 2 - Whole - One DN location

page 161 shows each district in more detail and the resu#tfon district. The results in total
length of fiber needed and cost for this scenario can be segmajrter 9 on page 59.
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As mentioned as we come from one destination the three rubediomed earlier can be bro-
ken. In scenario 5, the splicing points main ducts broke tifeso a rerouting of these splicing
points had to be done to these broken districts as can be se@mpéndix F on page 161 and
then compared to detailed district.

8.9 Scenario 2.*.2

This is much like Scenario 2.*.1, however because it was ngrftom two DN'’s locations they
should be placed in each end of the network planning areastarenthe ear topology rule. Itis
not encountered as many problems as from one location, leowe rules stand. The main duct
line is then planned from each district to it's designatekicsm point. As again the splicing
points are on the opposite side, it is possible to use spgriné@ to plan from the splicing
points.

8.9.1 Planning result
Figure 8.6 shows the results of planning the ear topology ft@wo location. Appendix F on

Figure 8.6: Scenario 2 - Whole - Two DN location

page 161 shows each district in more detail and the resuéidoh district. The results in total
length of fiber needed and cost for this scenario can be segajster 9 on page 59.
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8.10 Scenario 3.*.1

This scenario was created as a compromise in order to rebdadéders needed but at the cost
of full redundancy. The downside is minimized by the netwdelsign where redundancy is all
the way in the access network till splicing points makingwwst case scenario that 96 users
get disconnected. This also minimizes the cost factor aséia fiber cost factor is from the
splicing points to the NT's. From both DN’s a main duct lingolanned to each splicing point
is done in a spanning tree method choosing the shorteshdesfeom the DN in one location
to each splicing point. Now in order to ensure redundancyrtam duct line would need to be
placed on either side of the road, this should not affect idpging cost, as digging in dense areas
means that there are already trenches on both sides toesénuses on both sides of the road.
The rural areas might become more costly, but the same waetitdthe case of the ear topology.

Now as we have now made the district redundant and we onlynesslicing point, the splic-
ing point can be placed in a more optimal position for the epokogy shortening the distances
to each NT. So from the splicing point the network is plannétth the tree structure.

8.10.1 Planning result

Figurel 8.7 shows the results of planning the ear topologyfome location. Appendix F on

Figure 8.7: Scenario 3 - Whole - One DN location.

page 161 shows each district in more detail and the resuétdoh district. The results in total
length of fiber needed and cost for this scenario can be segmajrter 9 on page 59.
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8.11 Scenario 3.*.2

This is much like scenario 3.*.1 but now the DN'’s are in sefmlacations. Which means that
the main duct line is created with the shortest distance aat DN to the splicing points. And

because they are in different location in most cases. It dsimare same path to the splicing
point. In those cases though again it is needed to ensuredabhtDN main duct lines use each
different sides of the road.

8.11.1 Planning result

Figurel 8.8 shows the results of planning the ear topologyfome location. Appendix F on

Figure 8.8: Scenario 3 - Whole - Two DN location.

page 161 shows each district in more detail and the resuéidon district. The results in total
length of fiber needed and cost for this scenario can be sedmapter 9 on the following page.
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Chapter Phase 1 Results

In this section comparison of the result data will be don,iagjuite large it has been moved to
appendix F on page 161 to ease the readability of this sedtiost the new data is compared to
the old data. The new results will then be compared to viewtldrat is possible to reduce the
fiber usage from the manual planning as well as comparingciesios to each other to reach
a conclusion, if it is indeed feasible to offer redundancyhie access network. The detailed
explanations about the scenarios can be seen in chapteragerdp.

9.1 Comparison

This section will now take the data presented in the preveeation and present in a visual form
and then compared to derivere a conclusion of the resultst thie old data will be compared
to the new to establish if the two different methods of plagrgive similar results.

9.1.1 Old study and new study

Figure 9.1 shows the amount of fiber used in the old study véhfeshows the result from the
new study. Now comparing scenario 1A to scenario 1.HR.2 wesearthat there is not much
difference. Actually the difference &7 meters for the NT to splicing points distance &atd
meters for main duct. Same goes for scenario 2A to scenafi].1.

The difference is a bit larger for scenario 1B and scenattiR22 or54.232 meters for the NT

to splicing points distance anid meters for the main duct. The reason for the severe decrease
in fiber needed for the NT to splicing points can be severalouild be because the ear topology
had no rules so while planning it by hand may results a lot ctakies to happen, mainly that

at some splicing points where poorly placed which causedenease in fiber usage. Also the
automatic process of the ear topology is quite differentthede are still some unsolved prob-
lems with the use of GIS data which does not yield the samdtsashen done manually. The
same goes for scenario 2B to scenario 2.HR.1, with one diféereBecause it is a revised rule

of ear topology it was actually possible to severely minigrtize length needed in the main duct.

In conclusion it can be said that as the difference isn’t thath as would be expected, and
one of the reasons for automating the process, was to vielwnias possible to decrease the
fiber needed. It was able to decrease the main issue of NT@litorg points length mainly
by reordering the splicing points, this decrease is stillefficient enough. The decrease in the
1DN main duct line shows some success of the automationethisswasn'’t realized until the
automation had been done.

9.1.2 PONVs. HR

Figure 9.2 shows the comparison between the scenarios Wwéhléngth while 9.3 shows the
total cost of the fibers and connections. It should be notatlithfigure 9.2 the difference in
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Figure 9.1: Length of fiber used in the old study.

main duct line between PON and HR is not compatible as PON3usésngth with a single
fiber while HR uses length with a 96 cable fiber. Which have ciife cost factors.

The results of PON is quite dissatisfying, as the hope foraebesing fiber is somewhat based
on the use of PON. The way the network is planned with HR isadigtdone in a PON manner
meaning that instead of using a single fiber from the DN’'s ®NA’s. The cost is cut cost by
grouping NT’s together and dragging a larger cables to clpsint and from there distribute
with single fibers. This cut cost as it is cheaper to use a lggdeable than many single cables.
The only way PON can be used is from the DN’s to the SP’s. Asiéeded more equipment the
cost saved from PON will increase again. This makes all th B€&narios actually neglectful
as the cost difference is not that large and it would only eansre complexity. However it is
a possibility.

As a conclusion it would not yield any more information to estigate further in phase two
just by the way this network is planned.

9.1.3 Ear topology comparison

The main factor of this phase was to view if the ear topologyld¢de improved by reducing
the fiber needed with different technologies and automdatiegorocess. The result confirms
the previous study that with this type of network planning #ar topology is unfeasible. The
results show that in comparison to the ear topology the atafditer is still almost triple mak-
ing the cost difference about two and a half times more thahartree topology. This means
that the ear topology is still quite unpractical. Even thoag explained the automation process

60



9.1. COMPARISON

600000

500000

400000

300000

Meters

200000

100000 -

O Main duct BINT to SP
A L SN N SO A SR R S
X 0 O O s s O O NS @) O
N N < Vv Vv < < & & < <
& o © Y < oY oY < < oY oY
& 3§ 3 & & 3§ S & & S S
PN & & N PN & & N PN & &
& 60@ 6& & & ‘9& (o& & & (ooe’ 60@

Figure 9.2: Length of fiber used in the new study.

is still in development there is not much chance that thistEafixed.

The reason for this is the design of the ear topology, and thargh a different network plan-
ning method where to be used the excessive amount of fibelf &stoblem. Figure 9.4 shows
why the ear topology has a problem with excessive amount efdibeing needed. While a
tree topology can place a splicing point (or DN or any kind istribution point) in an optimal
position to acquire the least amount of fiber. In order tordfie redundancy and offer savings
on extra digging means that the placement of the splicingtpare to faulty in this problem.
Because it is needed to situate them on each side of the tiieidistance will grow more
rapidly as we need to access NT’s from each side all over gtaddi

This is actually noticed in the creation of the topology bsititawas a theory, it is based on

61



9.1. COMPARISON

9000000

8000000

7000000

6000000

5000000

@

X

X

[a)

4000000

3000000 -

2000000 +

1000000 +
ol
2 y "y Ny y 2
& & & & & & & &
Q;\\o'y 60\/ ,\/{2 N 0’L v "I/Q 'LQ \orb. 0(b 'LQ "Lq

O
o
& Q/Q'L«
of

N
&
60

Figure 9.3: Total cost of fiber usage and connections.

the fact that fiber prices are going down making it not a degdactor. There are more factors
involved like blowing of the fiber, and for a single fiber th@Wwing is actually more expensive,
making the fiber a more deciding cost factor than realizedreef

All of this actually collaborated with the results acquirathking the ear topology not a feasible
manor in offering redundancy unless there is actually a negal for it. The ear topology is still
an interesting topology, if some method will be found to @éase the fiber for the ear topology
it could be interesting. Another solution is to look at it whie fiber prices have gone even
further down, but then again the tree topology cost would decrease.

In conclusion it is not of interest to research this furthephase two as it has been shown
both in this project and previous ones, that though a resduirtopology with possibilities it
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still needs extra amount of fiber.

Total distance : 50+100+50+100 = 200

Splicing
Point 1 =

Total distance = SP1+SP2 =
(50+100+200+250)+(50+100+200+250) = 1200

Figure 9.4: Explanation of the excessive amount of fiber ysbdear topology.

9.1.4 Eartree Topology Comparison

Another factor in this study was to come up with a new topolatpych could offer redundancy
to the access network but not use excessive amount of fileethiékear topology. The result was
the eartree topology which is a sort of a combination of thrd@aology and the tree topology.
Where each splicing point would be redundant but from thecsipoint the tree topology
would be used. Obviously this is not as redundant as the patagy, but it limits the amount
of caused user in case of a dig up accident. For this topologyabsolute worst case scenario
(taken that the DN in one location doesn’t burn down) is thatduld loose one district, when
either a splicing point would be made unavailable or a cut treasplicing point. The further
the cut is from the splicing point, in most cases, the lessharmof NT's become affected. Now
the only extra fiber needed is doubling the main duct linesingathe NT to splicing points
fiber needed unaffected in comparison to the tree topologw dince this is done that limit the
extra amount of fiber by not doubling the NT to SP.

The results of the scenarios collaborate this idea as we dealde increase in the main duct
line but the NT to splicing points lines are the same as fortithe topology. Now comparing
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the cost it ca be seen that the cost only increases aijindetween the eartree topology and
tree topology throughout the scenarios. Now with that muwithed redundancy to the access
network and not that much increase in cost the eartree tgpasadefinitely a feasible solution
to offer redundancy at least as close to NT's as possible.

So in conclusion the results shown is quite good and is foumdlale and interesting solu-

tion to offer redundancy or at least minimize the affect gjging accidents to a few NT’s.

From this conclusion it is of interest to further researah ¢lartree topology in comparison to
the tree topology to truly view if redundant topology can temped without costing more than
a normal tree topology in a large scale environment.

9.2 Conclusion

The goal of this phase of the project was to automate parteoptbcess of planning an access
network with and without redundancy. With that said the faas on lowering the needed fiber
by the access network with redundancy. This was two foldest,does the automatic process
help lower the fiber needed in comparison to a previous exygari. Second, is it possible to

enhance the ear topology or/and propose a new topology wifffiers redundancy but does not

use excessive amount of fibers.

9.2.1 The automation programming

It was decided to use PHP programming language to programetiveork infrastructure with
the help of GIS data, placed in a MySQL database. The progmagwvas done in such manor
that it should be applicable with any scenario or locationt &uthe focus was also on using
a previous study as a background for this one, there weredtveork planning mainly done
manually, one main factor is still not automatic. This is #wtomation of the districts and the
placements of splicing points, in this phase a small arealwivias used in the previous study
was used again so the districts and placement of the splmngs were kept the same. It
should though be mentioned that the next phase should fatasitomating that process and
making it adaptable to any scenario.

Other problems which were noticed during programming, tgaiancerning the digging. Now
in previous cases digging was just estimated and no assetstken on which side of the road
the digging occurred. But as the ear topology requires tlutofao ensure that it's rules are
uphold, the two sided digging is needed. Because the maiarfacthis phase of the project
was to automate the planning process and focus on the fileedidlging was left aside. After
some research this problem can be quite tricky, but if theag@ology is to be used and a full
estimation of the network planning is to be done this need®tbxed. As the next phase will
include digging as part of the cost but ear topology will netilicluded the road problem will
not be investigated further. It should be noted that in cdsghers wanted to automate the ear
topology and include digging this two sided road problemuthconsidered.
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Another problem was with the location of the SP’s towardsNfiés which it connects to.
The problem was that with larger segments the distance iaut@mation planning was greatly
increased or decreased making the distance calculationsweliable. But as explained since
there are more inaccuracy, this isn’t as crucial as inytistated, it would be of interest to create
a solution to fix this problem in the next phase.

9.2.2 The scenarios

The results from the scenarios show a bit of a disappoinesglts when PON is used. As the
planning method used, tried to minimize the cost with hoomein mind, by grouping NT's
together and using cheaper and larger cables in stead of swagig cables, the PON had no
real affect there.

With the automation process some modification to the ealdggaules was created, decreas-
ing the needed fiber. But as set forth, due to the nature of th@dgy the needed fiber is still
almost tripled. And as the cost of fiber is one of the largettidioution in a fiber network design
the cost of the ear topology is quite unfeasible as a methuoaffiering redundancy to the access
network. This means it would be hard to sell any one the ideaat then doubling prices just
to secure each and every home. So at the moment the ear tgpslogno manner a good
solution.

This called for research into other viable solutions to o#ie least some redundancy to the
NT’s without adding too much extra cost, the solution wasdbmbination of the ear topol-
ogy and tree topology, named eartree topology. The eardggohain problem was with the
location of the splicing points towards the NT's thereforaking the NT to splicing point the
problem area. It was decided to use the tree topology fronsphieing points to the NTs but
making the splicing points themselves redundant. Thisepingroved to work and the increase
in fiber needed was minimal but redundancy is provided mottefvay.

Finally it was shown that all the scenarios can be done fraheeione DN location or two

DN'’s locations without much cost increase. Ensuring thagtiver a double ring which offers
two DN’s locations or mesh, which in most cases offers only, dherefore is it possible to plan
both the ear and eartree topology without much extra cost.

9.3 Phase two criterias

Phase two of this project involves finishing the automatitygpam and planning it on a larger
scale. One of the greater tasks of finishing the automationgss will be the automation of
the districts as well as road segment point problem. Fugtdition like traffic analysis will be
added as well as some research into other possible topslogie

All parts which are done in phase one will not be included eglanning process for phase two
but rather the selection of those which show the best reaudtiocessfully planning a redundant

access network and those will be detailed as well. This wayrthin criteria behind phase two
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will be to plan and test solutions which could offer a redumtddternative to the tree topology
without much extra cost.

Automation of districts: Now the most important part of phase two will be to finish the au
tomation of districts, mainly because without that a larggale testing would mean manually
placing every splicing point. This includes an investigatinto methods of creating a district,
as well as investigation into criteria such as number of NboEs district. After the creation of
district a splicing point will be placed on the SP which is thesest to all the NT’s within that
district, creating an almost ideal placement within a disautomatically.

Fixing the NT to SP inaccuracy: This problem should be addressed to ensure more accu-
rate estimation price of the fiber.

Large scale planning: After the automation is done a large scale network plannhraulsl
be done to view the true cost of offering redundancy to thedomhis involves also planning
the distribution network. It should incorporate a real natwplanning that is viewing of how
the plan is today, example viewing TDC fiber backbone and e infrastructure of copper
last miles could be incorporated as a basis for this large gtanning.

Traffic analysis: After all of this it is of interest to learn and view traffic dypsis over these
networks created on a large scale.

Skipped criterias:
* PON:As PON shows little or no affect on the current network plagrscheme

» Ear topology:As has been mentioned several times, the ear topology hasresiite due
to its design and in coalition with the current network plexgscheme.

» Two DN'’s locations:It has been shown in previous study and confirmed by phase one,
one or two locations have little affect on the amount of fibeFhis means that either
method can be used to plan. But as we are trying to offer a cHeapative to the tree
topology it is rather use only one location to keep the costrdo
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Chapter Phase 2 Analysis

This chapter will analyze the theory and parts used in thasphThe chapter will start of with
an introduction of this phase leading from phase one, exiplgithe area. All of this will be
explained and shown with the help of GIS data (see Appendix @age 137), mapinfo (see
appendix C.5 on page 140) and Google earth. It should also béaned that as this phase
includes scripts to use Google earth as a planning tool nidsewisual data presented will be
in that format rather than using mapinfo as a visual aid.

10.1 Introduction

Phase two’s goal will be to finish the automation access m&twoocess and then from that
plan the network with and without redundancy. Phase twolvéfie it's criteria heavily on the
research done in phase one. This means that rather thanukigtienew theories it will plan
the network in such manner which shows the best result froas@lone, therefore testing the
best possible redundant solution against a normally pl&noe redundant access network. As
the focus are on the access network there are possibildreisnplementing these ideas to a
green field or an already operational network.

The criterias used in this phase have been presented in ¢v@ps chapters. Following is
a list of criterias, which will be reviewed and researchethis phase:

 Large scale testing

» Segment adjusting

» Automatic district creation

» Two network scenarios

- Tree topology and eartree topology
- Home-run only

- Distribution nodes in one location

« Traffic analysis

» Other access network topologies

* New visual mapping tool

68



10.2. LOCATION

10.2 Location

In the previous study [8] and in phase one, the location ofstbey has been limited to one
town in the municipality of Hals, namely Vester Hassing. sTtuwn was specically chosen due
to layout and interesting road network. This is only one t@md therefore a small scale test
area. That is necessary in order for the testing to be relidbtestings of the scenarios were
directly done in a large scale environment the smaller groislwould be harder to detect, as
well as small problems could become relatively larger andentomplex to solve. Not only
was the small scale testing done to iron out problems in thenaation process but also to hold
consistency to the previous study.

Part of phase one is to do a large scale testing, so aftertbuggyhad been tested in the smaller
scale the location of the networks were gradually made Ibiggsl the whole chosen location
could be planned and most problems had been covered. Th@lochosen for the large scale
testing was the whole municipality of Hals. The reason fayaging the municipality of Hals
is based on the fact that lot of testing has been done in tlzessrevell as it offers both testing
of densely and rural populated areas, while not being teelarg

This means that a new factor entered the planning processhvginamely the fact that now
rural areas have to be planned. This is mainly due to the lf@ttthe small scale testing was
bound to work only in a dense town area, so this on it's own caate it own set of difficulties
which needs to be addressed.

More detailed information and figures can be seen in chapberiBage 26.

10.3 Green field and operational networks

Because many of the older telephone companies or in genese thho run the copper line
infrastructure today, are trying to utilize the copper asfiructure as much as possible, they are
switching it out with fiber from the top down. This entails th@a order to increase bandwidth
they are step wise approaching and moving the fiber closéetbdme starting with the back-
bone and now moving closer down the network infrastruct@ee of those companies doing
so is TDC here in Denmark, and already they have replaced ofidse backbone with fiber
and are moving into the distribution areas. According totinfation gained at a network course
in Aalborg University, they have even started testing witlefito the curb (FTTC). This means
that during or from that step TDC could implement the eartop®logy. There are three pos-
sibilities for introducing the eartree topology, first osea introduce it while they are creating
the FTTC. Second one is to introduce it after they have finisthed=TTC and even FTTH.
The third, which would be the cheapest, is to add the eartqg@ldgy after FTTC and during
FTTH step. The first and second option would have equal ammiucbst factor as trenches
would need to be dug down from their distribution nodes (DMNbsthe street boxes. The third
option would be cheapest as with that trenches dug for theHHrbcess could be reused for
the second line to the street boxes, making the cost maitig 8kers cables to the street boxes.

It should be mentioned that this is only an idea presentedtadlee design of the topology

69



10.4. DISTRIBUTION NODES

that this is a possibility. It largely depends on the networkuestion and the current devel-
opment of moving towards fiber. As a second option even comapamth already made fiber
networks could implement it, however it would introduce &xtra digging and fiber cost. But
it should be limited based on the fact that it is only layindikiswof fibers between two places.

Now if taken into account the TDC method of stepwise apprivaght’s customers with fiber
it could be said that this phase adheres to investigatingtiice difference of distributing the
fiber with and without redundancy. This is mainly due to thet faat the planning method used
is not involved directly in the upper layers.

10.4 Distribution nodes

Though the focus is on the access network some knowledge apiber infrastructure is needed
in order to connect the access network to the distributiawok. For this phase the locations
of the TDC central offices (TDC CQ’s) are mainly needed, thediethven act as the distribu-
tion nodes in the scenarios. For the redundant scenarioyittual DNs will be created within
the same TDC CO. The location of the TDC COs are based on thetgleh®Ts and as can
be seen in chapter 3.3 on page 30, there are seven TDC CO'sdandhe municipality of Hals.

In a previous study [24] it was concluded that the best smtutor their study would be to
plan it using only five of those TDC CO'’s. As itis a goal in thisgsle to accommodate both the
possibility for green field planning as well as implemematio already an operational network
all seven TDC CO'’s will be used. The use of all the seven TDC C@ affers more testing
ground as districts that are created are based around thé Eiduld be mentioned that a pre-
requisite for this to work is that either the green field natnar the already made network has
distribution nodes with redundancies, or offering redunayan the access network will become
unnecessary.

The seven TDC CO’s used in this phase are as follows:

* DN: Uls

* DN: Stae
* DN: Hoh
» DN: Hals
* DN: Gaas
* DN: Gad
* DN: Vha

Figure 10.1 shows the location of the TDC CO'’s from a satgliteto and the road network.
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Figure 10.1: Location of TDC CO's in Hals and the road network.

10.5 Districts

The main part of this phase is to automate the district avaghrocess. As automating the
process of the district creation it is necessary to invagtigvhat is needed before creating it.
Mainly because the manual creation had a manner in whiclogeskt's district which of course
is not applicable here. Furthermore the placement of sgjipbints would need to be rethought.
As well as reviewing whether the guidelines created for maptocess would uphold here.

10.5.1 District creation methods

Two main ways were researched in order to create an autordattt. This either blindly
created the districts based on set of rules or started franpomt and worked from there. Both
ways were investigated and number of solutions were sugdesid reviewed.

Blind selection

First suggestion was to randomly choose points in the roawank. In order to do so a set of
rules were created in order to evenly distribute the poiRt®m that a post process could be
done to normalize the district by joining smaller distritigether. The main downside to this
is that it affects dense and rural areas the same makinguhesunsuitable. This is because in
dense areas districts only need to be small but in rural aistrgct need to be at it's maximum.
Finding a suitable distance between the random points quade hard, and leave a set of
problems. Also mainly the idea of randomly placing pointsildocreate a chaotic network
where the interest of creating a cost efficient network cbelghroblematic.
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Grid districts

Another suggestion was based on blindly creating the distin a grid format using a set of
rules to define the grids. Those rules were numbers of NT&d@each grid and second the
size of the grid from end to end. Figure 10.2 shows the res$tifteotests. As can be seen in the
figure there are a lot of problems involved within this prace®inly is the fact that as the road
network is not involved in the grid making process thereftiggricts can have several number
of roads which not necessarily are easily connected. Eingts thought that the solution to that
problem was to dig through yards to access roads on the atesr®wever it would prove to
be very complex to have each district covering several raadsmaybe even only segment in
another road. This grid mechanism was borrowed from TahiRMz'’s, Aalborg University,
study on grid making for WiMax towers but adapted to be usdflismmmanner.

Figure 10.2: Grid selection.

Blind grid districts combination

From these two ideas came the third which was to combine idess which could solve the

problem from both suggestions. This involves first creatirggid district and from that choose
a point near the middle of each grid on a road segment and fiere treate each district. This
would solve the problem that each point would only creattridts with the available segments
closes to it, therefore eliminating the problem of coversayeral roads in different places.
Second it would create a more even distribution in both raral dense areas. This solution,
like the blind selection was thought to be to chaotic and dselts from that would be to much

based on luck rather than practicality.
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Spanning tree districts

The last solution was to use the TDC CO'’s as a starting poine&mh area from there the
closest number of NT's based on the rule would be chosen amtrectdcreated. This would
then be done until every road segment had been traveled. tA&tea point in the segments just
outside the district would be chosen as the next startingtpdlow this solution sounds more
practical as we would choose a fixed point and then with the dEspanning tree choose the
next amount of closest NT’s until everything is finished.

But as the others it did not come without it's problems. Fitsba@sing the points outside the
district would need to be found in order to create the nextidis Second because the limita-
tion on number of NT’s which could be chosen, their might keeghoblem of cutting dead end
streets to short creating lots of small districts. Emptyrdiscould be formed as each district
would have a limitation, and traveling to rural areas coughmempty district.

This method was chosen based mainly on the fact that in ibsq®s it was most practical
as it chose districts from one point and created each distrithe shortest distance possible.
Those problems mentioned would have to be fixed in order teentalseable.

10.5.2 Splicing points

The placement of splicing points plays an important parh&network process as the place-
ment can mean the difference of several km of fiber per distimce the process is automatic
we have the advantage of viewing where inside each wouldeegtimal placement, i.e. which
segment point is the closest to all NT’s.

Like explained in the previous phase the splicing point & ploint in which the districts are
connected to the splicing point. By doing so it can run mulfibables to each district rather
than a lot of single fiber cables which costs more. Thus ittelnahe distance of needed single
fiber cables. Like in phase one the chosen splicing point avbala street box mainly for it’s
easy access, it is also possible to use trenches if thoseaeeavailable.

Now as rural areas will for the first time be tested it includesumber of small districts which
will form as a limitation on how long a district can be due towing distance. In those cases
we will not be requiring 96 fiber cables but can rather de@e¢hat number to a more suitable
one depending on the size of the district, therefore savingasts. And in the smallest one
street boxes are unnecessary and it would be more pradiaaétwells or manholes.

10.5.3 Guidelines

Now as can be seenlin E on page 155 a set of guidelines weetectteglan the network by,
these are as follows:

« Districts cannot exceed the limitation of splicing poitd® fibers, but should be lower
in order to allow for expansion.
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* Districts cannot exceed the blowing distance of 1 km. Thesans that from the splicing
point to the NT, furthest away cannot be greater than 1 km.

Now in phase one a hard limit of 70 NT's was set in order to alfowexpansion. This hard
limitation will in some degree hold, this means that theraistshould not exceed a number
which does not allow for some expansion. But in order to accodate for the larger problems
occurring during the automatic process (nhamely cuttingridisn a dead end road) this hard
limitation should be somewhat flexible. This should not beabfem as research will be done
in the automatic process to find how many NT's should be insafgh district. This meaning
that the fewer the NT’s the less amount of single fiber caldesl uWhich should lead to cheaper
network.

10.6 Traffic

For this phase a simple analysis of the traffic, which will lemeyated, will also be included.
The different aspects of analyzing traffics will be explai@ad then the distribution nodes used
in this project will be tested with different redundant ttgagies. This part is mainly introduced
in this phase as a learning process but does not have a gfeett @i the whole picture of
planning these networks.

10.7 Cost

Prices for most of the aspects in FTTH access networks witldtailed here. These aspects
include fibers, digging and housing. As has been mention&atdacquiring prices for these
aspects is quite a complicated task as the market is ungvitbngive out prices due to fears
competitiveness on the market. Two researches have thaggliread some prices which will
be used here [25] [8]. Much effort has gone into acquiringteof@pdated prices but the re-
search got the same problems as mentioned in [8], wherespsibere not given to other then
companies involved in the business and then in full confidetyt

It should though be mentioned that some of these prices aears ld, and therefore these
prices should be a bit on the higher end than what the markatsabday. The prices are an
estimation, and since this project is based on estimatithrerahan full details, the prices can
be used. In such case later on when updated prices are atdusra simple matter of recalcu-
lating the results in order to get updated prices.

The cost factor will only be looked at as one a time paymentupahtes, upgrades or yearly

costs will not be looked into, as the project focuses on tagisg cost of these networks rather
than running cost.
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10.7.1 Fiber

The type of fibers used in this phase are several, the maididaatill use 96, 48 and 24 fiber
cable. The number of fibers in the main duct depends mainlyhersize of the district the
fiber is traveling to. Also the blowing of fiber cost is inclubeand as can be seen the blowing
of fibers cost is quite high as mentioned in previous phases Sgticing points will also be
mentioned as well as the splicing itself and terminatiorheffiber in one end.

The cost can be seen in table 10.1.

Variable Cost [m]/[u]
192 Fiber pairs 108 DKK
144 Fiber pairs 81 DKK
120 Fiber pairs 69 DKK

96 Fiber pairs 54 DKK

48 Fiber pairs 27 DKK

24 Fiber pairs 15 DKK

Fiber pair 4 DKK

Blowing of fibers 7 DKK

Wells 5000 DKK
Termination 300 DKK
Splicing 250 DKK

Street box N/A $000) DKK

Table 10.1: The fiber cost factor for phase two.

10.7.2 Digging

Previous phase did not include digging, as the main focustavelecrease the fiber rather than
the focus would be mainly on the fiber cost. As this phaseestrat reviewing the complete cost
of the network planning it will now include the digging. Aaciing to [24] there are different
prices for different type of soil. This study will not disgoish between this but rather have
one general price estimation for digging. Also the pricepipés and handling of pipes will be
viewed. The price of the digging will include large enougdnich such that all necessary piping
can be placed eliminating the need for later excavation.cbse¢for the digging can be seen in
table 10.2.

Variable Cost [m]
Digging 150 DKK
Pipes 10 DKK

Handling of pipes 8 DKK

Table 10.2: The digging cost factor for phase two.
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10.7.3 Housing

As explained in F on page 161 the project uses already alaildbC CO’s as a location for
distribution nodes. By doing so costs can be saved as thenged for building houses to
host the distribution nodes, as well as running costs ared@pn. The reason for this being
a possibility is the fact that TDC is required by law to rent spaces in their CO’s to other
competing businesses. This is not free and there are costivéd. There are two types of
costs, the startup cost as well as yearly running costs. Bar@ained this project focuses only
on the startup cost. The price for the rental of a TDC CO'80i80 DKK per n? per year, so
assuming that each DN would us@n? it can be seen that renting of the house will cs00
DKK per year per TDC CO. All costs can be seen in table 10.7.3 §im is shown at the
bottom of the table showing total cost for each housing.

Variable Cost [u]
Housing 12.000 DKK
Rack space 11.282 DKK
48 VDC Plug 3189 DKK
230 VAC Plug 3189 DKK
48 VAC Service Plug 3189 DKK
Sum 32.849 DKK

Table 10.3: The housing cost factor for phase two.

76



Chapter Traffic analysis

11.1 Introduction

In this chapter the traffic analysis for the municipalitywetk will be presented. The chapter
starts by reviewing the physical main nodes model then, mgukis physical reference model.
The traffic matrix will be discussed in detail and finally tikland node dimensioning will be
presented. For mored detailed traffic estimation and aisghysase check the enclosed CD in a
folder "traffic".

11.2 The physical main nodes reference model

The physical redundancy is a parameter on the connectewnsi,| this helps in knowing how
many independent links connected to the nodes are availdlble overall goal is to support
the network with high degree of redundancy and connectiityrief discussion for deciding
how many links are needed to connect two nodes as presergdHéa research explains it by
considering redundancy, QoS and SQoS.

The availability of a network is one of the most importantexsp considering the structure
planning of the network. This impact is directly relatedhe tedundancy offered by switching
and application services placed upon the IT infrastructure

There are seven main nodes, which are used in the munigipgbtr researching the network
analysis for the principality two scenarios are createdctviinave different types of physical
backbone structure. The first structure is shown in figuré.1The physical backbone in this
scenario, each main node has a minimum degree three foeatitimicipality main nodes. The
main node at Gandrup has a degree six that connects the pairticiother higher level net-
works in the country of Northern Jutland. The second scenasich is shown in figure 11.2
is a type of ring structure. Here each main node has a degrettvall the municipality main
nodes.

11.3 Traffic matrix

A traffic matrix is a matrix between nodes in a network thatgedito estimate the amount of
data transmitted between every pair of network nodes. Thisixncan be used for capacity
planning like when the network changes, for optimizatiomafetwork as well as for analysis
of a network under failure conditions.

In order to get an insight into the traffic that will flow in theam nodes, estimated traffic
matrices were built with the use of a network planning todlecaplanet and a spread sheet
application, excel. Estimated traffic matrices use preddfinformation, for instance, service
bandwidth demand and routing information. The traffic thawf on the network varies in the
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Figure 11.1: Physical backbone model for scenario 1

Figure 11.2: Physical backbone model for scenario 2

way it is deployed.

For all the matrices it is assumed that traffic travels thatslsb path possible. For calculat-
ing the traffic matrix for the municipality the following gis are done.
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 assign number of NT’s for each node

do so for all the nodes

create all-to-all traffic

calculate the sum of all NT’s in the network

calculate the percentage of NT's for each node

The following table 11.1 shows the number of NT’s for eachmraide in the municipality.

| DN name | Abbreviations | Number of NTs
V.Hassing| vha 988
Gandrup | gad 761
Hals hals 2356
Hoh hou 2717
Ulsted uls 673
Stae stae 192
Gaser gas 217

Table 11.1: DN name with number of NT’s

11.3.1 Traffic matrix for scenario 1

By using table 11/1, for the Hals municipality, the internthlta all traffic matrix is shown in

table 11.2.
Node vha gad hals hou uls stae  gas Total Percent
NT’s

vha 124 95 295 340 84 24 27 989 12.50
gad 95 73 227 262 65 19 21 762 9.63
hals 295 227 702 810 201 57 65 2357 29.78
hou 340 262 810 934 232 66 75 2719 34.35
uls 84 65 201 232 57 17 19 675 8.53
stae 24 19 57 66 17 5 6 194  2.45
gas 27 21 65 75 19 6 6 219 2.77

Table 11.2: All-to-all traffic matrix for scenario 1.

The traffic matrix in the table 11.2 gives the total numbe ofd\Ngach municipality main
nodes, For example, the sum of the first row in the above tabds ghe total number of NT’s

in Vester Hassing.

The all-to-all NT percentage, NT traffic matrix is also sholin3.
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Node vha gad hals hou uls stae  gas Total
vha 157 120 375 430 106 030 034 1250
gad 120 092 287 331 082 024 027 963
hals 3.73 287 887 1023 254 0.72 082 29.78
hou 430 331 1023 11.80 293 0.83 098 34.35
uls 1.06 082 254 293 072 021 024 853
stae 030 024 072 083 021 0.06 0.08 245
gas 034 027 082 095 024 0.08 0.08 277

Table 11.3: All-to-all traffic percentage, traffic matrixfecenario 1

An all-to-all traffic matrix placed on a topological struotucan be used to determine the
size of the links and nodes. For example, to see wheathéctimevenly distributed over the
network. The NT matrices represent the volume of NT’s onitiles| assuming that all NT’s are
communicating. The probability of that happening is verairand therefore a binomial distri-
bution is used to estimate the number of active NT’s in thevast. For reducing the number of
NT’s by using binomial distribution a significant level af= 0.001 andp(activeuser) = 0.4.
Details about binomial distribution can be found in [24].

In order to use binomial distribution to scale the NT’s allall matrices for dimensioning the
network, the probability of a single user online has to bevesed. An analysis has been done
on the number of active users in short and long term. In a saort case in the municipality
of Hals the active users are set to2i¥;, in the middle of the term the number of active users
increase t30%, and in the long term view the number of active users willbg [24].

Table 11.4 shows internal all to all traffic matrix by usingdwinial distribution.

Node vha gad hals hou uls stae  gas Total Percent

NTs
vha 43 32 107 124 28 7 8 349 12.25
gad 32 24 81 94 22 5 6 264 9.63

hals 107 81 266 309 21 17 20 871 30.56
hou 124 94 309 358 82 20 23 1010 35.44

uls 28 22 71 82 19 5 6 233 8.18
stae 7 5 17 20 5 1 2 57 2.00
gas 8 6 20 23 6 2 1 66 2.32

Table 11.4: All-to-all traffic Matrix with binomial distrilstion

The all to all NT percentage, NT traffic matrix by using binamdistribution also given

below in table 11.5. .
The planet network planning tool gives the matrix a graghieawv of the nodes with the
links between the nodes. From figure 11.3 on the next pagehvahiows the graphical view of
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Node vha gad hals hou uls stae  gas Total
vha 151 112 375 435 098 025 0.28 12.25
gad 112 084 284 330 077 018 0.21 9.26
hals 375 284 933 1084 249 060 0.70 30.56
hou 435 330 10.84 1256 288 0.70 081 3544
uls 098 0.77 249 288 067 018 021 8.8
stae 0.25 0.18 0.60 070 0.18 0.04 0.07 200
gas 028 021 070 081 021 0.07 0.04 232

Table 11.5: All-to-all traffic percentage traffic Matrix fomomial distribution

the nodes, the distance matrix can be easily observed (fongbe the distance between hou to
Vha are 2 hops and the distance between hals to hou is oneTrapaccumulated traffic matrix
and the distance matrix for the nodes for scenario 1 is showabie 11.6 and 11.7 respectively.

ulg

\‘/'_-ﬂ Frid

i

Figure 11.3: Graphical view of the main nodes for scenario 1.

11.3.2 Traffic matrix for scenario 2

By using table 11.1, for the Hals municipality, the interni&ta-all traffic matrix as well as the
all-to-all traffic matrix with binomial distribution restd in the same matrix shown in table 11.2
and 11.5 respectively except for a different graphical vidvthis scenario which is shown in
figure[11.4.
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Node vha gad hals hou uls stae  gas Total

vha

gad 1626

hals 1558

hou 1483 1620

uls 736 463

stae 58 283 33

gas 65 228 129

Table 11.6: Accumulated traffic matrix for the nodes for soem1.

Node vha gad hals hou uls stae  gas
vha
gad
hals
hou
uls
stae
gas 1

RINIDNDNP

RlR R R -
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'_\

1 2 2

Table 11.7: Distance matrix for the nodes for scenario 1.
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Figure 11.4: Graphical view of the main nodes for scenario 2

From figure 11.4, which shows the graphical view of the nottesdistance matrix can be
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easily observed. The distance matrix given in table 11.8wskthe shortest distance between
any pair of nodes. Since scenario 2 has a different physinadtare for the node, the accu-

Node vha gad hals hou uls stae  gas
vha
gad
hals
hou
uls
stae
gas

N W W N

NIFRPINW Wk

1

2

3 2 1
1 1 2 3 3

Table 11.8: Distance matrix for the nodes for Scenario 2.

mulated traffic in the links also varies. The accumulateffitréor the links is shown in table
11.9.

Node vha gad hals hou uls stae  gas Total
vha

gad 361

hals

hou 1048

uls 648

stae 385 441

gas 604 670

Table 11.9: Accumulated traffic matrix in case of scenario 2

11.4 Network dimensioning

In this section the accumulated traffic into the links andesdill be calculated for the two
scenarios which are discussed in section [11.2 on page 7%k dod node dimensioning is
calculated based on distribution of main nodes and intdratiic.

11.4.1 Link dimensioning for scenario 1

The link dimensioning is calculated based on the networkcttire given at figure 11.1 and in
the accumulated traffic matrix table 11.6. The traffic matides not take care of link restora-
tion in case of link breakage. Planet is used to find the wanktbreak based on the traffic
matrix. Figure 11.5 shows the logical connection of the nmeides. The worst link breakage
in the network is the link between gad to vha. In case of onlehireakage at the same time
and when the network is routing the traffic for full restooatifigure 11.5 should be changed to
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€9

Gas 129 162 Hou

Figure 11.5: Estimated traffic.

other logical connections for restoration purpose. (Margeastoration can be seen in [2] and
[8]). The traffic intended for the broken link is thereforestibuted along other independent
paths. The extra traffic is added to the accumulated traffintbthe appropriate link size. This
procedure is then repeated for the second worst link bredksaron, adding only the extra
traffic to links that they have not been added to before, afitthe links have their worst case
traffic load in case of any link break.

For full restoration in case of one link breakage a carefalysis of 11.5 results to a logi-
cal connection that supports full restoration, which isvehn figure 11.6.

Vha 1 626/24‘7736/2 Uls

2 9 0
2 3 P
N
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& S 92
Gas 1558/2 1558/2 Hou

Figure 11.6: Estimated physical traffic in case of one linkalage for scenario
1.
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For one link breakage the redundant traffic matrix for fulitoeation for the municipality is
shown in table 11.10. Note that the link breakage does ndudeca node failure as well as

more than one link breakage.

Node vha gad hals hou uls stae  gas Total
vha

gad 1768

hals 1672

hou 2297 2399

uls 878 1170

stae 871 1096 401

gas 888 1041 908

Table 11.10: One link breakage full restoration traffic nxafor scenario 1.

The units in estimating an Internet connection is in Mbps, lifiternet connection can have
the data traffic for all the usual Internet services, i.e.wsiag, email and FTP. The new ser-
vices like home surveillance and security systems. In thogept it is assumed that the offered
bandwidth is 100 Mbps. It is assumed that an average userlQgesf his connection [24].
Applying these assumptions on all the NT’s matrices it casdaded down to 10 Mbps.

If table|/11.10 is scaled with a bandwidth demand of 100 Mblps, d@stimated link size can
be easily generated. This is shown in table 11.11.

Source | Destination | Bandwidth
gad | vha 176.8Gbps
hals | gad 167.2Gbps
hou | gad 229.7Gbps
hou | hals 239.9Gbps

uls | gad 87.8Gbps
uls hou 117Gbps
stae | vha 87.1Gbps
stae | gad 106.9Gbps
stae | uls 40.1Gbps
gas |vha 88.8Gbps
gas | hals 100.8Gbps

Table 11.11: Estimated link sizes for scenario 1.

11.4.2 Link dimensioning for scenario 2

The link dimensioning for this scenario is calculated basedhe network structure given at
figure/11.2 and the accumulated traffic matrix table 11.9.ufeidl1.7 on the following page

shows the logical connection of the main nodes.
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Figure 11.7: Estimated traffic for scenario 2.

For one link breakage the redundant traffic matrix for fuditcgation for scenario 2 is shown
in table 11.12. Note that the link breakage does not includede failure as well as more than
one link breakage.

Node vha gad hals hou uls stae  gas Total
vha

gad 953

hals

hou 1687

uls 1684

stae 814 814

gas 1262 1212

Table 11.12: One link breakage full restoration traffic nxdfwr scenario 2
If table/11.12 is scaled with a bandwidth demand of 100 Mbps estimated link size can
be easily generated. This is shown in table 11.13.

11.5 Node dimensioning

To make sure that the nodes are able to handle the trafficstwairiied by the links, it is nec-
essary to know how the nodes operate, to carry the trafficexffby the links. To do this it is
necessary to know how the node sizes are estimated.
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Source | Destination | Bandwidth
gad | vha 95.3Gbps
hou | hals 168.7Gbps
uls hou 168.4Gbps
stae | vha 814Gbps
gas | gad 126.2Gbps
gas | hals 121.2Gpbs

Table 11.13: Estimated link sizes for scenario 2.

Normally a node has to be dimensioned through it's locafitrafransit traffic and external
traffic as shown in figure 11.8. Since the network is planneahifnierarchical model, the re-

—

External

Transit
| s

Local

Figure 11.8: Node dimensioning [24].

sults to that at the local traffic is set to zero. The localficaé zero because no traffic from
the access network must be processed by the municipal mdesroefore it is sent back to the
same access network.

11.5.1 Node dimensioning for scenario 1

For this scenario the nodes are dimzeroensioned with theshzghe accumulated traffic ma-
trix given on table 11.6. The transit traffic matrix on a nodddaund by adding all the links
connected. The amount of traffic a node is accumulating utzted by equation:

T(,) = (T()) — (2 T(,)) + T(local) [24].

WhereT'(,) is the transit traffic from other nodes in the municipalithelmunicipal main node
in Gandrup carries the traffic in and out of the municipabtyd is the most heavily loaded. On
the other hand stae is the least heavily loaded.

With the help of the planet network planning tool the estedabode traffic is shown in ta-
ble/11.14. This table is used in order to scale by the bantivddtmand for the municipality
that was stated in section 11.4.1 on page 83. The local tsdfficld not be understood as the
local traffic belonging to the particular access network] @il not be included in the estima-
tion of the required capacity of the municipal main nodese Téquired node capacity of the
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Node | Accumulated | Local | Transit
vha | 3726 248 | 3500
gad | 7436 146 | 11828
hals | 8018 1404 | 6614
hou | 9000 1868 | 7132
uls | 2578 114 | 2464
stae | 760 10 750
gas | 856 12 844

Table 11.14: Various types of node traffic for scenario 1.

municipality main nodes is found by the following equation:

RequiredNodeCapacity = T (accumulated)) + T (transit)

As discussed, the expected bandwidth demand for the matiigips set to 100 Mbps, and
table 11.14 is scaled by this bandwidth demand to estimateettuired node capacity. Table
11.15 shows the estimated node sizes for the municipalitynRable 11.15, can be seen that

Node | Accumulated | Transit | Capacity
vha | 372.6 350 722.6
gad | 743.6 1182.8 | 1926.4
hals | 801.8 661.4 | 1463.2
hou | 900 731.2 | 1613.2

uls | 257.8 264.4 | 504.2
stae | 76 75 151

gas | 85.6 84.4 170

Table 11.15: Expected bandwidth demand for the nodes in @ogsenario 1.

the node stae needs the least capacity and the node gad igesist bapacity.

11.5.2 Node dimensioning for scenario 2.

For this scenario the nodes are dimensioned with the bast® afccumulated traffic matrix
given in table 11.9.

With the help of the planet network planning tool the estedabode traffic is shown in ta-
ble/11.16. This table is used in order to scale it by the badthndemand for the municipality
that was stated in section 11.4.1 on page 83. As discussedxpected bandwidth demand for
the municipality is set 100 Mbps, table 11.16 is scaled by bieindwidth demand to estimate
the required node capacity. Table 11.17 shows the estinmatéel sizes for the municipality in
case of scenario 2. From table 11.17. Like scenario 1 the stadeneeds the least capacity but
node hou needs highest capacity.
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Node | Accumulated | Local | Transit
vha | 704 88 734
gad | 533 50 953
hals | 1746 534 1706
hou | 2024 718 | 1684

uls | 469 40 1077
stae | 120 4 814
gas | 138 4 1262

Table 11.16: Various types of node traffic for Scenario 2.

Node | Accumulated | Transit | Capacity
vha | 70.4 73.4 143.8
gad | 53.3 95.3 148.6
hals | 174.6 170.6 | 345.2
hou | 202.4 168.4 | 370.8

uls | 46.9 107.7 | 154.6
stae | 12 81.4 93.4

gas | 13.8 126.2 | 140

Table 11.17: Expected bandwidth demand for the nodes in @bgsenario 2.
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Chapter Phase 2 Planning

This chapter starts by explaining how the networks were imega planned using existing GIS
data for municipality of Hals. Then a new tool for viewing Gd&ta and the method for using
it will be explained. Next, each major part of the networkrpiang and respective algorithm, is
explained in this phase. Remaining problems with each agii¢ioe network planning will be
explained in the respective sections.

12.1 Planning method

The method for planning in this phase is much the same as iprhgous phase. Here the
networks where planned using PHP (see appendix D on pageptd@@amming language to
interface to the GIS (see appendix C on page 137) data whiteried in a MYSQL database
(see appendix D on page 142). The main difference lies inrdegtion of a tool to use Google
maps to visualize the created networks. Previously a GlSpmggool called mapinfo (see
appendix C.5 on page 140) was used. The tool has some limitatich affected this phase of
the project. Therefore a tool was created transforming tt& data to be able to view results
in Google earth. The reason why method was chosen is tha¢$léis are highly configurable
and can be viewed in endless possible ways making it easrevtew the results, and debug
problems.

Now like in phase one the original road network was used asss lba create the network,
cause with the help of the road network in GIS format it haveneztions between all NT's
which are connected to the road network. Having this we aletabmanipulate the GIS data
in such a manor, that with the creation of algorithms any kifitbpological network structure
can be created and stored in databases. After everythingegleasplanned in a satisfying manor
the cost factor can be introduced to the results giving themated price of the network.

It should be mentioned that like in phase one this chaptdrneil go into details about the
contents of the databases or the tables created, thosenatfon can be seen in appendix D.3
on page 150. The chapter will also not go into full details\arg small algorithm used and the
PHP scripts used for creating them, it will be explainedHartin appendix D.2 on page 143.
The PHP scripts can be viewed on the enclosed CD. Rather théechw/ explain the larger
algorithms used in all scenarios and then explain the sm=nand the planning result.

12.1.1 Digging problem

As explained in phase one, it was realized that in order teectly estimate the price of digging
for the ear topology it would be necessary to calculate dig@in both sides of the road. But
as the goal of that phase was to view procedures in which tiggHeof fiber needed would be
reduced, this was not researched further. Furthermoradrptiase as ear topology will not be
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reviewed it was deemed that the road side problem would bedggonal. It was realized that
including digging on both sides of the road is quite large aachplex task and as this is an
estimation it was thought necessary to focus on other pattier than this one.

When actually planning the fiber directly to each NT it can beemf interest to accommo-

date digging on both sides of the road as houses need to bgsadcen both sides. Now in
estimation planning it can be said that this is an estimatmmhusing only digging in one place
is sufficient, those numbers could be quite faulty as theytdpre close picture on the digging

cost. This meaning that in some roads only half the way neetie dug on one side and the
other half on both sides. While other roads only require ode sr two sides. This would give

us a totally new estimate.

This being said makes it harder to skip it in this phase, big itecessary as this problem
could be a project on it's own. Therefore solving it here i$ ag@ossibility but it is strongly
recommended for further development of automating netwéakning.

In most cases the effects of digging between tree topologlyeamtree topology is not that
different. While the eartree topology needs to dig it's mauctcbn both sides of the road while
tree topology only needs one side. This does not affectedusb iin dense areas as we already
need to dig most of the area on both sides in order to access d\ilboth sides. This can be
seenin figure 12.1.

—— Already dug trenches

Extra digging needed
Splicing point

Road Segment

* Distribution node

O

Figure 12.1: Dense digging problem.

In some cases it can affect the rural areas as large segnferdacodo not have NT’s,
therefore digging for tree topology is only needed on one.sith comparison to the eartree
topology, where we would have to dig on both sides causinglihging to increase for the
eartree topology. This can be seen in figure 12.2. This is w@gnt for the main duct line so
all of the rural areas would not be needed to be dug on botls.side this problem should be
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kept in mind, that eartree topology in more rural areas &fféhe digging.

Already dug trenches
— Extra digging
—— Road segments

& Splicing Point
O NT

Figure 12.2: Rural digging problem.

12.2 Google earth

As explained previously in this report, regarding this ghastool was created which enables
us to use the Danish GIS data in coalition with Google earttis Ppossibility offers a tool to
network planners which makes it easy to illustrate it's dataultiple manner. Now like other
planning tools Google’s earth browsers are all based orrdaybere each layer could hold
point, lines or polygons.

12.2.1 KML and KMZ file format

The layers of Google earth is based on the creation on whatlesddKML files. The KML file
format is used to display geographic data in an earth brolkserGoogle earth, Google maps
and Google maps mobile. KML is based on the XML standard, tieans that it is easy to
integrate a program which takes the results from the GlSdataduring or after network plan-
ning and generates a KML file usable with any part of Googlafthrebrowsers. And like XML,
KML offers variety of configurations, making visualizatigonod and it can simplify debugging
during network planning. KML files can be opened using any ob@e’s earth programs. The
KMZ file format is the collection of KML files, this means thdtlayers (roads, NT’s, network,
etc.) can be stored in one file which would be the KMZ archiveMXfiles can be opened
using any of Google’s earth programs. Due to KML being a nsdaib XML it is possible to
add every part of information from the database for set p&im# or polygon which in return
can assist network planners to identify locations of protse
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It should be mentioned that viewing the KML and KMZ files in Gd® maps is a quite new
process and as of now is quite limited with the amount of datan show.

12.2.2 Other GIS tools

Other programs which are used for visualizing GIS data aoelgmd namely Maplinfo. This
project is not stating that the tool created here should led trs substitute mapinfo, because
GIS tool like mapinfo are very powerful for example in larggorations where the GIS data
is stored in large databases and then accessed through DBatimms in mapinfo. This option
is of course, as of now, not possible in Google earth. Thisasgnted as a supplementary, tool
especially in such cases as presented in phase two. As aplkexisthe automatic district cre-
ation, now as the districts will be in the numbers of hundietsof interest for the whole view
to distinguish between the districts. By doing so it can bégbeisualized how the distribution
of districts occurs with the algorithm created. Doing theration in mapinfo is quite daunting
as separating the districts would mean to take them in onenbyaod color code them sepa-
rately. As the numbers of districts could be hundreds thisld/ibe quite time consuming. With
this process this can be done in the KML making process wihersggments marked with the
same number of districts could be colored in the same cokonaatically. Providing us with a
simple manner to view the results as the programming of dperighm occurs.

12.2.3 Transformation

Today Google earth has the possibility of importing GIS datd can be used to present GIS
data and thus this really should not be a problem or even woethtioning. But this requires
that the coordinations for the points or lines should be inigarsal coordination system format
like longitude and latitude. This causes the main part ofpiftuddlem, as most of the available
GIS data in Denmark uses the Danish system 34 coordinati&tersy which Google does not
recognize. Thus a mathematical formula for transformatias sought after but proved to be a
hard task.

After some research it was found out that the newest verdiamapinfo offered the possibility

to transform from system 34 long/lat, and even a tool wadamai to transform the mapinfo
tables to KML. Which recognized that MapInfo was alreadyrigksteps to use Google Earth
as a supplementary tool. All of this would beat the point oking this automatic, so after
some research it was found out that they used a transfonmdirary acquired from the Danish
environment minister, which turned out to be free of use.sTitrary is however windows,

therefore a software would have to be created servicing ¢ledsof those who would use this
library.

12.2.4 The process

As this project was unable to come up with the mathematicah@ita for the transformation in
time for the automating process to be created which couldlealconverting script instead of
having it directly in PHP. This means that a process was dpeel in order to create the KML
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files to be used in order to evaluate this phase.
The process was as follows:

» The system 34 X/Y coordinates as called from the database.
» The X/Y where run through the converter program (using agptgem call).

» The program returned long/lat which where then placed thighid of the item converted
to the database again.

» Then finally a script acquires the needed data from the datgaénd generates a KML file
based on the configuration wanted.

Now the possibilities with this are almost endless and caadpeat tool to assist network plan-
ners who are working with GIS data and doing research. Wheeeiglaynamically changed
and a quick visual is needed of the ever changing complexisnlu

12.2.5 Remaining problem

The first remaining problem is the fact that Google earth tialy satellite photo layer as basis,
this means that results can not be viewed in pure map forkeathn be seen in Google maps.
As Google maps limits the use of KML and KMZ files in it's systé&roan not be used for larger
projects to view it's result. Google earth however has adetlof road network as a layer so it
can be used but the basis is always there.

Second problem is the fact that instead of being able to imeid the mathematical trans-
formation formula directly in PHP it has to rely on outsiddta@re to do the transformation.
The project contacted the makers of the library to eithee giwormation regarding the math-
ematical formula or get access to the source files which ddrémesformation. Close to the
end of the project they complied and sent a copy of the souaserfiaking this possible. But
as there was little time left, it was not possible to reseadcthis any further. Rather will the
source files be included on the enclosed cd, in case thereerest for further development of
this process.

12.3 Segment shortening

As explained in phase one (see section 8.2.1 on page 50) Bel&h have some inaccuracy
attached when connecting NT’s to the road network. As thesid®hnect to the segment points
(the point where two segments connect) it can be come pratiienm cases where segments
are quite long making the distance to the NT’s longer or gnahian it should be. Figure 8.1 on
page 51 shows this problem. So it was of interest to come upangblution to fix this problem.

At first it was thought to be quite a serious problem but as mesearch went into the problem
it was figured that this really is only estimation planninglas actually in total evens out as
some have short and some have long distance. And as botlop@edy and ear topology use
the same basis the problem occurs with both. Non the lesfl witgive some inaccuracy in

94



12.3. SEGMENT SHORTENING

the planning.

As stated in phase this problem was thought to be quite easglve as there were ways to
shorten the segments with a simple cartesian coordinatidpoimt rule. In order to be ac-
curate the segments where kept low. And the matter of thgeramg it again was to simply
ensure that segment points with NT’s to them would not beegras

12.3.1 Algorithm

The theory stated before on how to shorten the segments wouichave to be programmed.
The algorithm was broken into two parts segments shortesmygthen segment lengthening.
The first algorithm created for this was the shortening amdogeseen by these steps as follows:

* First segment in the database was chosen and checkeddti.len

* If length is more than the maximum length criteria set, itNdoshorten it by cutting it in
half with the midpoint rules.

 This is done until the segment is less than the maximum tecfieria set.

* Then the new segments are placed in the database and theeotliscarded.
 This is done until every segment meets the criteria.

» Create new segment points based on the segment table.

» Connect NT’s to new closer segment points.

This part proved to be a bit harder to tackle than initialljught but after several tries it worked.
The second part was to lengthan it, now again this was thaiogihé quite simple but would

prove to be harder than initially thought. This part thoughmainly to make the network

planning process simpler, as more segments mean more segon@s therefore more difficult

for the network creation algorithms to create the networke $teps created for this algorithm
are as follows:

» Check if segments connecting have segment points, not oédé&y
» Check if segments connecting have segment points with Nitla¢d.
* If neither, the X1/Y1 of segment 1 and X2/Y2 of segment 2 wiatreate a new segment.

» The next segment point to the new segment was checked ithheld any of the criteria
mentioned above.

» And to ensure that it would not remove bends in the road, tiheating shortcuts (loos-
ing the accuracy again). Check if the initial placement ofgagment point to the new
placement had a greater value than x meters.

* If not combine the segments.
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» This is done until everything is finished.

This algorithm proved to be more difficult than first thougt#fter several tries on a small
scale some baring result was accomplished. Some diffeienoad structure was observed,
but could be negligible. As the transformation to large eaaicurred this difference became
quite large and was thought to be worse than the inaccurasyogourring. Any attempt to
resolve this was unsuccessful, and other problems follomgedther solutions where tested.
Many attempts were done to rewrite this algorithm but nontghefn worked. Thus as much
time had been invested in solving this problem, it had to lkendbned so other parts of this
phase could be solved.

12.3.2 Remaining problem

The remaining problem of the segment shortening is the sepant of fixing the segment
inaccuracy. As every attempt to fix that problem had been coessful it will be placed as
an remaining problem. The main factor of this part was solwed could in theory be used
on it's own to fix the inaccuracy problem. Using it on it's owrowd not be practical as it
would be quite hard on other algorithms which use the seggraad segment points. Therefore
the inaccuracy is kept in this project. And as stated siniseistbased on estimation and both
tree and eartree topology are affected in exactly the sanyetwéll not affect the results in
comparing the two solutions.

12.4 Districts

The automation of the districts is the main focus of this pHa® has been explained through-
out. First part of this was to investigate how this autongagmnocess was to be done as was
explained on 10./5 on page 71 where several solutions whepoped. These were blind selec-
tion, grid selection, blind grid selection and finally theasping tree selection. As mentioned
the method chosen was the spanning tree selection. Thiothe&tholves using the spanning
tree algorithm to find the closest amount NT'’s within a setatise. This process relies heavily
on criteria’s, mainly how many NT’s should be situated imsgddistrict and how long a district
can be.

Now in the manual planning these criteria’s were set usingedmes which instructed the
planning on how large a district can be based on maximum bigpgistance as well as limit the
NT’s inside a district based on limitation of the splicingimo Not only did the limitation of
the splicing point affect the number of NT’s but also the picadity of always having enough
space for later expansion. This way expensive excavatidrsaoh could be avoided. Now in
the automatic process this will still be used however somiléy is done in order to accom-
modate problems occurring when automating the process.

The automatic district creation is split in two, first is theeation of the districts based on

the criteria. Second is the post process which tries to indrpooblems occurring during the
automatic district creation. This part also has criterigééhich are as follows:
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* District creation: Maximum number of NT’s.
« District creation: Maximum length of district.
» Post processMaximum number of added NT’s.
» Post processMaximum length of added district.

In order to utilize the automation as much as possible, s@search into the best possible
criteria limitation is needed. It should be mentioned that district creation criteria’s are only
soft criterias, as when post process is added, both lengitiN&is are increased.

12.4.1 Determining district creation criteria’s
Maximum length of district

Itis known based on the physical limitation of blowing fibleat from splicing points to the NT’s
length cannot be greater than around 1 km. But as mentiondetiguidelines in appendix E
on page 155 this means that an ideal situation, a distriot &od to end, cannot be greater than
2 km. But as the automatic process is based on starting fronpa@inéand in a spanning tree
manner collect NTs, this cannot always be true. Also thislmemeannot be to high as the post
process might add extra length to the district.

Some small tests where done creating a network with the 6f2000 meters for district and
with the increment of 100 meters down it was found that 120@msevas most suitable. This
is again attached to the post process distance, so thisyisadft criteria.

Maximum number of NT's

It becomes quite parent that by reducing the amount of NTslstrict the amount of single

fiber cables needed are reduced. This is possible as NT'seuped close together to form a
district, but instead we have more district and thereforeenmeain ducts and main duct lines.
Now as the digging is not affected to much because we re-aselies all the way, it is inter-

esting to find at which number of NT’s per district is the chestgo plan the network based on
this case study. This means that in order to find the numbei&f Which show the best result

needs to be researched based on the amount of fibers used.

This is possible by planning each distribution node withfeedent number of NT's and com-
pare the combined cost of single cable fiber, main duct fibdrramber of SP’s. From that
a conclusion can be drawn to which maximum number of NT’s [&ridt is suitable in each
distribution nodes case. By doing this it was tried furthebimg the cost down with the help
of the automation process. It should be mentioned that teeresults shown here are in no
way the final results but rather a method for determining #w BDT’s per district ratio.

As the post process is included, the amount of NT’s set péricti€an vary. Not only is it
the post process but also the layout of the road network. mk&ns that one distribution node
can break the rule of maximum NT’s per district when 70 NT'e ehosen as a soft criteria.
While other distribution nodes will not break the limit ur@d NT's are chosen.
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The absolute maximum limit of NT’s per splicing point hasatighout this study and previ-
ous study always been held at 96 NT’s, due to the limitatiothefsplicing box capacity. Also
a factor is that larger districts will mean more NT’s are eféel in case of a line break near the
splicing point in the eartree topology. It would be of int&re research what affects on the cost
larger district have on the cost of fiber, as larger distmoesans fewer districts, less main duct
line but more NT to splicing point line.

This means that two scenarios are created, which are as/follo
 Scenario small districts: Maximum NT per district is 96.
» Scenario large districts: Maximum NT per district is 192.

The first scenario will review what is the best soft criteriamber of NTs per district, with a

hard limitation of 96 NT’s per district. The second scenaviththan add larger districts to see
if larger districts could be used to decrease cost. The sksmmario hard limitation is a double
small district or 192 NT’s.

12.4.2 Determining post process criteria’s

The post process has two tasks, ensure that no empty distreetalculated in the equation and
ensure that a small districts does not form inside a deadaatt The criteria for this is base on

two things; number of NT's per district and length of distrilumber of NT’s has been chosen
to ten, and the combined length of the district to 500 m. By g@ia it is ensured that districts

which could hold 80 NTs within 400 meters are not combinedtters, as well as we ensure
in the rural area that do not combine two large (size) distticgether breaking the blowing of

fiber rule.

12.4.3 Algorithm

The algorithm for the automatic district creation was brok&o two parts as mentioned ear-
lier. First the districts are created based on criteria &ad & post process ensured to iron out
problems occurred during the automation process. Thougfeiory the spanning tree district
creation sounds quite simple the programming aspect i©iantiting. By following these steps
it can be seen how the district creation algorithm works:

» A segment point is added to a junction table which will begtaating point.

» Based on the criteria’s mentioned earlier a spanning tréderuvi until it has found it’s
amount of NT’s or the length limit is exceeded.

All the segments, segment points and NT’s are marked witistaiat number.

It than searches for the next junction points by checkingctvisegment points have an-
cestor segment point marked with districts.

» Those segment points are placed in the junction table.
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» Process is run again on the next junction point in the list.

» The junction list is updated in every run to ensure that navefion points are added and
old or already used segment points are removed.

» Done until everything is finished.

Second part of the automatic district creation is the pastgss to ensure that no empty district
will be included or a very small district will be added to iparent district. The steps taken in
the post process are as follows:

» Each segment is checked based on the criteria that it hethlais 10 NT's and is less the
500 m total.

* If so each segment in the district is checked if it has a cotimg segments in another
district.

* The number of that district is checked.

* Segments, segments points and NT's from the small dis¢ribtan marked with the con-
necting district.

« All districts in the segment table are checked if they eixishe NT table.

* If not those segments and segment points are removed.

12.4.4 Splicing point placement

After the district creation is done it is possible to find tlestplacements for the splicing point.
In order to insure a good placement we need to find at which eegpoint in the district has the

least amount distance to all other segments points. Thigrie With a simple algorithm where

we create a spanning tree from each segment point to all ségenent point and calculate the
distance. The segments points with the least distance tdhal segments points in the district
will be the placement of the splicing point.

12.4.5 Remaining problem

A lot of work was done into researching and creating the aatandistrict process. So per
say there are no remaining problems, rather will this sadtiwestigate further optimizations
possibilities.

Rural areas district creation could be optimized better ipdire grouping of NTs. What this
means that the spanning tree will create a district untittiteria’s are met, and from that point
create a new district. So rather than looking at NT’s distidm it will blindly create for exam-
ple two districts for close NT’s because of the spanning tne¢hod, this can be seen in figure
12.3.

A similar problem occurs in more dense areas, when the atimmprocess enters a large
neighborhood with a road leading to many dead end roads. cHmscause the fact that 3-4
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Figure 12.3: Rural district problem.

districts are created in that neighborhood because thexieret are early met inside the district
cutting of several dead end roads. This can be seen in figute ABd because the post process

Figure 12.4: Dense district problem.

criteria has a limitation those are not affected. By some owetf NT’s grouping and normal-

100



12.5. SCENARIOS

ization we could rather create two medium sized districtst@ad of one large and three small.
This can be seen in figure 12.5.

Figure 12.5: Normalization problem.

Again the same problem can affect the splicing point placegme This means that it only
chooses the best segment point for the placement basedgih.léshould also include the NT
placement as a factor, as the main volume of NT’s could beéaca one end of the district.
This can be seen in figure 12.6.

12.5 Scenarios

The scenarios in phase 2 are not as extensive as in phase teatiei@fore not in a special
chapter. But to ease the readability, scenarios are created.

There are two parts of the scenarios, first there are twoidisitenarios and from that there
are two final scenarios. Depending on the results of theictiscenario, two sub scenario
might be added to the final scenarios. This will only be donarger district show possibilities

in reducing cost. The two district scenarios are, as meeti@arlier, the tests of small districts
and than including the larger districts. The final scenasisthan the complete calculation
of everything for the tree topology and the eartree topaldggluded in that will be the sub

scenarios of small and large districts for both topolodiéisd result from district scenario show
potential.
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Figure 12.6: Splicing point placements.
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Chapter Phase 2 Results

This chapter will outline the results for both district saeins and the complete final scenarios.
First the chapter will go into showing the results found toe tistrict scenario. From that the
complete scenario can be formulated and calculated. Fiaalbmparison of the results can be
done in order to determine what the results really show.

13.1 District scenarios

The results of the district scenarios are based on testioigs oh each distribution node (DN).

Here the soft criteria of maximum NT’s in a district wheretézsfrom 30 to 150 with the incre-

ment of 10. From that the border of small and large districid@lso be established for each
DN. As this test is quite extensive meaning that the resul @gaquite large, the entire result
can not be shown here. The extensive results can be foundecenttiosed CD in "Calcula-

tionNT.xIs". From that file a compilation of the results focbd@N was done, but once again to
ease the readability the results are not shown here but cioubeé in appendix G on page 167.
The final conclusion of that appendix will however be showrehe

13.1.1 Scenario small districts

From appendix G on page 167 it can be concluded that which ahodINT suits best for each
DN. This is done by evaluating the cost factor shown for eastnidt test. The one which show
the least amount of cost is preferable the best amount of ff’'set DN. This can differ be-
tween the tree topology and eartree topology. In order tiindigish between a small and large
district, the graphs in the appendix have red vertical sthpihe, indicating the transformation
of set DN to a large district. The result for tree topology asdollows:

* DN: UIs-70 NT'’s

* DN: Stae - 30 NT’s
* DN: Hoh - 30 NT's
* DN: Hals - 30 NT’s
* DN: Gaas - 30 NT's
* DN: Gad - 30 NT's

* DN: Vha-30 NT's
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The result for eartree topology are as follows:

* DN: UIs-70NT'’s

* DN: Stae - 30 NT's
* DN: Hoh - 70 NT’s
* DN: Hals - 40 NT’s
* DN: Gaas - 40 NT's
* DN: Gad - 30 NT’s
* DN: Vha - 30 NT’s

From this it can be seen that there is not much differencéndsd cases where there is difference
between tree and eartree topology NT criteria, the cost slabmost negligible difference.
Following this it is of interest to see the cost increase ircpetage to determine how much
extra fiber cost is between the tree and eartree topologyr &g circumstances. Table 13.1
shows the cost for each result and the percentage increase.

DN Tree Cost Eartree Cost  Percentage

Uls 4,4 Mill. dkr. 6 Mill. dkr. 37%
Stae 1 Mill. dkr. 1,3 Mill. dkr.  29%
Hoh 13 Mill. dkr. 19,2 Mill. dkr.  47%
Hals 10 Mill. dkr. 14,6 Mill. dkr.  47%
Gaas 2,2 Mill. dkr. 3,1 Mill. dkr.  42%
Gad 3,2 Mill. dkr. 4,3 Mill. dkr.  34%
Vha 4,2 Mill. dkr. 5,9 Mill. dkr.  40%

SUM 38 Mill. dkr. 54,4 Mill. dkr.  43%

Table 13.1: Cost increase between topology.

13.1.2 Scenario large districts

In this scenario it is included a large district. This medrat instead of absouloute maximum
of 96 NT's per district, now there are 192 NT's per districhii. In appendix G on page 167
it can be concluded that which amount of NT’s suits best fahdaN including the large dis-
tricts. This is done in the same manner as the small distutcthe scope of district sizes are
increased. Again this can differ between the tree topologyeartree topology. The result for
tree topology are as follows:

* DN: Uls- 70 NT's
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* DN: Stae - 30 NT’s
* DN: Hoh - 30 NT’s
* DN: Hals- 70 NT's
* DN: Gaas - 30 NT’s
* DN: Gad - 30 NT’s
* DN: Vha - 30 NT’s

The result for eartree topology are as follows:

* DN: Uls-70 NT’s

* DN: Stae - 30 NT's
* DN: Hoh - 70 NT’s
* DN: Hals- 70 NT’s
* DN: Gaas - 40 NT's
* DN: Gad - 30 NT’s
* DN: Vha-30NT'’s

Following this it is of interest to see the cost increase irceetage to determine how much
extra fiber cost is between the tree and eartree topologyr lned circumstances. Table 13.2
shows the cost for each result and the percentage increasexp&cted in almost all cases the

DN Tree Cost Eartree Cost  Percentage
Uls 4,4 Mill. dkr. 6 Mill. dkr. 36%
Stae 1 Mill. dkr. 1,3 Mill. dkr. ~ 29%

Hoh 13 Mill. dkr. 19,2 Mill. dkr.  47%
Hals 9,8 Mill. dkr. 13,7 Mill. dkr.  39%
Gaas 2,2 Mill. dkr. 3,1 Mill. dkr.  42%
Gad 3,2 Mill. dkr. 4,3 Mill. dkr.  34%
Vha 4,2 Mill. dkr. 6 Mill. dkr. 40%

SUM 37,8 Mill. dkr. 53,6 Mill. dkr.  41%

Table 13.2: Cost increase between topology.

smaller district showed less cost factor. As the amount eNSHiber is decreased, therefore
decreasing the largest factor. The only difference by uidlg the larger district is the eartree
topology for Hals, which benefits from the large district.| 8dher cases show that larger dis-
tricts only increase the cost as we use more SP-NT singleddises.
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From these results it is not deemed necessary to include thstrict scenarios into the com-
plete scenarios. As it was used strive to hold as much recoydes possible, it will not include
the full calculation of the larger district but only use thead| district.

13.2 Complete scenarios

As explained in the previous chapter there are two scenafibe two scenarios are the tree
topology and the eartree topology. And as smaller distsbi®~y much better outcome than
large ones, those will only be included. Unlike in phase 1iarttie district scenario, the total

cost will be calculated here. The total cost includes the fithgging and housing. Equipment
will not be looked into as the eartree topology is a theory mmeéquipment is available to han-
dle that topology.

Each scenario will brake down the cost in a table and a figuogvshresults of districts and
splicing points for all 7 DN's. A figure of the needed diggirggalso shown. All the costs
factors can be seen in section 10.7 on page 74. Appendix Ggm&7 shows the results for
each individual DN, which this compilation is built on.

13.2.1 Scenario 1: Tree topology

This scenario is the tree topology. Table 13.3 shows thesbdakvn cost for the scenario while
figure[13.1 shows the district layout of the scenario. FigiB2 shows the digging needed in
this scenario. All costs are in DKR.

Factor Cost [u)/[m] Amount Cost

MD:96 fiber 54 55.355 m 3 Mill. dkr.
MD:48 fiber 27 260.249 m 7 Mill. dkr.
MD:24 fiber 15 422.647m 6,3 Mill. dkr.
MD:1 fiber 4 52.800 m 0, 2 Mill. dkr.
Main duct fiber 791.051 m 16,5 Mill. dkr.
SP-NT fiber 4 1.804.948 m 7,2 Mill. dkr.
Blowing of fiber 7 1.804.948 m 12,6 Mill. dkr.
Wells 5000 348 u 1,7 Mill. dkr.
Termination 300 15.112 u 4,5 Mill. dkr.
Splicing 250 7556 U 1,9 Mill. dkr.
Digging 150 425.221m 63,8 Mill. dkr.
Pipes 10 425.221m 4,2 Mill. dkr.
Handling of pipes 8 425.221m 3,4 Mill. dkr.
Housing 30.849 7u 0,2 Mill. dkr.
SUM 116 Mill. dkr.

Table 13.3: Cost brake down of scenario 1
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Figure 13.2: Digging for scenario 1.

13.2.2 Scenario 2: Eartree topology

This scenario is the eartree topology. Table 13.4 shows rieebdown cost for the scenario
while figure| 13.3 shows the district layout of the scenariaguFe/13.4 shows the digging
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needed in this scenario. All costs are in DKK.

Factor Cost [u)/[m] Amount Cost

MD:96 fiber 54 201.808 m 10,9 Mill. dkr.
MD:48 fiber 27 310.192 m 8,4 Mill. dkr.
MD:24 fiber 15 737.964 m 11 Mill. dkr.
MD:1 fiber 4 120.264 m 0,5 Mill. dkr.
Main duct fiber 1.370.228 m 30, 8 Mill. dkr.
SP-NT fiber 4 2.030.786 m 8,1 Mill. dkr.
Blowing of fiber 7 2.030.786 m 14,2 Mill. dkr.
Wells 5000 297 u 1,5 Mill. dkr.
Termination 300 22.668 u 6, 8 Mill. dkr.
Splicing 250 7556 u 1,9 Mill. dkr.
Digging 150 427.138 m 64 Mill. dkr.
Pipes 10 427.138 m 4,3 Mill. dkr.
Handling of pipes 8 427.138 m 3,4 Mill. dkr.
Housing 30.849 14u 0,4 Mill. dkr.
SUM 135,4 Mill. dkr.

Table 13.4: Cost brake down of scenario 2

13.3 Comparison

This section will analyze the data given in the previous téiags well as involved appendixes.
First the small vs. large district will be compared and theansirio 1 will be compared to
scenario 2. For each case a conclusion is drawn.

13.3.1 Small Vs. Large districts

As can be seen in appendix G on page 167 and in figures 13/5 aithaBin almost all cases
the total prize goes up as the maximum NT soft criteria isdased (red stapled line indicates
the small/large district point). Meaning that by reducingfuict sizes the single fiber lines are
reduced causing the cost to go down. The only distributiaslen®@N) to benefit from a large
district is Hals in the eartree topology. Now bare in mind thés benefit is on the line of small
and large districts.

This results shows that it is possible to keep the districtsw numbers, which in turn increases
the redundancy as in a worst case scenario of a break neatha splicing point only a few
amount of NT’s are affected.

Tests furthermore show that there is not much differencén@osing the maximum NT’s for a
district between the tree and eartree topology. Using theegdistrict’s between tree topology
and eartree topology is a possibility, as the cost diffeeemould not be that great. In hindsight
it can be argued that weighing the extra digging that wouldéeded by the eartree topology
district creation exceeds the decreased fiber benefits. nié@mning that some review between
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Figure 13.3: District layout for scenario 2.

the digging needed by each scenario according to the dsstimsen should also be weighed
in.

13.3.2 Eartree topology

The main factor of this phase was to view a redundant topcdggynst the basic one. In phase
two it was obvious that according to the tests it was done,thadetwork planning method,
the ear topology could not be used. A newly introduced eattpology was used in phase two
as it showed some promise during the small scale testing.

The results show increased fiber usage compared to phas@&lownethis is mainly due to the
fact that we now introduce the eartree topology to ruralar&y doing so we increase longer
distance for main duct line, also we have more districts ¥atter NT's to service. It was tried
to limit that increase by only offering smaller main duct kealmstead of 96 fiber main duct
cable to each district. This means that for districts witiNII0s one 24 fiber cable is placed to
that district rather than a whole 96 fiber cable. Thus deargdbe cost of the main duct lines.
In order to accommodate large expansion of a small distriote fiber cables can be placed in
the duct at a later time without having to excavate.

Now with the small district in mind we see that between sdesahe cost increase of the fiber
is 43%. Now this is quite large compared to tB&% increase shown in phase 1. But that is
mainly due to the facts mentioned above.

When all the cost factors are added we see that for the treéotppa would cost116 Mill.

dkr.,while the eartree topology would cokt5, 4 Mill. dkr.. This means that planning the
access network redundancy would cd%% more than with the normal tree topology. Now
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Figure 13.4: Digging for scenario 2.

comparing that to the previous study, where the increasedaet the tree topology and eartree
topology show almost00% cost increase, this comes as a good result.

There is still some problems which do affect the cost resuity could not be treated in this
project period. First the equipment needed for these swenbas not been added, as there is
no available equipment for the eartree topology as it is antlgeory. But special routers and
passive splicing point equipment will be needed. Seconddsligging problem, now before
starting phase 2 it was not thought as much of a problem dugetfatt that only calculating
the digging on one side should affect the tree and the eanitbe same manner. But on closer
review it was seen that more digging would be needed in tred aneas as the main duct lines
for the eartree topology need separate paths. But this islacg@factor in the dense areas.
Now in most of the DN cases the rural areas cover a lot morengrdut in most cases only
hold 8% to 15% of the NT’s. So in order to save cost but offer redundancy tsnmart of the
population this could be done in a step wise approach. Thaning that in step one only the
closest districts inside the dense area would be creatbdhgteartree topology, while the rural
areas would be planned with tree topology all the way butreffean wireless as redundancy.
Second step would then be to add physical redundancy tostrécts in the rural areas by mak-
ing the splicing points redundant.

By doing this we would largely decrease the main duct fiberferstart run, as well as minimal
extra digging would be required to achieve redundancy irdéeser areas. This would mean
that even with the extra digging it could be achieved to hbkldost increases% to 25% for
the first step. And by doing so we would offer at le&g¥% of the population full physical
redundancy in the first step. The rural area’s could havel@gseredundancy for this step.

This all is an idea and has not been tested, therefore it Wit interest to view this step wise
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Figure 13.5: Graph illustrating cost depending on maximursoft criteria for
tree topology.

approach in order to offer redundancy to most NT’s with asimiite extra cost as needed.

13.4 Conclusion

The goal of this project was to finalize the automation pre@esl plan the scenarios in a more
large scale setting. The focus of this phase was to creat@asoe based on phase one which
would show possibility of offering redundancy in the accessvork without much extra cost.
The calculation of traffic was also done on the side, wheredistribution network scenarios
were performed.

13.4.1 The automation

The automation process was carried on from phase one usiRgpRdjramming language to
manipulate GIS data in a MySQL database. The programmingaigasdone in such manner
that minor changes are needed to be made in order to be dppliwdh other GIS data. Phase
1 left one of the larger parts out, namely the automaticidistreation which made it the main
focus in this phase. Several tests were done in order to firabe giable method of creating

district. The method chosen was using the spanning treeithigoin order to assist in the

creation. The result of the district creation and further $plicing point placement was good.
There still are some optimization problems which should ddr@ssed, in order to perfect the
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Figure 13.6: Graph illustrating cost depending on maximursoft criteria for
eartree topology.

district creation.

Second was the segment inaccuracy, the process of inggegirsegment points in order to
get the NT’s closer to the segments was successful. When & ¢tamecrease the number of
segment points several problems occurred which could néikbd. The need for decreasing
the number of segment points again is based on other algaritising them as marking points
when creating a network. This means the more segments ptietharder it will be for the
algorithms.

A new method for viewing the results was created, which eflethe possibility to view the
Danish GIS in Google maps. This method made it much easiezliogiproblems occurring in
automation process as results could be viewed directly thiteautomation had been done. The
method offers endless possibilities for network plannesskimg in this manor. As the desired
look of the outcome can be programmed more efficiently thaave in some of today’s GIS
viewing tools.

13.4.2 The scenarios

Scenarios were created in order to simplify the readingeféisults. The scenarios were broken
into two parts. First set of scenarios was the small distrietsus the large districts. The results
clearly indicated that by using smaller districts the costild decrease. The main reason being
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that the smaller the district the less amount of single fibeuld have to be used. Aside from
one result, all of the results show that using smaller ditstiilecreases the cost. This is not only
good result cost wise, as smaller district means more rexhoyd Meaning that in a worst case
scenario of an accident near or at the splicing point nowestesver NT’s to be affected.

The second set of scenarios were the main part of this phdsevgcenario 1 was the tree
topology and scenario 2 was the eartree topology. Thougkased fiber costs are shown from
phase 1 to phase 2, it was possible to limit the real cost bpsihg smaller fiber cables to
smaller districts. Further as the digging is the main pagtdiist increase is lower than expected
as the difference between the scenarios is affg. There is still a problem with the digging
as shown, when including rural areas the digging will inseedramatically as these are the
longest distances.

A possibility to overcome that problem from the start is totde redundancy in a step wise
manner. This meaning that physical redundancy will only thered in the more dense areas,
which should cause the main duct line cost to decrease aswelttra digging should be kept
minimal. This way redundancy is offered to the main part ef population from the start but

the small % left out could be offered wireless backup, urtifgical redundancy is viable.

In general the eartree topology can offer high redundandy enly the fifth of the added cost.
As we are moving into an era where everything is being done avaultipurpose network,
offering redundancy in this manner can be feasible.

13.4.3 Traffic

The traffic analysis is done by considering two scenariose fiilst scenario which is semi
meshed structure and the second one is ring like structune.aVerage link capacity in sce-
nario 1 is estimated around 129 Gbps, and 329 Gbps for soehari

On the other hand the average capacity for the nodes in thecipality is estimated 936 Gbps
for scenario 1, and 200 Gbps for scenario 2.
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Chapter COIlCluSiOn

This report presents a working network planning method tomating FTTH access networks
with and without redundancy. The report is broken into twag#s, where the first phase starts
the automation programming and reviews different posséslof reducing fiber in the access
network. This phase did so in small scale testing. The sepbiade finishes the automation
programming and does so with large scale testing in mind. &k as including some traffic
calculation with hypothetical scenarios.

The motivation for doing so is that today’s network are mgviawards becoming a multi
purpose networks. This meaning that more service for theshen® now being offered through
this network. In order to ensure reliability of these seegisome physical redundancy is needed.
To date no real investigation have been done into offeridgimdancy in the access network,
meaning that it should be considered a necessity to revisw th

The network planning method used throughout is where distare created within the area
being planned. By doing so we simplify the network planninggeiss and especially the laying
of the fiber. After districts are created splicing pointspleeed within a district, this is the point
where multi fiber cables from a distribution node is connédtea district. Depending on the
topology the fiber is then distributed in the manner explaifte each of the three topologies.
The topologies investigated are the basic tree topologypgalogy and eartree topology.

The project starts of by taking a previously planned accessork and automate it, as it
was manually planned to start with. Due to this some largemaation where not done, mainly
the district creation. This is due to the fact that the ph&seesl at duplicating the methods used
in the previous study to get a good basis for comparison.riguhis process several alterations
to the planning method were introduced in order to reducdibies needed. Also PON was
tested to see if it would affect the fibers needed.

The results showed that PON little or no affect on the coshaslistrict method already mim-

icked the PON affect. Furthermore it showed little or noefifince in the fiber usage when
using two DN locations or one. This could be investigatedhier where the location of two

DN could be checked to use less fiber.

Three scenarios where created with the three topologiesi@stipn. The PON and DN lo-
cation was included in those scenarios as sub scenarioas lexiplained, had little effect. This
project was unsuccessful in reducing the fiber enough foedéinéopology to become a cost effi-
cient solution. Though reducing the fiber somewhat by theraation process and the updated
planning method, it still showed similar cost increase effiber as in the previous study.

The eartree topology showed some good results and in cosopan the tree topology the cost
difference of the fiber showed to be only arowids.
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Phase two focused on taking the most promising scenariobasegpone and plan them on a
larger scale with seven DN instead of one. In order to do sathiemation process was fin-
ished and problems encountered during phase one was solved.

The main factor in phase one was to create the automatigctiisteation and splicing point
placement. This was solved with the help of the spanningaigarithm, where districts where
chosen based on grouping the closest NT’s together fronréngt@oint. Then a point within
each district which had the shortest distance to all NT’s evessen.

When creating a district some criteria’s had to be createéttthe limits of each district. One
of those criteria’s which has the most affect is the maximumpsr district. From that scenar-
ios where created where tests where done to see which nurhirexxanum NT would cause
the network to use the least amount of fiber. The tests doneawiem 30-150 NT’s, and the
results show that in almost every distribution node thatlemndistricts cost less then larger
ones. Which is contributed by the decreasing amount of siitgges used. This in turn is also
good for redundancy as fewer NT’s per district means morenédancy.

Finally an estimation cost of each scenario was done, thissSeanario 1 - Tree topology and
Scenario 2 - Eartree topology. For scenario 1 the final costolase tol 16 million DKK, while
scenario 2 had the final cost d85, 4 million DKK. This showed an increase af% between
the scenarios. Which shows that it could be a viable solution.

Consideration should be taken into account that these ayereagh estimates, using prices
from old studies. The project however was done in such maratrshould new prizes become
available it’s only the matter of recalculation to view tremnresults. Also The digging problem
remain a large factor as more digging would be required feretixtree topology in rural areas.
But using the step wise approach of only making dense areasqaltly redundant first, should

not increase these outcomes much, while covering most gfdpalation.
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Chapter Outlook

In chapter 4 on page 33 the scope of this project were set fibr fdzase one and phase two.
This still leaves unresolved issues which needs to be askeligs further work.

Digging

One of the larger problems still left is the calculation af thgging. Mainly as with the available
GIS data it would have been quite a project to establish a@ddthr calculate digging on both
sides of the road. Since redundancy in most cases need milgepath or even independent
digging along side the same path, this should be fixed. Annaeg could be made that this
is just an estimate, so getting a detail cost isn't a factort &uthis project focuses on the
comparison of the different aspect each topology has, aipgi surely one of them.

In hindsight it would have been possible for the rural diggamoblem to calculate the segments
which did not have NT’s on either side of the segment pointatTvould on its own also give
faulty calculations as only measuring the double side digdor the eartree topology, would
skewer the real results. Meaning since no double side diggidone for the tree topology it
would not be fair to the results of the eartree topology.

Also more details regarding the digging could be included¢@st of digging differs between
the different type of soil it has to dig.

Segment inaccuracy

Though this project was successful in shortening the setgaamd get the NT's closer to it's
rightful entry point in the segment, a problem still exisgaeding expanding again. The need
for expanding the segments again is crucial as in a largevanktit would be impossible for
the algorithms to calculate all these point when creatingtavork. But it can be argued that
the main part of this problem was solved, though not very hdlp

In hindsight it the new distances could be used with the old dad the old segment points
could be used but the NT’s would have an updated distance.

Cost factor

As has been stated on several occasion the report only givesh restimation as the project
focuses on the network planning method itself. This accangulwith the fact that all the cost
factors are based on old prices. Updating the prices, thbagh, should be a priority to get a
real view of what this might cost today.

Automation process

The program created for the automation process still negslef work to improve it's accuracy.
The district creation part can use several optimizationniywan dealing with large dead end
neighborhoods and be more efficiency in rural areas. Theisglpoint placement is also an
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issue as it bases it placement on choosing the point in thet metwork which has the least
distance to all other points. This means that involvemetit®NT’s is missing as some district
might have NT distribution on one side. By doing this fiber colé reduced even more.

The automation process is only based on the network plarmetpod created here. Further
work could be done in investigating different network planghmethods.

Other AN redundant topology

It is of interest to suggest other possible topologies todwlun the access network. Wether it
be adapting the ring topology to the access network or findthgr concepts.

Other

Some calculation between the maximum number of NT scenasb and the extra digging
needed, should be considered. Meaning that as digging ie exgensive it could be cheaper
to use districts which cost more in fiber but less in digging.

Further investigation into the step wise approach, whenseareas are done with redundancies
in the first step. Leaving the rural area non-redundant. @tigd decrease the initial cost and
most of the population would be covered. Next step could dahthe rural areas by making
the splicing point redundant. This should be carefully pkshso that only those district which
would need much extra digging would fall into step two.

Finally it should be mentioned that there are still a lot mpossibilities for improving on
the automation of network planning. These mentioned hexdher only one observed during
this project.
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Appendix Optical Fiber

A.1 Introduction

Light has been used as a signaling method for centuries dpddchear being won with the sig-
naling of light between towers in order to send and receivesages from greater distances. As
we know light travels at the fastest speed known to men. Talglprincipal optical commu-
nication has been available for quite some time now it wasntil the late 60’s some research
begun into the use of optical communication as a transnmgsiedium. It even took a decade
longer to implement the first fiber optic system.

The main reason why this occurred is due to the fact that inetaelectrical technology was
rapidly growing so research and the use of electrical trasson medium was logical. In that
being the development of the now well established coppevar&t With today’s requirements
and needs it's becoming clear that the copper network camwitbstand the growth that is
occurring. Therefore we are witnessing the upcoming of fifeday most of the previously
copper operated backbones are now run with fiber networksderdo meet the demands of
increased bandwidth need.

As the development is going towards a general purpose nktthat is to say that services
previously offered through several networks and mediurasiaw converging towards one net-
work. This means that the need for more bandwidth in the aaoetsvorks is eminent. Today
the market is slowly growing towards offering fiber to the hgrihe reason for it being slow is
mainly due to the cost of a new infrastructure. Today the cmgs which already have a cop-
per infrastructure are step wise trying to improve the tdrastructure by slowly moving fiber

closer to the home in order to utilize the already availabthhology on the copper medium
(like ADSL and VDSL).

There are companies offering fiber directly to the home, ledalnse of the cost this is only
done for large areas at a time which are interested in gefitbegg These cost factors may be
reduced by careful planning of a whole network in advancetlex@n in a step wise approach
[24].

A.2 History

In 1970 John Tyndall made the first experiment that shows hbghtiuses internal reflection
to follow a specific path while a water flowed from one contaitteanother when a beam of
light is applied to it. See figure A.1 on the next page aboutd&inexperiment. When the
water poured out through the spout of the first containerd@®irdirected a beam of sunlight
at the path of the water. The light, as seen by the audientewfx a zigzag path inside the
curved path of the water. This simple experiment, illugtiidgn figure A.1 on the following page
marked the first research into the guided transmission bf [igj.
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Figure A.1: The first fiber optic experiment.

At the end of 19th century, Alexander Graham Bell was the fiesspn to attempt the trans-
mission of information in the modern sense using light. IHi&ntion, the photophone, utilized
the modulation of sunlight to send a message to a receivatdd200 m away. The sunlight
reflected against a membrane vibrating with the sound of huroece [21].

Fiber optic technology experienced a phenomenal rate ajrpss in the second half of the
twentieth century. Early success came during the 19508 thié development of the fiber-

scope. This image-transmitting device used the first pralcéill-glass fiber. But early all-glass

fibers experienced excessive optical loss, the loss ofghe dignal as it traveled the fiber, lim-

iting transmission distances. This motivated scientistddvelop glass fibers that included a
separate glass coating [7].

A.3 Technology

The term optical fiber is a glass or plastic fiber that has thigyato guide light along its axis.
The optical fiber has three parts namely core, the claddimdjttee coating or buffer. Figure A.2
on the next page, shows the three parts of the fiber. The irognmgion of the fiber, or core,
was used to transmit the light, while the glass coating, adding, prevented the light from
leaking out of the core by reflecting the light within the bdanes of the core.

This concept is explained by Snell’s Law which states thatahgle at which light is re-
flected is dependent on the refractive indices of the two n@dse in this case, the core and the
cladding. The lower refractive index of the cladding (widspect to the core) causes the light
to be angled back into the core as illustrated in figure A.3hafollowing page.

The refractive index of the core is always greater than tldexnof the cladding. Light
is guided through the core, and the fibre acts as an opticatguade. The figure shows the
propagation of light down the fibre optic cable using the @pte of total internal reflection.
As illustrated in figure A.3, a light ray is injected into theri-optic cable on the left. If the
light ray is injected and strikes the core to cladding irgeefat an angle greater than the critical
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Figure A.2: Optical fiber cable parts.

angle with respect to the normal axis, it is reflected back the core. Because the angle of
incidence is always equal to the angle of reflection, theatftelight continues to be reflected.
The light ray then continues bouncing down the length of theefoptic cable. If the angle
of incidence at the core-to-cladding interface is less tharcritical angle, both reflection and
refraction take place. Because of refraction at each incelem the interface, the light beam
attenuates and dies off over a certain distance.
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Figure A.3: Total Internal Reflectioﬁ [7]

The critical angle is fixed by the indices of refraction of ttege and cladding and is com-
puted using equation A.1:
Oc = cos™'(n2/nl) (A.1)

Light must enter the core from the air at an angle less thamgiy &nown as the acceptance
angleda which is shown in equation A.2:

fc = sin~'((n1/n0)sin(0(c))) (A.2)

A.3.1 Fiber Networks terms

There are several terms used in fiber networks to determweninech of the network is fiber.

This is denoted FTTX where x stand for the location to wheeefther is. These terms are
commonly used for companies which are still using their @pimes in co-operation with the
fiber and use it to explain how much of their network is fibere3é are as follows
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FTTN

Fiber to the node or FTTN is where fiber is in the network allwsg to the distribution node
and is mainly used in broadband architecture to offer higkedgnternet to the customer but
finishing off the last mile with ADSL or VDSL over the existirgppper medium to the home.
Though it can offer high bandwidth it isn’t as good as FTTH afTP. This is explained in
figure/A.4.
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Figure A.4: Fiber to the node

FTTC

Fiber to the curb or fiber to the cabinet or FTTC is where indtafahaving fiber to the dis-
tribution node fiber is now offered all the way to the area agives only several costumers.
This now offers possibility of greater bandwidth than FTTNhicoaxial cable or twisted pair,
but today ADSL and VSDL is mainly used with FTTC. FTTC is expkd in figure A.5 on the
following page.

FTTH

Fiber to the home or FTTH is where fiber is offered all the wagnd users. With fiber to the
home there are more possibilities due to high bandwidthaiéity. The possibilities includes
triple play or TV, Telephone and Internet. This is like mened before with FTTH the transi-
tion can be made to one general purpose network. FTTH is iegulan figure A.6 on the next

page.

A.3.2 The Advantages of fiber optics

The advantages the fiber medium has over the already awatapper medium are clear and
it is the main reason why fiber is being thought as the mediuraftace the copper with. The
following list details the advantages of fiber over the cogjpé].
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Figure A.5: Fiber to the curb

Figure A.6: Fiber to the Home

The optical fiber is able to transmit over larger distanaes0®km between equipments
or repeaters. Electrical systems like copper however dsealsle to transmit over 2km
between repeaters or equipments. Also with fiber optic dre@i (EDFA) the optical
signal can be amplified so it may transfer over several huhiilemeters before any
electrical equipment needs to boost the signal. The amysliiad receivers are to date
still improving thus the distance in which the light can &his increasing without inter-
ference.

Since the fiber optics are only light being transmitted alass which is electrically non-
conducting. This means that the fiber is not affected by edawgnetic disturbances like
thunderstorms and there’s no chance of interference whigr@&quipment or it interfering
with other equipment. This also means that the fiber is nolygapped.

Due to it’s special treatment the fiber is the most transgaraterial available today, thus
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greater distance between equipments is achieved due towhansmission loss of the
fiber. The low attenuation of 0.25 dB/km (at 1550 nm wavelengtlsingle mode fiber
means that even after 40km 10% of the light remains.

* Thereis a huge theoretical transmission capacity aVailaibth the single-mode fiber. But
due to the limitation of electronics equipment the capdoityt is at 2.5 Gbit/s for systems
currently installed. So for 2.5 Gbit/s transmission meduas it can simultaneously hold
31.000 (64 kbit/s) telephone conversation. Which is a greal dhore then with the
copper. However the surface has only been scratched withdbsibilities of capacity
through light and increase of 5, 10 and even 40 Gbit/s is thbtegbe around the corner.
This would be done with Dense Wavelength Division Multipiexor DWDM for short.
Here within a fiber different transmission channels aretetwith different wavelength
thus utilizing the fiber better.

» Compared to copper cables the fiber is much lighter, thiséstdahe fact that for 200km
of fiber only 2.7 kg of glass is needed, and even with the ptivecoating the fiber is
still lighter than the copper.

 Fiber optics are in general much cheaper than other moreeational solutions espe-
cially when the factors above are taken into account. Andesmodern telecommunica-
tion are requiring higher capacity over a longer distancerfiptics are a good solution.

A.4 Fiber Architecture

In this subsection a closer look at the two main types of fileworking architectures that are
used today are discussed. The architectures are:

» Synchronous Optical Network (SONET)

» Wavelength Division Multiplexing (WDM)

A.41 SONET

Developed by the Exchange Carriers Standard Association AECG®NET is a standard for
optical telecommunications transport. According to [28g SONET standard is expected to
provide the transport infrastructure for telecommunamagi for at least the next two or three
decades.

SONET offers a bandwidth of OC-192 (9.925 Gbps) and it canycardiverse range of in-
formation. SONET also features bit-error rates of one arrdrO billion bits, where Copper
transmission will have a bit-error rate of one error in 1 roilbits.

One of the chief benefits of SONET is its capability for useha tong haul networks (Net-
work backbones), local networks (access networks) anddaapers as well as in local CATV
network.
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A.4.2 WDM

The popular speed of SONET is 2.5Gbps, the next level spedct#m be used in SONET is
10Gbps. And this 10Gbps is the limit that can be used by Tinwesidin Multiplexing (TDM).
That is TDM is the multiplexing technique used in SONET [28o to solve the problem of
the bandwidth limit another technology called WDM is offer&iDM increased the carrying
capacity of physical medium (Fiber) using a completelyadi#iht mechanism

In WDM the incoming signals are assigned to specific frequehdght or wave length within
a certain frequency band. One way to view it is that in WDM, edtannel is different color
of light. The ultraviolet region is beyond the human visiand the visible spectrum. In optical
networking, however, all the actions takes place betwe@mand 1700 nm.

In WDM, all wavelength of the signal are entered into one entheffiber, while on the other
end a de-multiplexer separates the light. Like TDM, the Itesy capacity is the sum of the
input signal, but in WDM each signal is carried independeatlgthers. Unlike TDM, WDM
everything is carried simultaneously, while the TDM brakesrything into time slots.

One version of the WDM is called Dense Wave Division Multipfex(DWDM) and the main
difference is that DWDM puts the wavelength closer togethantthe WDM and therefore it
carries more wavelengthes and has greater capacity. Thefimavelengths space is exactly
not known yet. Today there are up to 160 wavelength avail@fl§24].

A.4.3 PON

Access networks are part of a network that are directly coieaeto the subscribers. Then the
access network been as important to telecommunicationsders as they look for ways to
deliver new high bandwidth services to their subscribergises that generate new revenues,
help them retain existing customers, attract new ones amdase profits. Fiber is seen as the
preeminent long-term alternative to today’s broadban@s&technologies, one that not only
allows providers to generate new services, but also prewigem with significant and sustain-
able reductions in operating expenses and shifts theitategmending from older technologies
to newer, less costly technologies [18].

Passive optical splitters are used to divide the bandwidti fa single fiber up to 64 users over
a maximum distance of 10-20 km. In a PON, an OLT at the CO cosriectustomer premise
located ONTSs to terminate the fiber. The architecture isdgbassive because all splitters and
intermediate equipment between the CO and the ONT is pashaeis, it has no active elec-
tronics and therefore does not need separate power.

A.4.3.1 PON for Access Networks

PON technology is getting more and more attention by thet@anunication industry as the
'first mile’ solution. According to [15] advantages of usiR@®N for local access networks are
numerous:

* PON allows for longer distances between central officescaistbomer premises. A PON-
based local loop can operate at distances of up to 20 km, wbicsiderably exceeds the
maximum coverage afforded by DSL.
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* PON minimizes fiber deployment in both the local exchange lanal loop. Only one
strand of fiber is needed in the trunk, and only one port per BOBQuired in the central
office. This allows for a very dense CO equipment and low powasuamption.

* PON eliminates the necessity of installing multiplexard demultiplexers in the splitting
locations, thus relieving network operators from the gones task of maintaining them
and providing power to them. Instead of active devices irs¢hiecations, PON has
passive components that can be buried in the ground at tleedfilmeployment.

* PON allows easy upgrades to higher bit rates or additioa&klengths. Passive splitters
and combiners provide complete path transparency.

PON uses different kinds of multiplexing techniques. Timeiglon Multiplexing (TDM),
Wavelength Division Multiplexing (WDM) and Code Divion Muyttiexing (CDM).
TDM is a mechanism for dividing the bandwidth of a link separchannels or time slots. Then
the ONT sorts out the data in the time slots than that are megitp it. Wavelength Division
multiplexing divides light signals into different color§he electronic end equipment, ONT and
OLT, has to distinguish the different signals by their celor
CDM is a form of multiplexing where the transmitter encodesgignal using a pseudo-random
sequence which the receiver also knows and can use to ddeodeceived signal. Each differ-
ent random sequence corresponds to a different commuomcetiennel.

A.4.3.2 Access Network Architectures

In this subsection access network architectures based dhmDitiplexing techniques will be
presented. The classification for this type of TDM PONs asedan [15].

» ATM PON: Itis a specification for a PON-based optical access netwakuses ATM
as its layer-2 protocol. Such systems were called APON, areatation for ATM PON.
The name APON was later replaced with BPON for broadband P®H.nme change
was reflective of the systems support of broadband servimdsas Ethernet access, video
distribution, and virtual private line (VPL) / leased linergices.

» Ethernet PON: In January 2001, the IEEE formed a study group called Ethenrtde
First Mile (EFM). This group was chartered with extendingsérg Ethernet technology
into subscriber access area, focusing on both residemithbasiness access networks.
Keeping with the Ethernet tradition, the group set the gdgbroviding a significant
increase in performance while minimizing equipment, opena and maintenance costs.
Ethernet PONs became one of the focus areas of EFM.

Ethernet PON (EPON) is a PON-based network that carriestdstec encapsulated in
Ethernet frames as defined in the IEEE 802.3 standard [80218es a standard 8b/10b
line coding (8 data bits encoded as 10 line bits) and opesdtstandard Ethernet speed
of 1 Gbps. Where possible, EPON utilized the existing 802e®#jgation, including the
usage of existing 802.3 full-duplex media access contré\Qy!

* GPON: In the presence of ever-growing traffic volume and the emmexgef 1 Gbps
EPON specification, a new effort to specify a PON system dijpgrat bit rates exceeding

129



A.4. FIBER ARCHITECTURE

1 Gbps is developed. This PON system is GPON that has seya@fisations like G.
984.1, G.984.2, and G.984.3. More on these specificatianbedound at [15].
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Appendix Network Topologies

The arrangement or mapping of the elements of a network gseso certain basic topologies
which may then be combined to form more complex topologig®rid topologies). In the
following section a summary of Network topologies basedX®] {vill be presented.

B.1 Bus Topology

The bus topology is a topology where a set of nodes are allezziad to one central line called
the bus which has a terminator on each end. As one centraslus=d some collision detection
is needed so all the traffic won't collide when on the centira.| Figure B.1 shows the bus
topology and how the nodes are connected.

Figure B.1: Bus topology

Advantages:
» Easy to implement and easy to extend
* Is good for temporary networks
» Cheap to implement
» Does not need as much cables as the star topology
Disadvantages:
« If the central line breaks the entire network shuts down
» Administering and trouble shooting can become quite diffic

» Because nodes are not responsible for the traffic and listgrnt@ the central line which
causes low security as every node can read the data on the bus

» The performance degrades as more nodes are added

» Termination is required in both ends of the central line
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B.2 Star Topology

The star topology is designed in such a manner that all nagesoanected to one central node.
When data is sent from a node it is passed on to the central nbid When sends it to the
destination. Figure B.2 shows the star topology and how tlesare connected.

Figure B.2: Star Topology

Advantages:
» Easy to implement and easy to extend
* Is good for temporary networks
* Failure on any other nodes then the central node does negnast affects on the network

* No problem with collision as each node has its own line tocietral

Easy to administrate and troubleshoot

Disadvantages:

 Limited amount of users can connect and requires more cable
* Failure of the central node will disable the network

* More costly than the bus topology due to the central node

B.3 Tree Topology

The tree topology combines the bus topology with the stasltagy. The tree topology consist
of having number of star topology where the central node eotsnto a bus. The network
however is very expandable and is commonly used in todagéiysorks. Figure B.3 shows the
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Figure B.3: Tree topology
tree topology and how the nodes are connected.
Advantages:
* |Is supported by some hardware and software
» There is point to point wiring for each segment networks
Disadvantages:
* If the central line breaks the entire segments shut down
» The length of the cables are limited to the type of cable used

» More complex to configure and wire than other topologies

B.4 Ring Topology

The ring topology is fairly simple, here each node is cone@td two other nodes, to create a
ring network. Figure B.4 on the following page shows the rimgpology and how the nodes are
connected.

Advantages:

* The ring topology can have more distance as each node aatepsater in the network
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Figure B.4: Ring topology

All the nodes in the network have equal access

* Manages easier then the bus topology

Troubleshooting is much easier

» Because datatravels only in one direction the ring topolsgyle to handle high volumes
of data at a good speed

Disadvantages:

* Failure of one node may cause the whole network to go dowwigied that there is no
protection in place

» Damage to the ring affects the whole network

» Can be quite difficult to install

B.5 Mesh Topology

The mesh topology can have many different shapes and coometetween nodes. However
to be considered as a mesh network two of the nodes must h&easatwo paths or more be-
tween them (minimum degree 2). The mesh topology is said gelidealing as in the case of
a line or a node breaking down. The mesh topology is able ttchuts traffic to another line
making the mesh topology reliable.

The mesh topology has three types of formations, the mesiagy the semi full mesh topol-
ogy and the full mesh topology. They are as followed:

* Mesh topology: The most simple method of a mesh topology is the mesh topoldgse
at least two of the nodes have two or more paths between thdma.cdnfiguration of
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how many nodes or which of them have more then degree 1 is loastee need of the
network. Often the nodes who have the most traffic are degeen®ore. Figure B.5
shows an example of a mesh topology.

Figure B.5: Mesh topology

» Semi full mesh topology: In a semi full mesh topology some of the nodes have indi-
vidual connections to each node. This is however a more ekpetopology than the
"mesh topology" as it physically requires more paths andliBait instead it offers more
reliability then the previous. Figure B.6 on the followinggeashows an example of a
semi full mesh topology.

* Full mesh topology:

A full mesh topology is the most reliable of them all as it hagd links between all
pair of nodes. In a fully connected mesh network with n notlesstarex(n — 1) /2 lines
needed. Though the reliability is high with this kind of gettis very expensive because
of all the lines needed. Figure B.7 on the next page shows ammgaof a full mesh

topology.

The mesh and the semi full mesh topologies are mostly used wteating a mesh network
today, the sheer cost of the full mesh topology makes it wijwa to apply to a normal network.

The full mesh topology is however mostly only used in miltand other heavy dependant
reliability application.

Advantages:

» Troubleshooting is easy as faults in the network can bdesingut

» Separate links from each node ensure that different path®e chosen for communica-
tion

135



B.5. MESH TOPOLOGY

Figure B.6: Semi full mesh topology

Figure B.7: Full mesh topology

Disadvantages:
» Because of the many links and possible distance it can beneikge

» Can be quite difficult to install
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Appendix GIS

There are two types of information stored with GIS, those are
» The geometry gives information about the location and sludphe object.
» The attributes that give a descriptive information abbetabject.
The geometry and the attributes of a digital map are showndridllowing figure C.1.
| length_metres |river_name : \
12,836 | River Allen

36,4448 | River Camel

ﬁﬁﬁﬁﬁ < =
T 1
5 ATTREUV/VJJ \

“~GEOMETRY

i

Figure C.1: Digital information [27]

C.1 \Vector and raster data

In any digital system like a computer, it is obvious that gJetter or number is represented in
a sequence of bits. This forms a code for every possible etteumber. In the same way maps
reference geographical locations on the surface on elrtiygh a system of coordinates like x
and y coordinates.

C.1.1 Vector data
In vector data the features are recorded one by one, withestep be defined by numerical

values xy coordinates. Vector data can be represented asljexgis (point, a line or an area).

For example, the following map represents a building as glsimed rectangle. In vector
data the position and shape of the building is captured asiessaf four pairs of numerical
coordinates. To reproduce the building in a GIS the compatads these values and draws a
line linking the coordinate positions. Figure C.2 on the mEage shows this.

C.1.2 Raster data

Map objects can be represented by numerical values in a gkdlis. That is by represent-
ing the type of object present in each cell [11]. For examplalae is stored in each of these
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Figure C.2: Vector data [27]

Vector data /|

cells to represent the nature of whatever is present at thesponding location on the ground.
These types of data are referred to as TIFF, JPEG, etc. Thaysad for visualization purposes.

In figure/ C.3 with figure C.2 in mind it is shown that the data relsothe color of the fea-
ture which occupies that part of the maps surface, the vakmsded in the cells are either
white, blue or red. To reproduce the image the computer reads of these cell values one by
one and applies them to the pixels on the screen.

Figure C.3: Raster data [27]

C.2 Use of vector data for planning a network

For planning an IT infrastructure the vector data is mosfuldeecause it is a strong form of
representing spatial data in digital form. It uses coord@inairs ( X,y) to represent the features
of interest on the landscape. The vector maps use geonisggaents such as points by coor-
dinate pairs ( X,y ) and lines (series of point coordinategpwesent the object)[25].

The GIS data that represent a road network is used to modéhanken the trace level where
it is the space allocation in the field for the infrastruct[iré).

For example, the municipality of Hals geographic data cafobed in terms of nodes, lines,
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and this data can be represented using the vector data niioidglossible to store information
on nodes and lines in a database applications like Ms-Adimbsas tables and meta data views.

C.3 Converting map information in to digital form

Geographical data can be placed in GIS (Geographic Infeom&ystem) which is used for
analyzing geography and information. The GIS is used foryn@mposes, e.g., the GIS can
answer questions like "What is the shortest path between teaiitms in that area?" by using
the GIS information regarding road structure. This agaip$iéen planning a network where
physical locations of duct nodes and other infrastructemmonents can be chosen based on
the GIS data.

In a given map a number of information can be observed. Famplg human beings can
interpret some information from a map by simply from the gil content of the map for in-
stance by using names of objects written on a map.

Like human beings GIS takes all the information and recdndsibformation in an electronic
format.

The GIS must be able to store information about:
* The geometryThe shape and location of the objects.

» The attributes:The descriptive information known about the objects, ndiyrdisplayed
on a map through symbology and annotation.

C.4 Maps in bits

The first step in converting map information into a form thah de read by a computer is to
describe the shapes and locations of features using a sénesnbers. Computers store in-
formation in sequences of binary digits (bits), which forroagle for every possible number or
letter.

This fits with the way maps reference geographical locatmmshe earth’s surface, through
a system of coordinates. These coordinate systems candlerlational or international.

For example a grid can cover the whole map area of a locatiagainda grid can be repre-
sented as a series of numbers. As shown in figure C.4 on thevinligpage, all locations and
shapes can be defined in terms of x and y coordinates from a givé system: these are the
numerical values which are used to translate map informatio digital form.
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bd x = 482750 m
y = 316680 m

Figure C.4: A grid representing coordinates in a map [27]

C.5 Mapinfo

Mapinfo is currently the market leader in affordable magpsoftware. Mapinfo provides a
flexible tool for integrating attribute data with map data]1

The key to understanding mapinfo is to consider a mapinfalzese as a series of registered
map layers or themes which represent a landscape or indiviite.

On mapinfo, the data represented by a map layer is known dslg tahich consist of two

distinct componentsTabular Datathis is also called attribute data that contains field valnes
a series of records, i.e a conventional data base table.xBanme the following C.5 shows a
tabular data for the Hals Kommune digital map database.ldalata are stored in mapinfo as

Lo
obj_type |5_id [r_id [s.or [
C[r_ret R 268214 267 56 3 —
(R ret R 268793 268,793 1
Cl|r_ref R 268794 268,794 1
R ret R 278359 269,336 3
C|r_ret R 276,181 273 411 2
Cllr_ret R 278181 273912 2
Cllr_ret R 277 955 277 355 1
1R ret R 277 956 277 956 1
Cllr_ret R 278,065 278 065 1] 54
< o

Figure C.5: Example view for a tabular data in mapinfo

conventional database tables like access database or Mgi&@hase.

Map dataare also called graphical data that contain graphical tbjetated to some or all
of the tabular data records. For example the following C.éhenfollowing page shows a map
that is created from the tabular data.

Therefore, using mapinfo for handling a GIS data for crepsimap is a very important tool
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& NT,MN,5,R_main,R,Hals_komm Map - O] x|

Figure C.6: Example view for a map data in Mapinfo

for network planning. Once a tabular data in GIS is availahke possible to generate queries
and find out the information is quite simple.
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Appendix PHP and MySQL

There are two types of information stored in GIS. PHP is aeseside scripting language de-
signed specifically for web applications but it also useddibrer applications that need a dy-
namic update of information, for example in some applicai®HP is used for applications
like network planning. The PHP has given more interest toacabse of it's high performance
and due to offering interfaces to many different databaseesys.

One type of database system that can be used along with PHPS®M MySQl is very fast,
robust, relational database management system that isas¢ore, search, sort, and retrieve
data [16].

D.1 Interfacing with MySQL using PHP

Before connecting to a database in MySQL, the first step shHmutdeating the database. After
the database is created the steps in using the databasd@senig:

1. Setup a connection to the appropriate database
2. Query the database
3. Retrieve the results

Setup a connection to the appropriate databa3e:connect to MySQL, MySQL user name
and password must be specified. Using the mysql_connect gad rselect_db function, it is
possible to connect and select a database to use for a scripdtie.

For example the following script shown in figure D.1 is used detting up a connection to
the database called, spt. To connect to the database adiuitalled, mysgl_connect, in line

< 2php

guser = "root”:
spasswd = "beloved”;
sdatabaze = "apt”:

RS m SR R SRR TR o B el

10 glink = mysql comnect("localhost”, suser, fpassud);
i if('mysql_select db($databasze, $link))

1z echo "comnection faild to database \n':

13 2=

Figure D.1: Example of a script for connecting to a databagg [

10, here above it is used for opening a connection to the dstatalled, spt, that can be seen
here above in line 7. The script does a task by authentictttemgsers name and the password,
that can be seen in lines 5 and 6. The connection closes whesttipt finishes it's execution.
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Generally has the connection function in MuSQI the syntaysl connect (hostname, user-
name, password) where the hostname is the name of the serhasten has a script running.
Username is the name of the user who has the authentication.

Query the databaserhe other important function that is used for query the dagalis mysql_query
function. Once connected to the database this functioreid tsssend commands to the database
to fetch the information from the database.

Example: The following script shown in D.2 is used to fetchuany for creating a table called
nodes that uses an SQL syntax for creating the table in thibuaés given.

<zphp

3

z

3 include("create_gh.php"):
4  include("connect_gb.php")
5

]

nysql_query(“Create table nodes (sp integer, x_cord integer, ¥_cord integer)™);

Figure D.2: Example of a script for fetching a query from aadbaise [22]

Retrieve the resultsThere are a variety of functions available to break the tesult of the
result identifier in different ways. The result identifiettie key to accessing the zero, one, or
more rows returned by the query.

For instance if a select command is used, mysqgl_num_rows(pe used to count the records
returned in the result set. Then, to display the data thatfewasd, mysql_fetch_array () can be
used to get all the results during a loop and get them on ars{td¢

For example, the following function shown in the figure D.Zdigor displaying the data in
the src_node after the execution of functions mysql_quoersgl_num_rows and mysqgl_fetch
array.

39 function £_spuifstart_node){

a1 mysgl_query("Delete from sprree”):
a2 mysql_query("Delete from spr
("De: from

src, pred, level, dist)values{§start node, 0, 0, 0)7);

Tow sptree_temp”):

Figure D.3: Example of a function used for displaying a dafj |

D.2 Project PHP

As mentioned throughout the report the GIS data is store@ialdses. In order to create the
scenarios some manipulation of this data is necessary @r tsédchieve the results needed with
the help of some algorithm. There are a several ways of aicigiekiis, but the method chosen
here is to program the scenarios in PHP as it is good in iniagawith SQL. In this project, we
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desided to write the program in PHP.

This section will explain each phases program’s process anipulating and programming
from the GIS data in order to achieve the results needed. wEvike section will not go into

minor details, that explains every line of code, that is dionde code itself which is enclosed
on the followed CD. We will rather explain the main parts of toele and the flow.

D.2.1 Phasel
D.2.1.1 main.php

All the scenarios in both 1 DN location and 2 DN locations s@in&rios we used the main.php
as our main file where we call all the needed parts.

Flow of main.php

1. Run create_db.phpThis runs the create_db script, which deletes the db if itrsaaly
created.

2. Run connect_db.phpThis runs the connect_db script, which creates a connebisn
tween the php and the SQL database.

3. Run preperation.php:This runs the preparation script. The preparation extrdes
needed data from the original GIS database and places ieindWly created database.
There are two reasons, first we only extract the data neededtfre original database.
Second, is not to keep the original database intact. Morailddtinformation can be
found in'D.2.1.2.

4. Run create_DN.phprhis runs the create_DN script, creates our distributiaresmeeded
for the scenarios.

5. Choose topology to runBecause each topology scenario use the same database and as
the programming of each scenario is similar, only one togplcan be run at any given
time. The scripts available to run are tree-topology.plgstree-topology.php and ear-
topology.php (for more see D.2.1.3).

D.2.1.2 preperation.php

Same as for main.php, preperation.php is identical in bobiNllocation and 2 DN location
scenarios. The preperation.php is used for acquiring tleelete data from the original GIS
database and placing it in the newly created one. That isgfigres the project database to be
used for the scenarios created.

Flow of preperation.php

1. Create SP_vh tableHere a table is created where only the needed segment points a
chosen. This makes it easier to run a spanning tree algqriéisnmaving all segment
points available would be unnecessary and process hard.
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. Create S_vh tableSame is done to the segments themself as the segment pothefor
same reason.

. Run extra_S.php This runs the extra_S script, which creates the extra setgnaa
segment point for the area which are missing from the orlgiaebase. These are mainly
town owned bicycle and walk roads which are available foméevork creation.

. Create NT table:Here an NT table is created where only the needed NT’s aretsdle
and placed in the new database. Also some extra NT's aredeatiwhich where not
chosen in the previous study. The NT’s are then marked witlslwttistrict it is a part of,
again from the previous study. Finally some cleaning is dufrtbe NT columns.

. Create NT2SP tablddere aline is created from the NT's to the SP for visual puedns
also to mark the distance from the SP to the NT.

D.2.1.3 tree/eartree/ear-topology.php

Though they are all different topologies they all have alirtbe same flow and use similar
methods. However some inner functions may vary for exanmge#ar topology has two splicing

points in each districts therefore two paths are create@db @ouse rather than just one with
eartree and tree. However the method of creating those sastil the same just done twice

for the ear topology from 2 locations. So in basic it is vemyigar but with some differences.

As the flow is nearly identical between the topologies it willy be detailed once instead of 3
times. In the flow X will thus denote tree eartree and ear.

Flow of tree/eartree/ear-topology.php

1. createXSpliceP():This function creates the splicing points used in a scenartas is

manually done, but will later on be an automatic process w/tiee splicing points are
automatically created based on the set criteria. But for fesvi$ manual as previously
chosen splicing points where created.

. createTables()A small function which creates tables needed by the scenario

. createSPtree()This is the most important function which creates the spapiiee for
the scenario. The algorithm uses the segment points teedteaspanning tree. The steps
taken to created the spanning tree are:

1. Starting point is chosen (DN’s segment point).

2. Check which segments are connected to that segment point.

3. Those segments are then checked for the second segmetnt poi

4. The second segment point of each segment is then updatedvio it's ancestor is
and the distance (Ancestor distangeSegment distance). Also the level of the segment
point from the starting point is updated.

5. This is then done until each segment point has been updated

. addSpliceP_dist():This function adds the distance from the DN to the splicingipo
there from to the splicing point table.
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5. Run X-topology-startrun.phpin order to avoid clutter some of the function calls are
moved to this script. This is mainly the spanning tree fuorcitall for every splicing
point. Also the createSP_MNPath function and update NTifrtion explained in the
next step of the flow.

6. createSP_MNPath()This creates the path segments for visual purposes for tiogngp
points to the DN's. The way this is done is explained in théofeing steps:
1. Starting point is chosen (splicing points segment point)
2. Segment points ancestor is checked and the path tabldasagpwith the two points.
3. The algorithm then checks which segment has both segnoamsm@and updates the
path table with the segment.
4. This is then done until the level reaches 1 again.
(Each segment point has a level, that is to say how many sdgrogns is between itself
and the destination).

7. updateNT():This function updates the NT table with the splicing pointSglicing point
to SP distance and splicing point to NT distance.

Now this is basically the same for every scenario howevaethee two extra functions used in
the ear topology with one DN location, these are:

1. addSpliceP_dist_rerouteA()This function reroutes the splicing point to DN for DN1.
The reroute is necessary where the ear topology rule is bréked then updates the NT
table with the new distance.

2. addSpliceP_dist_rerouteB(fsame as addSpliceP_dist_rerouteA() but only for connec-
tions from DN2.

D.2.1.4 Remark

Now though the program has been explained as one whole thiddshot be construed that
the programming for each scenario is the same. On the cgrdsacan be seen on the cd
each scenario has it's own programming code, the reasoatishthugh the flow is similar the
function differs in every scenario mainly because therawaay different factor which play in
each scenario making it necessary to program each funatidas@wn for each scenario. For
more detailed analysis the code should be examined.

D.2.2 Phase 2
D.2.2.1 main.php

We use the main.php as our main file where we call all the nepded. This is done for one
distribution node at a time.

Flow of main.php
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10.

Run marking_segments.phphis runs the marking_segments script, which marks the
segments with the distribution node it is connected to.

Run create_db.phpThis runs the create_db script, which deletes the db if itrisaaly
there and then creates it.

Run connect_db.phpThis runs the connect_db script, which creates a connebien
tween the php and the SQL database.

Run preperation.php:This runs the preparation script. The preparation extrdets
needed data from the original GIS database and places ieindWly created database.
There are two reasons, first we only extract the data needeadtfre original database.
Second, is not to keep the original database intact. Morailddtinformation can be
found in D.2.1.2.

. Run districts.phpThis runs the districts creation script. Depending on thitea set this

script will create districts for the GIS data.

. Run d_post.phpThis runs the d_post.php script, which is the post procesgtgo the

district.php. Because districts.php leaves behind seypeddlems after it has been run,
this script ensure to fix those problem.

. Run splicingpoints.phpThis runs the splicingpoints.php script. After the didgibave

been created we have to find where to place the splicing points

. Run topology.phpThis runs the topology.php script. Unlike phase 1, we onlyhi®in

general as tree topology and ear tree topology are planngahne manor. And the only
difference is the calculation.

. Run digging.phpThis runs the digging.php script. This script finds whichreegts are

used and puts them in a database, the distance can thus blategdy adding the length
of these segments.

Run calculations.phpThis runs the calculations.php script. Here the results fevery-
thing is gathered and calculated.

D.2.2.2 preperation.php

The preperation.php is used for acquiring the needed dana tine original GIS database and
placing it in the newly created one. That is, it prepares ligeproject database to be used for
the scenarios created.

Flow of preperation.php

1.
2.

3.

Create SP tableHere the segment point (SP) table is copied from the origiatdbase.
Create S tableHere the segment (S) table is copied from the original databa

Create NT tableHere the Network Termination’s (NT’s) table is copied frdme briginal
database.
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D.2.2.3 districts.php

The districts.php is the main script in phase 2 as it credtedlistricts. A combinations of
algorithms is used in order to acquire the results needed.

Flow of districts.php
1. createTablesDist()A small function which creates tables needed by the scenario

2. Add a start point: A start point is added, mainly the location of the distribatinode.
And is placed in the district_j table (junction table useddentify next point to create a
district from).

3. districtLoop(): As one district is created at a time a loop is needed in orderdate
the districts until we have included every NT. The procesth& it starts by running
createSPtreeDist() to find the distance from the point weuaigg in the district_j table
to all other points. From that we can then choose the pointwavd in the district based
on the criteria’s in the districtCreation().

4. createSPtreeDist()Same as createSPtree() in phase one, where we find the diftamc
one point to all other. Used to map the surroundings from thetpve are working with
at the moment.

5. districtCreation(): This function views the result gotten from the createSPir&t€) and
based on the criteria’s set chooses it's district, it themnksithe segments, SP’s and NT’s
with the district. And finally creates new junction pointsbd from the new district.

6. Remove the the used junction poiAfter we have finished we now have to remove the
point from the district_j table so we wont try to use it again.

7. check_junction()Finally we now run a function which checks the junction tadohel sets
up for the next loop run.

D.2.2.4 d_post.php

In the process of making the districts, we encounter somblg@mes of small districts. This
meaning that the criteria’s set in the district creation canse small districts to form inside
dead end roads. Another problem which can occur is that Iseadistricts are created in span-
ning tree manor, empty district can form. This only happehsmtraveling to rural areas where
empty district are created as the spanning tree is travelugh rural areas.

Flow of d_post.php

1. district_recalc(): This function starts of by opening the newly created distnt table
and check if there are district’s with fewer NT’s then theemia set. If so it then check if
the combined segment length of this district is less therctlteria set. If both criteria’s
check out it then searches for the district closest to it atub @his small district to it. By
checking both NT’s and distance we ensure that rural distwith small amount of NT’s
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but large distance are not combined. And that districts msdeareas with large amount
of NT but small distance are not combined.

2. removeNullDistricts() This function checks that if any of the districts created dbhave
any NT’s. IF so it is removed from the list, so that it will nat balculated as a district.

D.2.2.5 splicingpoints.php

When we have created the district we need to find where to ptecsaicing points within the
district. This script finds that point and places it in a Splicpoint table.

Flow of splicingpoints.php

1. findSplicingPoints():This function determines which segment point is best suibec
splicing point placements. This function checks for onéritisat a time. Each segment
point within a district is run through the spanning tree aiilpon to check it's distance
to all other segment points within the district. The segnpnt with least amount of
distance to all segment points is chosen as the splicing.poin

D.2.2.6 topology.php

Unlike phase 1, it is not necessary to have one script for efttte topology. Both the tree and
the eartree topology are planned in the same manor, but balgalculation will be different.
Because we have now automated all the process the differerddhis and phase 1 is some-
what. .

Flow of topology.php

1. createTables()A small function which creates tables needed by the scenario

2. createTreeSpliceP()This function creates the splicing points used. Here theiggl
points created in the spicingpoints.php script is prepaoeoe used with the topology.
This meaning creating a table which includes the needediddt@ used in this script.

3. createSPtree() 1s the same used throughout this project and is the spanr@agatgo-
rithm.

4. addSpliceP_dist()This function adds the distance from the DN to the SplicinjPo
the splicing point table.

5. splicingPoints(): This function creates the spanning tree tables for eacheo$piticing
points.

6. updateNTloop():It loops the updateNT() function which adds all the necssdata to
the NT’s based on each district. That is the splicing poinsplicing point to nt distance,
the whole distance and the district number.
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D.3 Project DB

This section will focus on explaining the details of the dhaise created for this project. Now
after the programming is done we are left with a DB which cm#@ur scenarios of network
infrastructure, from that calculations can be made or thketan the databases can be extracted
to be used with a GIS visualization tool like mapinfo. Howetlgs database can be large and
withhold a large amount of data. Now this section will expl#ie tables made by the project
and explain what each table withholds. Following is the arption on how the chapter is set
up to ease the readability of the section.

Section structure:
Table name: Explanation of the table

* Columnl : Explanation of columnl
¢ Column2 : Explanation of column2

Each scenario will however not be explained but as the prograg is similar the database
structure is similar so this section will explain all the legin one. The program also creates
some extra temporary tables which is used during the saeregation and will not be ex-
plained.

NT: This table withholds the information regarding the networkrigation points and the
all relevant information.
Where there is a difference between ear or eartree agairnsipedogy it will be placed in (value
in ear topology db).

* NT_id: Names the NT.

* NT_x: The x vector of the NT location.

* NT_y: They vector of the NT location.

* NT_count: The number of NT’s within the NT.

* SP_id: The id of the Segment point which the NT connects to.
« SP_dist: The distance of the Segment point to the NT.

* MN_id: The id of the MN the NT is closest to.

 MN_dist: The distance of the MN to the NT.

* kom: The numerical value of the commune.

* vejnr: The numerical value of the road the NT is on.
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 prev_district: The numerical value of the district the Ndhares to in the previous study
(Phase 1).

 (District: The numerical value of the district the NT adéerto in the previous study
(Phase 2).)

» SpliceP_id(_A): The id of the splicing point (A) which thelNonnects to (Phase 1 and
2).

» SpliceP_SP_dist(_A): Distance between Splicing pointdAd Segment point (Phase 1
and 2).

» SpliceP_NT _dist(_A): Distance between Splicing point éd NT (Phase 1 and 2).
 (SpliceP_id_B: The id of the Splicing point B which the NT oeats to (Phase 1).)

» (SpliceP_SP_dist_B: Distance between Splicing point B&egiment point (Phase 1).)
» (SpliceP_NT _dist_B: Distance between Splicing point B Biid(Phase 1).)

* (SpliceP_NT _Total_dist: Total distance of both Splicpants to the NT’s (Phase 1).)

S : This table withholds the information regarding the Segméotsds).

* S_id: Names the Segment.

» deg: Lists the degree which the segment is. Meaning how no#mgr segments are
connected.

« direction: The direction of the road.

* level: Details what level the segment is.

* lenght: Explains how long the segment is.

» SP_id1: This column holds the name of the segment point fiexded with the segment.
» SP_id2: This column holds the name of the segment point Aexied with the segment.
« SP_x1: The x vector of the Splicing point 1 location.

« SP_y1: They vector of the Splicing point 1 location.

» SP_x2: The x vector of the Splicing point 2 location.

» SP_y2: They vector of the Splicing point 2 location.

* MN_id: The id of the distribution node associated with tegment (phase 2).
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S_extra: This table withholds the information regarding the extrar@egts (roads) used in
phase 1.
Same columns are used here as for table S.

S_vh: This table withholds the information regarding the Segméizds) in the vicinity
of the planning area for phase 1.
Same columns are used here as for table S.

segs:Temporary segment table used during the spanning tree ighgor
Is a reduced version of the S table.

SP(_vh): This table withholds the information regarding the segmemnts used in this
project.

« SP_id: Names the Segment Point.

» SP_x: The x vector of the segment point location.

SP_y: The y vector of the segment point location

» deg: The degree of the segment point. Meaning how many sggrage connected to the
segment point.

* MN_id: The id of the DN the SP is closest to.

 prev_district: The numerical value of the district the SPeres to in the previous study
(Phase 1).

SP_vh_extra: This table withholds the information regarding the extra 18egts points
used in phase 1.
Same columns are used here as for table SP_vh.

xSpliceP: This table withholds the information regarding the splicpmnts.
x in the table name denotes that we are talking about eargeaahd ear topology. The ear
topology also has two SpliceP tables, namely EarSplicelPEanSplicePB, the columns how
ever don't differ.

« District: Names which district the splicing point is in.
» SpliceP_id: Names the Splicing Point.
» SpliceP_x: The x vector of the segment point location.

» SpliceP_y: The y vector of the segment point location.
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» distl: Distance of the Splicing point to DN1 (phase 1).
« dist2: Distance of the Splicing point to DN2 (phase 1).
« dist: The total distance of the Splicing point to DN’s (padsand 2).

SP_DNx_tree or SP_tree(district nr): This table withholds the information regarding the
spanning tree from the DN’s to all SP’s.
x in the table name denotes either DN1 or DN2.

 src: The Segment point id.

» pred: The Segment points predecessor.

* level: Explains the level which the SP is from the DN.
» dist: Distance from the SP to the DN.

SP_SplicePx_treeThis table withholds the information regarding the spannireg from
the Splicing point to all SP’s.
x in the table name denotes the district in question. Hasgheescolumns as SP_DN _tree.
SP_DNx_path: This table withholds the information regarding the path frtme DN's to
all SP’s.
X in the table name denotes either DN1 or DN2.

» SP_id: Names the Segment Point.

* MN_id: The id of the MN the SP is closest to.

* SP_id1: This column holds the name of the segment point fiexded with the segment.
« SP_id2: This column holds the name of the segment point Bexxiad with the segment.
« SP_x1: The x vector of the Splicing point 1 location.

« SP_y1: They vector of the Splicing point 1 location.

* SP_x2: The x vector of the Splicing point 2 location.

* SP_y2: They vector of the Splicing point 2 location.

* level: The level the segment point is to the DN.

NT2SP: This table withholds the information regarding the segmemhfthe NT’s to it's SP.

* NT_id: Names the NT.

» SP_id: Names the Segment Point.

dist: The distance between the NT and it's SP.

* NT_x: The x vector of the NT location.
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* NT_y: They vector of the NT location.
« SP_x: The x vector of the segment point location.
» SP_y: They vector of the segment point location

Calculations: This table withhold all the information needed for the cadtidns.

District: The district number.

NR_of NT: Number of NT’s in that district.

dist_SPDN: Distance from the splicing point to the digitibn node.

dist_ SPNT: Distance from the splicing point to the NT.

NT2SP: This table withholds the information regarding the segmemhfthe NT’s to it's SP.

NT_id: Names the NT.

» SP_id: Names the Segment Point.

dist: The distance between the NT and it's SP.

* NT_x: The x vector of the NT location.

NT_y: The y vector of the NT location.
» SP_x: The x vector of the segment point location.
» SP_y: The y vector of the segment point location

Digging: This table withholds the segment ID’s which are used in theegtojfrom this
digging can be calculated.

district_j: This table holds the segment point id of the junction poipt i@) and the previ-
ous district it was created from (p_district) (phase 2).

district_nt: This table holds the NT id and the district it is in (phase 2).
district_s: This table holds the segment id and the district it is in (g2

district_sp: This table holds the segment point id and the district it igoinase 2).
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Appendix Guidelines

E.1 Types of fiber

Knowing the characteristics of different fiber types is utadunderstanding the applications
for which they are used. For using a fiber optic communicagimperly relies on knowing
what type of fiber is being used and why. Currently fiber is caiegd into two groups namely,
single-mode and multi-mode fiber. The mode refers to the pathoto takes in going from one
side of the fiber to the other.

Multimode fiber: Multi-mode fibers are those with multiple pathways throughicli light
travels. Within the core of these cables are several hurdyeds of glass, each with a lower
index of refraction as you move outward from the center. &light travels faster in the glass
with lower indexes of refraction, the light waves refractedhe outside of the fiber is speeded
up to match those traveling in the center [6].

The most important thing to know about multi-mode fibers @t ttiney are fine for distance
of up to about a kilometer and slower bandwidths. That makemtsuitable for data networks
within buildings or between nearby buildings. That meanstiype of fibers are best designed
for short transmission distances, and is suited for use iN Isfstems and video surveillance
[13].

Single-mode fiber: Single-mode fibers are considered the more appropriateehdien
running cable longer than a kilometer, when putting throagignal of more than 2 or 3 Gbps,
or when the system must be "future-proof."

The reason single-mode fibers have such a great capacitiy ltegir design. The core of a
single-mode fiber cable is extremely small and usually betw&to 9 micron (compared with
62.5 micron in the typical multi-mode fiber cable) and onledight wave at a time can be
transmitted down the core. Because of quantum mechanieitgffthe light traveling in the
very narrow core stays together in packets, rather thandogiaround the core of the fiber [6].

While this enables single-mode fibers to handle far more sigvex far greater distance than
their multi-mode cousins, single-mode fibers are consalgyde a bit more difficult to termi-

nate than multi-mode fibers. Plus, single-mode fibers redagers as their light sources, which
are more expensive than the LEDs that are typically usedmitli-mode fibers.

E.2 Choosing optical fiber cable

There are different areas of application for a fiber optideaBeaserach has been done for sev-
eral years to identify the type of fiber cable that are impdrtar different types of applications.

According to [21] standard cable designs have been dewligpehe following areas of appli-
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cation:
* |ndoor cable
» Rack cable

Duct cable

Arial cable

Direct burial cable

e Submarine cable

From these six cables only four of them are usable outdooesgetare the: Duct cable, Arial
cable, direct burial cable and submarine cable. Arial armfirsuine cable are not feasible in a
city area. Thus the Duct and direct burial cable are the aaibyes which meet the requirements

[8].

E.2.1 Direct burial cable

Having a good IT infrastructure planning is always necesbafore installation can begin. Set-
ting guidelines can be a good way to start the planning psodadaying an optical fiber cable
in to the ground special guide lines should be maintainedOAtical fiber cable can be laid in
the ground by two methods i.e plowing or digging.

Plowing:This is the quickest and cheapest way for laying an optica&rfilBut plowing is
not always used in all places, for example, if the soil is armpi@r marsh, ditch-banks or very
stony ground, digging will be preferable.

When plowing is done the following guidelines are important:
* Pre -plowing has been done

« A sufficient amount of cable is being fed

The cable is being fed without jerks

The plow is not raised or lowered steeply
» The correct depth is maintained
* The plow is not tilted sideways

Digging: In laying an optical fiber digging is preferred in cities, twsy and places where
cables have been laid plowing is a less suitable method.alyord an optical fiber by digging a
12-15 cm cable trench is required. The trench can be doneawitictor to first dig the trench,
and then, with its wheels on either sides of the trench anthiagables along the trench directly.
The digging must incorporate all possible connectionsiwithe area, by doing so the cost of
excavation and future upgrades is minimized.
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E.2.1.1 Installation in cable ducts

In cities and towns it is a common practice to find pipes or &lsinWhen laying an optical fiber
itis also practical to use the existing pipes and tunnelsail®el instructions for the installation
must be prepared after careful on site research along tire path of the cable.

But before installing the optical fiber in ducts it is advisatd do tasks like:

* Manholes in need of repair

Cable racks required

Cleaning of ducts

Repair of damaged ducts

To expand the cable network without disturbing the previpusstalled cables the use of PVC
(polyvinyl chloride) is important. The PVC can be use as tyéase capacity of wide ducts as a
subduct. The figure E.1 shows a fiber cable duct that is useoldoemumber of cables. When

Figure E.1: Fiber cable duc&Zl]

using subducts, the maximum number of PVC tubes that candeetéd into a duct should be
installed at the same time and secured at both ends.

There are different technique used to install the cable ia thuct. The most common ones
are:

« Traditional pulling by using a pulling rope
» Blowing with compressed air

* Floating with water
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Pulling by using a pulling rope: Pulling is done by having a drum of fiber on one side and
a pulling vehicle on the other side (see Figure ). This methdyg allows for pulling 1 km at

a time, however there are methods for extending that dista®@on page ??. But this method
can be very time consuming as the cable needs to be handledavé while pulling so it won'’t
stretch.Blowing with compressed air: Blowing the fiber is the most conventional way to place

Method for sections shorter than 1 km S
Microprocessor controlled

pulling device
Microprocess ntrolled
pul \Hngdev\ce

i%_' Methed for sections longer than 1 km gﬂ_\
Ere TR EEE

}7 Approx. 1 km *‘

Figure E.2: Pulling a fiber optic cablE[Zl]

fibers inside ducts today. The method for blowing fiber depandthe fitting. With tight fitting
the method is similar to the pulling where the air acts as thiéng rope. With loose fitting
the stream of air will carry the cable through the duct, thiimforce decreases after 1-2 km
offering the possibility of longer distances. The toolsdiger blowing fiber can be seen in
figure E.3 below.

Figure E.3: Blowing a fiber optic CabIE[Zl]

Floating with water: Floating the cable with water is done nearly in the same masor
blowing the fiber, even almost identical equipment like (Bgeare E.3) is used. The method is
gentler then blowing the fiber, however the floating methaplires a large amount of water.

E.2.1.2 Installation of cable in ducts

There are a variety of cables intended for duct installatidre different types are:
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» The concentric cable, GRHLDV, with upto 144 fibers in 12 lotsses.

» The slotted core cable, GASLBDV-S, with 24 ribbonized fibereended for both outdoor
and indoor use.

* The slotted core cable, GRSLDV, with 48 fibers in 6 loose tubes

* The slotted core cable, GASLBDV, with 192 ribbonized fibémgended for both outdoor
and indoor use.

» The slotted core cable, GASLWLYV, with 192 ribbonized fibénsended for both outdoor
and indoor use, this cable has also a corrugated street sapetra protection against
rodents etc.

Figure E.4 shows typical examples of different types of dattles.

Figure E.4: Typical types of optical fiber [21]

E.3 Choosing splicing points and method

The splicing points are used in this project for connectinigsNo the main duct. With these
kind of splicing points the access network becomes more geaide and adding extensions
is fairly easy and cheap since for example adding a fiber regunly blowing from the NT
to the splicing point. It should be mentioned that the redsoiit being more manageable and
cheaper is because the splicing points will be placed in this Nistrict making the distance
shorter. However that distance must not exceed 800-100&rsfedm an NT to a splicing point
due to blowing distance for NT’s.

E.3.1 Splicing method

There are 2 methods available for splicing fiber cables tagethese are:
* Permanent splice

» Semi permanent splice
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The semi permanent splices uses connectors to splice (©)ine cables together. This means
that semi permanent splices are mostly used in networksthkatpidly changing for example
LAN’'s. Because the cables uses connectors there is greatethan physically connecting
them. And since we are splicing cables which should stanth®entire lifetime of the fiber,
the semi permanent splices are not a good choice.

So the method which should be used is a permanent splice, dhetwo methods of creating a
permanent splice, these are:

E.3.1.1 Fusion splice

In this method where the fibers are melted together, thisng eoth great precision to minimize
the loss when connecting two cables. Splicing the cablels fugion is the most common
method used today. However the method is time consuming @sttysince the fibers need to
be aligned with hair like precision.

E.3.1.2 Mechanical splice

There are a several different methods of mechanicallyisglicables, however the mechanical
splices are not as accurate as fusion splicing. Also in nrechbsplices a special oil is used
to splice, when the oil dries out after a few years it causex aflloss of the fiber. However
mechanical splicing is not as time consuming and is muchperahen fusion splicing.

E.3.2 Splicing points

The splicing points are the places where the main duct fibesnsected to the ducts going to
the NT's. There are several ways to create a splicing pointhaue are two main points which
are commonly used, these are:

* Manholes, shafts and wells
» Street box

Manholes, shafts and wells are mainly holes in the groundevtiee fibers are connected to-
gether. Since they are holes in the ground they provide nmategtion then street boxes, also
the room for adding expansion is much greater then in a dt@et Creating these holes are
however expensive and thus more suitable for larger sglipoints. Existing manholes, shafts
and wells can though be reused bringing the cost down.

The street boxes on the other hand are boxes placed on the@kragead, the street box offers
easier access but are less protective. The street boxemalersthus have a limited space,
however they do not cost as much.
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Appendix Phase 1 results

This chapter will detail the results of every scenario, ayglaced in it's own Appendix in order
to improve readability as this is the main factor. First thamter will list the results from the
previous study to be used as a comparison between manuattordatic planning. Then the
result from each scenario will be listed and the cost list tioeed in 6.5 on page 44 will be
used to place cost on the fiber.

F.1 Previous project - Result

Like in this project the previous project [9] created scésawith DN in one and two locations

and both tree topology and ear topology was planned, hovitewas only done with home-run.

Since the focus of this phase is only the fiber these reswtsrdy shown. In the previous study
there where 4 scenarios which are showed in table F.1. Albare in DKKR.

Scenarios Explanations

Scenario 1A 2 DN locations, with traditional tree structlieecess network.
Scenario 1B 2 DN locations, with the new ear access network.
Scenario 2A 1 DN locations, with traditional tree structlieecess network.
Scenario 2B 1 DN locations, with the new ear access network.

Table F.1: Explanations of scenarios used in the previaigyst

F.1.1 Scenario 1A

This previous study scenario is the traditional tree togplith two DN. The results are shown
in table F.2.

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 7.756 [m] 54 418.824
Main duct: Blowing of fibers 7.756 [m] 7 54.292
SP to NT: Fibers 169.534 [m] 4 678.136
SP to NT: Blowing of fibers 169.534 [m] 7 1.186.738
Termination 830 [u] 300 249.000
Splicing 830 [u] 250 207.500
Street box 14 [u] 5.000 70.000
Total cost 2.864.490

Table F.2: Brake down of fiber cost variables in scenario 1A.
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F.1.2 Scenario 1B

This previous study scenario is the ear topology with two DNe results are shown in table

F.3.
Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 21.759 [m] 54 1.174.986
Main duct: Blowing of fibers 21.759 [m] 7 152.313
SP to NT: Fibers 532.269 [m] 4 2.129.076
SP to NT: Blowing of fibers 532.269 [m] 7 3.725.883
Termination 1660 [u] 300 498.000
Splicing 1660 [u] 250 415.000
Street box 28 [u] 5000 140.000
Total cost 8.235.258

Table F.3: Brake down of fiber cost variables in scenario 1B.

F.1.3 Scenario 2A and 2B

Because the network was planned in such a manor that the SPstaj§the same between 1A
and 2A and also between 1B and 2B. Thus the Main duct resultaéyshown. The difference
between scenarios 1 and 2 is only that scenario 1 is DN’s indeattions and scenario 2 is DN’s
in one locations. The results are shown in table F.4.

Variable Amount Cost [m]/[u] Total Cost
Main duct scenario 2A: Fibers 11.567 [m] 54 624.618
Main duct scenario 2A: Blowing of fibers11.567 [m] 7 80.969
Main duct scenario 2B: Fibers 45.202 [m] 54 2.440.908
Main duct scenario 2B: Blowing of fibers45.202 [m] 7 316.414
Total cost scenario 2A 3.096.961
Total cost scenario 2B 9.375.867

Table F.4: Brake down of fiber cost variables in scenario 2A2#8d

F.2 Phase 1 - Results

Following is the tables showing the results of phase 1. Mai@mation regarding these results
can be found in Chapter 9 on page 59.
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Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 10.462 [m] 54 564.948
Main duct: Blowing of fibers 10.462[m] 7 73.234
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 830 [u] 300 249.000
Splicing 830 [u] 250 207.500
Street box 14 [u] 5.000 70.000
Total cost 3.029.963

Table F.5: Brake down of fiber cost variables in scenario 1.HR.1

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 7.786 [m] 54 420.444
Main duct: Blowing of fibers 7.786 [m] 7 54.502
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 830 [u] 300 249.000
Splicing 830 [u] 250 207.500
Street box 14 [u] 5.000 70.000
Total cost 2.866.727

Table F.6: Brake down of fiber cost variables in scenario 1.HR.2

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 31.386 [m] 4 125.544
Main duct: Blowing of fibers 31.386 [m] 7 219.702
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 1660 [u] 300 498.000
PON splitters 42 [u] 200 8.400
Street box 14 [u] 5.000 70.000
Total cost 2.786.927

Table F.7: Brake down of fiber cost variables in scenario 1.RON
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Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 23.358 [m] 4 93.432
Main duct: Blowing of fibers 23.358 [m] 7 163.506
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 1660 [u] 300 498.000
PON splitters 42 [u] 200 8.400
Street box 14 [u] 5.000 70.000
Total cost 2.698.619

Table F.8: Brake down of fiber cost variables in scenario 1.PON

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 22.735[m] 54 1.227.690
Main duct: Blowing of fibers 22.735[m] 7 159.145
SP to NT: Fibers 480.244 [m] 4 1.920.976
SP to NT: Blowing of fibers  480.244 [m] 7 3.361.708
Termination 1660 [u] 300 498.000
Splicing 1660 [u] 250 415.000
Street box 28 [u] 5.000 140.000
Total cost 7.722.519

Table F.9: Brake down of fiber cost variables in scenario 2.HR.1

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 21.804[m] 54 1.177.416
Main duct: Blowing of fibers 21.804[m] 7 152.628
SP to NT: Fibers 477.379 [m] 4 1.909.516
SP to NT: Blowing of fibers 477.379[m] 7 3.341.653
Termination 1660 [u] 300 498.000
Splicing 1660 [u] 250 415.000
Street box 28 [u] 5.000 140.000
Total cost 7.634.213

Table F.10: Brake down of fiber cost variables in scenario 2HR.
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Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 68.205[m] 4 272.820
Main duct: Blowing of fibers 68.205[m] 7 477.435
SP to NT: Fibers 480.244 [m] 4 1.920.976
SP to NT: Blowing of fibers  480.244 [m] 7 3.361.708
Termination 3320 [u] 300 996.000
PON splitters 84 [u] 200 16800
Street box 28 [u] 5.000 140.000
Total cost 7.185.739

Table F.11: Brake down of fiber cost variables in scenario RIRO

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 65.412[m] 4 261.648
Main duct: Blowing of fibers 65.412[m] 7 457.884
SP to NT: Fibers 477.379 [m] 4 1.909.516
SP to NT: Blowing of fibers 477.379[m] 7 3.341.653
Termination 3320 [u] 300 996.000
PON splitters 84 [u] 200 16800
Street box 28 [u] 5.000 140.000
Total cost 7.123.501

Table F.12: Brake down of fiber cost variables in scenario RIRO

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 20.924[m] 54 1.129.896
Main duct: Blowing of fibers 20.924[m] 7 146.468
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 1660 [u] 300 498.000
EarTree splitters N/A [u] N/A N/A
Street box 14 [u] 5.000 70.000
Total cost 3.709.645

Table F.13: Brake down of fiber cost variables in scenario 3IHR.
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Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 22.899[m] 54 1.236.546
Main duct: Blowing of fibers 22.899 [m] 7 160.293
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 1660 [u] 300 498.000
EarTree splitters N/A [u] N/A N/A
Street box 14 [u] 5.000 70.000
Total cost 3.830.120

Table F.14: Brake down of fiber cost variables in scenario ZHR.

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 62.772[m] 4 251.088
Main duct: Blowing of fibers 62.772[m] 7 439.404
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 3320 [u] 300 996.000
EarTree splitters N/A [u] N/A N/A
PON splitters 42 [u] 200 8.400
Street box 14 [u] 5.000 70.000
Total cost 3.630.173

Table F.15: Brake down of fiber cost variables in scenario BIRO

Variable Amount Cost [m]/[u] Total Cost
Main duct: Fibers 68.697[m] 4 274.788
Main duct: Blowing of fibers 68.697 [m] 7 480.879
SP to NT: Fibers 169.571 [m] 4 678.284
SP to NT: Blowing of fibers  169.571 [m] 7 1.186.997
Termination 3320 [u] 300 996.000
EarTree splitters N/A [u] N/A N/A
PON splitters 42 [u] 200 8.400
Street box 14 [u] 5.000 70.000
Total cost 3.695.348

Table F.16: Brake down of fiber cost variables in scenario 81RO
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Appendix Phase 2 results

This appendix is created to compliment the result chaptartiase 2. To ease readability of the
result chapter all the details of each distribution nodé lvéllisted here. And the result chapter
will only cover the scenarios as whole. For even more detaisults regarding the district
scenarios it is recommended to view an excel file found on tioéosed cd. The file is called
"CalculationNT.xIs".

For more details regarding the complete scenarios the gddilZ file can be found on the
enclosed CD. The file "hals.kmz" can be opened in the free tdi@idc&oogle Earth. For even
more details it is recommended to view the databases. FRatsibdse folder includes every
district scenario that is where the soft criteria maximumIMit is from 30 to 150.

Each section in this chapter will represent each of the s®istribution nodes used in this
phase. Within each section, the result from the districhade will be shown in a graph where
the red stapled line marks the transformation from smalatgd district. From that, criteria’s
are chosen which show the best result for each distributagie n Following is a figure of the
district creation for that distribution node.
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G.1. DN: ULS

G.1 DN:Uls

District scenarios

Figure G.1 shows graph of total cost result for each sofegatmaximum NT test.
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Figure G.1: Cost graph of district scenarios for Uls.

Scenario 1: Tree topology
* Digging : 76.272 Meters
* Number of NT’s :676
* Number of districts 41
» Best maximum NT criteria 70

Figure G.2 shows the district created for this distributimue for both tree and eartree topol-
ogy. Each district has it's own color, and within each ddta point is shown with a number
illustrating the segment point placement and the distnigchber. The purple star marks the
distribution node placement.

Scenario 2: Eartree topology

Same as Scenario 1.
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G.1. DN: ULS

Figure G.2: District created for DN: Uls.
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G.2. DN: STAE

G.2 DN: Stae

District scenarios

Figure G.3 shows the total cost result for each soft crit@@ximum NT test.
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Figure G.3: Cost graph of district scenarios for Stae.

Scenario 1: Tree topology
 Digging : 20.010 Meters
e Number of NT’s :192
* Number of districts 13
» Best maximum NT criteria 30

Figure G.4 shows the district created for this distributimule for both tree and eartree topol-
ogy. Each district has it's own color, and within each ddta point is shown with a number
illustrating the segment point placement and the districhber. The purple star marks the
distribution node placement.

Scenario 2: Eartree topology

Same as Scenario 1.
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G.2. DN: STAE
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Figure G.4: District created for DN: Stae.
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G.3. DN: HOH

G.3 DN: Hoh

District scenarios

Figure G.5 shows the total cost result for each soft crit@@ximum NT test.
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Figure G.5: Cost graph of district scenarios

Scenario 1: Tree topology
+ Digging : 96.307 Meters

* Number of NT’s :2729
* Number of districts 96

* Best maximum NT criteria 30

Figure G.6 shows the district created for this distributimule for tree topology. Each district
has it's own color, and within each district a point is showithva number illustrating the
segment point placement and the district number. The pgtplemarks the distribution node
placement.
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G.3. DN: HOH

Figure G.6: Tree topology districts created for DN: Hoh.

Scenario 2: Eartree topology
+ Digging : 97.099 Meters

* Number of NT’s :2729
* Number of districts 60

e Best maximum NT criteria 70

Figure G.7 shows the district created for this distributioae for eartree topology. Each district
has it's own color, and within each district a point is showithwva number illustrating the
segment point placement and the district number. The pstplemarks the distribution node
placement.

173



G.3. DN: HOH
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Figure G.7: Eartree topology districts created for DN: Hoh.
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G.4. DN: HALS

G.4 DN: Hals

District scenarios

Figure G.8 shows the total cost result for each soft crit@@ximum NT test.
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Figure G.8: Cost graph of district scenarios

Scenario 1: Tree topology
 Digging : 89.414 Meters

« Number of NT’s :2023
* Number of districts 88

¢ Best maximum NT criteria 30

Figure G.9 shows the district created for this distributhmule for tree topology. Each district
has it's own color, and within each district a point is showithwva number illustrating the
segment point placement and the district number. The pstplemarks the distribution node
placement.
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Figure G.9: Tree topology districts created for DN: Hals.

Scenario 2: Eartree topology

+ Digging : 91.323 Meters
* Number of NT’s :2023
* Number of districts 74

* Best maximum NT criteria 40

Figurel G.10 shows the district created for this distributimde for eartree topology. Each
district has it's own color, and within each district a pagshown with a number illustrating
the segment point placement and the district number. Thelggtar marks the distribution
node placement.
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G.4. DN: HALS

Figure G.10: Eartree topology districts created for DN:dHal
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G.5. DN: GAAS

G.5 DN: Gaas

District scenarios

Figure G.11 shows the total cost result for each soft cateraximum NT test.
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Figure G.11: Cost graph of district scenarios

Scenario 1: Tree topology
+ Digging : 38.305 Meters

e Number of NT's :221
* Number of districts 20

* Best maximum NT criteria 30

Figure G.12 shows the district created for this distributimde for tree topology. Each district
has it's own color, and within each district a point is showithva number illustrating the
segment point placement and the district number. The pgtplemarks the distribution node
placement.
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G.5. DN: GAAS

o1 N

Figure G.12: Tree topology districts created for DN: Gaas.

Scenario 2: Eartree topology

+ Digging : 37.521 Meters
* Number of NT's :221
* Number of districts 19

e Best maximum NT criteria 40

Figure| G.13 shows the district created for this distributimde for eartree topology. Each
district has it's own color, and within each district a passhown with a number illustrating
the segment point placement and the district number. Thelggtar marks the distribution
node placement.
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G.5. DN: GAAS

Figure G.13: Eartree topology districts created for DN: &aa
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G.6. DN: GAD

G.6 DN: Gad

District scenarios

Figure G.14 shows the total cost result for each soft cateraximum NT test.
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Figure G.14: Cost graph of district scenarios

Scenario 1: Tree topology
* Digging : 45.482 Meters
* Number of NT’s :765
* Number of districts 36

* Best maximum NT criteria 30

Figure G.15 shows the district created for this distributimde for both tree and eartree topol-
ogy. Each district has it's own color, and within each ddta point is shown with a number

illustrating the segment point placement and the distnigchber. The purple star marks the
distribution node placement.

Scenario 2: Eartree topology

Same as Scenario 1.
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G.6. DN: GAD

Figure G.15: District created for DN: Gad.
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G.7. DN: VHA

G.7 DN:Vha

District scenarios

Figure G.16 shows the total cost result for each soft cateraximum NT test.
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Figure G.16: Cost graph of district scenarios

Scenario 1: Tree topology
« Digging : 59.431 Meters
* Number of NT’s :991
* Number of districts 54
» Best maximum NT criteria 30

Figure G.17 shows the district created for this distributimde for both tree and eartree topol-
ogy. Each district has it's own color, and within each ddite point is shown with a number

illustrating the segment point placement and the districhber. The purple star marks the
distribution node placement.

Scenario 2: Eartree topology

Same as Scenario 1.
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G.7. DN: VHA
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Figure G.17: District created for DN: Vha.
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Appendix

ADSL - Asymmetric Digital Subscriber Line
ATM - Asynchronous Transfer Mode

CD - Compact Disc

CDM - Code Division Multiplexing

CN - Connection Node

CO - Central Office

DB - Database

DN - Distribution Node

DPT - Dynamic Packet Transport

DWDM - Dense Wavelength Division Multiplexing
ECSA - Exchange Carriers Standard Association
EFM - Ethernet in the First Mile

EPON - Ethernet PON

FTTC - Fiber to the cabinet

FTTD - Fiber to the Desk

FTTH - Fiber to the Home

FTTN - Fiber to the node

GIS - Geographic Information System
HDTV - High Definition Television

ICT - Information and Communication Technology
IEEE - Institute for Electrical and Electronic Engineers
IETF - Institute of Engineering Task Force
IT - Information Technology

KML - Keyhole Markup Language

KMZ - Keyhole Markup Zipped

LAN - Local Area Networks

MAC - Media Access Control

MN - Main Node

NTP - Netwrok Termination Point

OLT - Optical Line Termination

ONT - Optical Network Termination

OSI - Open System Interconnection

PON - Passive Optical Network

POTS- Plain Old Telephone System

PVC - Polyvinyl Chloride

QoS- Quality of Service

SDSL - Symmetric Digital Subscriber Line
SLA - Service Level Agreements

SONET - Synchronous Optical Network
SP- Splicing Point

SQoS- Structural Quality of Service
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TDC - Tele Denmark

TDM - Time Division Multiplexing

VDSL - Very high bit-rate Digital Subscriber Line
VoD - Video on Demand

\oIP - Voice over Internet Protocol

VPL - Virtual Private Line

WAN - Wide Area Networks

WDM - Wavelength Division Multiplexing
WWW - World Wide Web
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