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ABSTRACT:

This project is concerned about develop-
ment and estimation of a parametric model
to describe nominal and dispersive values
of DoA (Direction of Arrival) or DoD (Di-
rection of Departure) and delay for a radio
propagation channel. As parametric model
a joint FB5 and truncated Gaussian is de-
rived along with an approximated model
using a multivariate truncated Gaussian.
Both are maximum entropy models. The
Maximum Likelihood Estimator is approx-
imated by the Space-Alternating General-
ized Maximization-Expectation algorithm,
which requires an appropriate design of
data spaces and proper initialization. Sce-
narios with time variant and invariant radio
propagation channels are examined with
synthetic and measurement data to assess
the performance and validate the proposed
parametric model. The SAGE estimator
works and the results are consistent with
other estimators.

- "A SAGE Algorithm for the Estimation of Direction Power Spectrum of Individual

Path Components"

- "Characterization of the Azimuth-Elevation Power Spectrum of Individual Path

Components"
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Introduction

1.1 Background

Since the late 1990's MIMO (Multiple-Input Multiple-Output) antenna systems have been
the subject of enormous interest among engineers and researchers. The reason is that the
theoretical capacity of a MIMO antenna system is capable to far exceed the performance of a
Single-Input Single-Output (SISO) system [1][2]. The extra degrees of freedom can be used
to increase reliability through space time diversity techniques [3] and/or to increase the data
rate with space time multiplexing techniques [4].

It is the trend that 4G mobile systems! and beyond employ multi antenna transceivers to
improve the spectral efficiency and link quality of the radio propagation channel. A combi-
nation of Orthogonal Frequency Division Multiplexing (OFDM) and MIMO antenna tech-
nology is one such implementation which exploits the spatial benefits of MIMO antenna
arrays [5].

Channel modeling and estimation are important topics. They are introduced in order to
capture appropriate information about the radio channel and serves as a way to simulate
the channel environment. Channel estimation is a necessity to maintain the performance of
spatial multiplexing [6], e.g. in MIMO-OFDM.

Radio propagation channel modeling and estimation provides an insight of how electro-
magnetic waves propagate and interact in real radio channels. With a proper model the
influence of the antenna array can be removed from the observations [7], which enables a
comparison of various MIMO transceiver structures.

The radio propagation channel can be viewed as a superposition of multiple propagation
paths denoted as path components, illustrated in Fig. 1.1. Description of the propagation
paths includes the Direction of Arrival (DoD), Direction of Departure (DoD), delay, polar-
ization and Doppler frequency [8].

Radio propagation channel models may be divided into two categories: Specular propaga-
tion paths [9] and dispersive propagation paths [10]. Research on the characterization of
dispersive propagation path and estimation is quite active in recent years. Betlehem et al.
[11] showed that the shape and orientation of the joint power distribution contours have a
major impact on capacity and diversity of non-line-of-sight (NLOS) channels. "The capacity
is dependent upon the orientation of the distribution contour while the diversity order is
proportional to the area of distribution contours".

14G is not just one defined technology or standard, but rather a collection of technologies and protocols

11



CHAPTER 1. INTRODUCTION

Transmitter -
array

Figure 1.1: Illustration of a radio propagation channel. The signal departs
from the Tx array and interacts with different scatterers changing its proper-
ties(e.g. amplitude, phase, delay and direction). Also a line of sight path is
illustrated which may provide a strong signal with small dispersion in delay
and direction.

1.1.1 High resolution parametric estimation methods

High resolution estimation parametric methods, formally based on specular path propaga-
tion are effective approaches to exploit the propagation characteristics of e.g. MIMO system.
The high resolution parametric description of the multi antenna system can also be applied
into navigation, locating and radar tracing and sensing as well.

Beam-forming

Beam-forming techniques are a subclass of spectral analysis techniques and they are com-
monly used with electromagnetic and audio signals. The techniques work by "steering" the
sensitivity of a sensor array in a specific direction and are typically used as a first analysis for
the power spectrum of the propagation paths. The Bartlett and Capon beam-former family
are among the most popular beam-forming techniques [12].

MUSIC

The MUItiple SIgnal Classification (MUSIC) algorithm published in [13] is another high res-
olution spectral analysis technique. The idea behind the MUSIC is to divide the signal space
into a noise subspace and signal plus noise subspace. The estimator will exhibit peaks in
the vicinity of the DoA, which is where the steering vector will have a large distance to the
orthogonal projector onto the noise subspace [12]. The MUSIC algorithm is very sensitive to
estimation of the rank of the subspaces.

ESPRIT

The ESPRIT [14] algorithm also belongs to high resolution spectral analysis. The underlying
antenna array is divided into sub-arrays. Each sub-array consists of the same number of

12
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elements and the spacing between the those are known.

Compared to the MUSIC algorithm, the ESPRIT algorithm does not require any knowledge
of the radiation pattern. However, the ESPRIT algorithm needs multiple sensor doublets.
The elements in each doublet must have identical radiation patterns and are separated by a
known constant distance. Except for the identity requirement for the radiation patterns of
the elements in the same doublet, the identical radiation pattern may have arbitrary gain,
phase and polarization.

EM

The Expectation-Maximum (EM) algorithm [15] is an approximation to the Maximum Like-
lihood Estimator (MLE) of the joint specular path components. The EM is designed on the
expectation of the hidden data space for each specular path propagation and the perfor-
mance of it is quite dependent on the algorithm design.

SAGE

The Space-Alternating Generalized Expectation-Maximization (SAGE) algorithm is intro-
duced in [9]. SAGE is a further improvement for the EM with faster convergence rate and
less complexity, but the design of hidden data spaces is crucial. The realization of SAGE
depends on the expectation of hidden data for the individual path component.

Review of dispersive path modeling and estimation

The dispersive path components model is believed to be a more accurate model of the radio
propagation channel compared to specular path components. Dispersion of the path com-
ponents include direction, delay and frequency and it is described by a continuous function.
In [10], a dispersive path model was proposed by only considering the horizontal angular
spread. The bi-azimuth (DoA and DoD) dispersion was modeled by a von-Mises distribu-
tion and estimation was conducted with the SAGE.

Another dispersive path model of one single side (receiver or transmitter) was proposed in
[16][17] where both the horizontal and vertical angular spread were considered. The joint
horizontal and vertical power angular spread was modeled by the Fisher-Bingham-5(FB5)
distribution and an investigation was conducted to estimate multi-path components using
the SAGE in narrow band scenarios.

1.2 Problem statement

This project is concerned about how to extend the dispersive path component model into
more dimensions specifically in delay. In [16], the authors focused on a single side of the
radio propagation channel in a narrow band scenario, where the latter assumption means
that only dispersion of path components in direction were considered. An extension into a
wide-band scenario requires modeling of path component dispersion in both direction and
delay.

13



CHAPTER 1. INTRODUCTION

Furthermore, the project will also consider the multi-path components estimation problem.
In this matter the SAGE algorithm will be introduced in order to obtain a practical estimator
of the multi-path components.

We only consider SIMO and MISO systems since the results may be extended to MIMO
systems. Also doppler frequency and polarization will not be investigated. Our interests
is to model and estimate the power spectrum of dispersive path components in both time
variant and time invariant radio propagation channel conditions. The phase distribution of
path component will be analyzed for the time invariant scenario.

In short, the problem of the project can be described in the following.

1. To find an appropriate model of the radio propagation channel in SIMO and MISO
systems with dispersive path components in both direction and time.

2. To design a well structured estimation algorithm with preferably fast convergence.

1.3 Report overview

This report is divided into 3 parts: A general part about the channel model; channel propa-
gation characterization and estimation for time variant scenario; channel propagation char-
acterization and estimation for the time invariant scenario.

Part1

Chapter 2 describes signal models of SIMO and MISO systems. Channel sounding tech-
niques are introduced. The radio channel propagation is modeled under the far-field as-
sumption to simplify the radio channel propagation model. A dispersive path component
model is introduced to describe a group of correlated path components.

Part 11

In Chapter 3 the power distribution model of the dispersive path components is analyzed.
The maximum entropy modeling principle is used. The FB5 distribution is suggested as the
power distribution in direction and the truncated Gaussian distribution is suggested as the
power distribution in delay. A joint power distribution in direction and delay is derived
based on maximum entropy principle and also approximated by a multivariate Gaussian
distribution.

Chapter 4 analyzes the estimation method in the time variant scenario for multi-path com-
ponents. The SAGE is chosen as a solution for the estimation. Principles and the general
structure of the SAGE are discussed.

Chapter 5 provides the specific algorithm design for the channel propagation estimation in
a time variant scenario. A detailed initialization procedure design for SAGE is given.

Chapter 6 documents the estimation results from both synthetic and real measurement data.
Observation for the measurement data is described. The analysis of the model mismatch

14
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between the model and the measurement is carried out and a solution to minimize the model
mismatch is proposed.

Part 111

Chapter 7 suggests a simplified distribution of the path components for the time invariant
scenario by using the power distribution model in Chapter 3 and an identical phase distri-
bution.

Chapter 8 modifies the SAGE for the time invariant scenario.
Chapter 9 modifies the algorithm to the time invariant scenario.

Chapter 10 provides estimation results of the measurement data in the time invariant sce-
nario. Improvements to minimize the model mismatch is again discussed.

Chapter 11 concludes the project. Suggestions to improve the radio channel model are pre-
sented and further research topics in this field of research are provided as well.

15






System Modeling

This chapter introduces the basic structure of MIMO, SIMO and MISO systems [6]. The
channel sounding techniques help to extract a SIMO or MISO system from a MIMO sys-
tem. The analysis indicates that by using channel sounding techniques the SIMO and MISO
system will have a reciprocal relation in signal model and radio propagation patterns. The
concept of continuous distributed path components is introduced as well as several assump-
tions for the radio propagation channel.

2.1 General structure of MIMO, SIMO and MISO systems

Considering a general MIMO system with Mr transmit antennas (Tx) and Mpg receive an-
tennas (Rx) working simultaneously, the radio channel of the MIMO system can be viewed
as a coexistence of many sub-channels formed by each pair of transmit and receive antenna.
The composition can be represented by the following sub-channel matrix.

(Tl,Rl) (Tl,RQ) (Tl,RMR)
(Tp, 1) (13, Ro)

(Ti?Rj)

L (TMT?Rl) (TMT’RMR) i

where each entry represents one sub-channel formed by the 7; transmit antenna and R;
receive antenna.

A SIMO system can be viewed as a special MIMO system where only one transmit antenna
works. A selection of all the sub-channels in a row of the sub-channel matrix leads to a SIMO
system with one transmit antenna 7; and all Mg receiver antennas. Similarly a selection of
a column in the sub-channel matrix leads to a MISO system with one transmit antenna R;
and all M7 receiver antennas.

For either MIMO, SIMO or MISO system, each sub-channel can be described by its channel
impulse response. The channel impulse response describes how the radio channel changes
the transmitted signal in both amplitude and phase. In the interest of research, we only
discuss the channel impulse responses for SIMO and MISO systems.

17



CHAPTER 2. SYSTEM MODELING

SIMO signal model

Consider a SIMO system with one transmit antenna and Mg, receive antennas, where the
signal s(t) is transmitted. The output signal from the receive antenna array is a Mpr x 1
vector denoted as y(?).

y(t) = g(t) x s(t) + w(?) (2.1)
or equivalently:
C @ ] [ a®) ] [ wn(t) ]
y2(1) 92(1) wy(t)
i) | = | s sy | ws® |
Ln® | Lo | | i (®) |

where « is the convolution symbol, g;(7, ) is the sub-channel impulse response and w(t) is
assumed to be additive zero-mean spatially and temporally white Gaussian noise:

w(t) ~ N(0,62 1),

where I is a My x Mg identical matrix and &2, is the variance of the noise.

MISO signal model

In a MISO system with My transmit antennas and one receive antenna, the transmitted
signal is a M7 x 1 vector, s(t). The received signal is:

y(t) = g(O)7 % s(t) + w(t) 22)
or equivalently
C ) T
Sg(t)
y&)=[ a1(t) g2(t) gs(t) ... gup(t) | * 53@ + w(t),
| s (1)

where g;(t) is the sub-channel response and w(t) is assumed to be white Gaussian noise with
variance 62

w(t) ~ N(0,52).

The signal models of SIMO and MISO systems share some similar properties. For both
systems, there are one side with a single antenna and another side with multi-antennas

18



2.2. CHANNEL SOUNDING TECHNIQUES

array. Both system works under Gaussian noise as assumption. These imply a way to unify
the signal models for both systems. The following section in fact will apply the channel
sounding technique to improve the signal models.

2.2 Channel sounding techniques

To investigate the radio environment of a multi-antenna system, the properties of each sub-
channel in the system needs to be examined. Channel sounding techniques are used to
decompose the mixed radio channel into orthogonal sub-channels. The time and spatial
overlapping sub-channels are allocated within different divisions so that interference be-
tween the sub-channels is avoided. Channel sounding is also an efficient way to reduce the
cost of the estimation for the channel impulse response.

There are three basic techniques [18]:

1. Time Division Multiplexing (TDM) by allocating different sub-channels at different
time slots.

2. Frequency Division Multiplexing (FDM) by allocating different sub-channels at differ-
ent frequencies.

3. Code Division Multiplexing (CDM) by using distinguishable codewords for different
sub-channels.

The channel sounding techniques can be further developed as mixtures such as joint TDM
and CDM.

Wyzocki et al [19] provide a practical CDM channel sounding technique by using Walsh-
chirp sequence and Prof. Bernard Fleury has described a TDM channel sounding techniques
in [9].

In this project, the TDM channel sounding technique is applied.

Consider the MIMO system with Mp transmit antennas and Mg, receive antennas. To divide
the My x Mg parallel sub-channels in time, a switch is equipped at both the Tx and Rx
array, see Fig. 2.1. The switch is only able to select one antenna at one time. The switching
scheme divides the time period into time slots of equal length. During any time slot, only
one transmit antenna and one receive antenna are selected. In other words, during any time
slot, only one sub-channel works in the radio channel. The switching scheme is depicted in
Fig.2.2.

The time period for a thorough traversal of all sub-channels is called one sounding period,
denoted as T in Fig. 2.2. The switching scheme is repeated in each sounding period. For the
TDM channel sounding, the sounding period is selected short enough to maintain the short
term stationary of the radio propagation channel. This is to guarantee that characteristics of
the radio propagation channel will not vary within one sounding period.

The training sequence, s(t), can be reused for each sub-channel because the TDM mode
guarantees separation of sub-channels. Guard intervals (7j) are inserted between each time
slot to avoid Inter Symbol Interference (ISI).

19



CHAPTER 2. SYSTEM MODELING

T1 Rl
Input_| | Output

2

5 r-| Channel [ -

Tyt Ryr

i

Figure 2.1: A TDM channel sounding technique where only one sub-channel
is active at any time.

(Tx ,Rx)| 11 | 12 | 13 | ... [LMg| 21 | 22 | 23 | ... |LMe| T Myl | Mp2 | Mp3| ... /IT,MI
(Tx Rx) | 11 | 12 | 13 | ... |1LMg|
“a 1 »_ »
(Tx , Rx)| 1,1 ‘ 2,1 ‘ 3,1 ‘ ‘Mr,l‘

Figure 2.2: Realized switching pattern. The first row shows how T, and 7}, are
defined. The switching pattern with 7 and other transmitters are expanded
in the second row. The two depicted selections of sub-channels form a SIMO
and a MISO systems respectively.

By using the channel sounding techniques, one can easily extract a SIMO or MISO system
from a MIMO system by picking up specific time slots for different sub-channel combina-
tions. Fig. 2.2 gives examples of extracting a SIMO system and a MISO system from the
same MIMO system. Since the sub-channels are well separated for both SIMO and MISO
system with the help of channel sounding techniques, the signal model of the two systems
can be represented by the same formation as given in Eq. (2.1).

The signal structure analogy for the SIMO and MISO system under channel sounding tech-
niques also indicates that the channel characterization is reciprocal between the SIMO and
MISO system. Therefore the same estimation method is possible for both systems.

2.3 Radio channel propagation model

Fig. 2.3 provides a general radio channel propagation plot of a SIMO system.

20



2.3. RADIO CHANNEL PROPAGATION MODEL

Scatterer

Bunch of propagation paths Plane wave propagation

Figure 2.3: A SIMO system where a signal is transmitted by 7% and altered in
amplitude, phase, delay etc. by several scatters. The plane waves (illustrated
by the parallel lines) impinge on the Rx array which has a maximum geometric
extend of D.

Along the propagation the transmitted signal, s(t), is reflected or diffracted by objects such
as walls, trees, vehicles or crowds which cause the change of amplitude and phase of the
signal. The signal waves reach the Rx at different delays and directions. The objects which
cause the change of the signal are defined as scatterers. The paths the signal follows are de-
fined as propagation path components. The radio channel impulse response is determined
by the characteristics of the propagation paths.

The SIMO system is only capable to describe the incident waves at the Rx. The information
includes the Direction of Arrival (DoA) and the delay (7).

The radio propagation channel of a MISO system shares a similar structure with the SIMO
system. By exchanging all the Tx information with the Rx information, i.e. by exchanging the
labels Tx and Rx and inverting the direction of the signal transmission in Fig. 2.3. Discussion
of the following parts will focus on the channel modeling and estimation method for the
SIMO systems. All the discussions can be reciprocally used for the analysis of the MISO
systems.

The following radio propagation channel model starts from one specular path with a single
delay and a single DoA by this assumption, the sampled signal at sounding period n is
modified into:

tn+Ts
yalt) = / 0 (72)s(t — 72)6(r — 73)dms + w(t)

=g, (7)s(t — 7) + wy(t) (2.3)

2.3.1 Channel assumption

The channel impulse response introduced in Eq. (2.3) is complex due to the radio propaga-
tion channel and the antenna radiation pattern. To set up an effective channel model, several
assumptions are introduced.
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22

1. Far field assumption and plane wave propagation

The far field assumption considers the distance between the Tx and Rx to be larger
than the Rayleigh Distance [20, page 220] given by:

r>> 2D /\rp (2.4)

where Agrr is the wavelength and D represents the largest distance among any two
antennas in the antenna array (antenna dimension).

The far field assumption considers the signal wave as a plane wave whose wavefront
are infinite parallel planes with constant amplitude normal to the velocity vector of
the signal wave. By the assumption of specular path propagation, the general plane
wave can be expressed as:

s(p,t) = aexp (j(k:Tp — wt)) , (2.5)

where a is the complex amplitude, k is the velocity vector of the wave, p is the prop-
agation vector and w = 27 frr. One property of plane waves is that the delay of the
transmitted signal is linear to the length of the propagation path. From Eq. (2.3), the
plane wave propagation form the arriving signal at the Rx side is given:

x(t) = a(r,p)s(t — 1), (2.6)
where a is the complex amplitude of the received signal and it is now a function de-
termined by the specific propagation path p and delay .

Eq. (2.6) is a quite compact expression for the signal which is the basis of further study.
Fig. 2.3 also illustrates the characteristics of a plane wave.

. Small scale assumption

The arriving signal is further modified by the receive antenna radiation pattern. The
radiation pattern of the antenna array modifies the arrival signal in the form of:

y(t) = Ca(r,p)s(t — 1), (2.7)

where C is the radiation pattern of the antenna array determined by the direction of
the arrived signal and by the position of the antennas. The small scale characteristics of
the antenna array assume that the geometry distribution of the receiver antenna array
is within small range that the received signal at each receiver antenna is not influenced
by the geometric positions of the antennas. As a result, the antenna radiation pattern
is only determined by the direction of the arriving signal and the antenna radiation
pattern C' then becomes a function only determined by the DoA.

The radiation pattern of the antenna array is represented as:

Cl(Q)
caoy=| |
CMR' (€2)

where  is the DoA. Such vector is called a steering vector with direction €2.



2.3. RADIO CHANNEL PROPAGATION MODEL

The visual interpretation of the small scale assumption is shown in Fig. 2.3. The receive
antennas at different positions can be equally viewed as in the center of the ball.

Apply the arriving signal model in Eq. (2.6) and assume that the noise is white Gaus-
sian noise, the output of the Rx antenna array in sounding period n is modified into:

y(t) = C(Q)a(r,Q)s(t — 7) + wy(t). (2.8)

3. Vertical polarization

In this project, the polarization and the cross polarization is not in the scope of the
research. As a default, only vertical polarization is considered since "Vertical polariza-
tion is always used in mobile communication” [21, page 9].

4. Doppler frequency

Doppler frequency is not considered at first in order to obtain a simpler channel model.
Therefore this investigation will only focus on environments where the relative speed
transmitter and receiver negligible.

When the antenna polarization and Doppler frequency are omitted, the signal model of
a SIMO system under the single specular path propagation assumption is simplified to
Eq. (2.8) and the complex amplitude a(7, Q) is only a function of 7 and .

2.3.2 Dispersive path component model

Eq. (2.8) describes the signal model of one specular path component. The signal model of
specular multi-path components can be written as a sum of the individual specular path
components. Now suppose that L independent specular path components [21] exist in the
channel. Signal y(t) is written as:

y=> a7, U)Ci(Q)s(t — 7)) + w(t). (2.9)
=1

In Fig. 2.3, the specular path components is clustered by different scatters. Specular path
components coming from the same scatters form a bunch of specular path components. The
research is interested on the relationships of specular path components within one bunch.
By assuming that the size of the scatterers are small, the specular path components within
one bunch is believed to share similar propagation properties in delay and DoA. Conse-
quently, the specular path components are no longer viewed as independent of each other
but correlated. To represent this correlation, the complex amplitude is extended as a contin-
uous distributed function in delay (7) and direction (€2). Thereby, one scatterer in Eq. (2.9)
is replaced with a continuous model:

y(t) = /ST a(Q,7)C(Q)s(t — 7)dQdT + w(t), (2.10)

where the S and 7 are the integral intervals of €2 and .

Naturally, signals from different scatterers are still considered to be uncorrelated.
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CHAPTER 2. SYSTEM MODELING

The signal model given in Eq. (2.10) describes a continuous distributed path component
model. This is a way to parametrically describe the clustering of correlated propagation
paths and such will be denoted as dispersive path components. The dispersive path com-
ponent model is believed more accurate corresponding the true environment.

24 Summary

In this chapter, the dispersive path component model was defined. We primarily research
on the modeling and estimation of dispersive path components. In the following parts,
by no specification the expression "path component” is considered to be dispersive path
components.

24



Part1

Time Variant Scenario
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Power Spectrum Modeling in
Direction and Delay

For the time variant scenario estimation of the path component is only related to the power
distribution of a(7, 2). This chapter provides the modeling of the power distribution of the
path components. The models are analogue to probability density functions (pdf). Maxi-
mum entropy modeling is introduced. A joint power distribution for direction and delay is
proposed and an approximated power distribution is also proposed by using a multivariate
Gaussian distribution.

3.1 Problem statement

The power spectrum of the path component can be viewed as the average power distribu-
tion of the continuous function, a(7, ), if the training sequence s(t) has unit power within
one sounding period. For the time variant scenario, the average power distribution is ex-
pressed as Ela(r, Q)a*(7, £2)]. The power distribution can be modeled in the form of a prob-
ability density function by the following facts:

- The entire power for the received signal from one SDS is finite in one sounding period.
That is,

tn+Ts
/ / an (2, 7)at (Q, 7)s(t — 7)™ (t — 7)dtdrdD = Py (3.1)
tn S, T

- The average power distribution Ea(7,2)a*(7,2)] is stationary within the observa-
tion.

Introduce the power density function f(7, 2), the expectation E[a(€2, 7)a* (€2, 7)] is replaced
by Pf(€2,7) where [ - f(2, 7)d7dQ2 = 1. In this chapter the power density function f(£2, )
is derived.

A power distribution across time and space domain is usually complex. Under the condition
that no prior information is given, our analysis will follow the maximum entropy modeling.
It is necessary to define the support space for the direction and delay variables first.

The support space is the space a variable belongs to. The support space for a real variable is
the real space R, e.g. and the support space for a phase variable can be [0, 27).

The description of a direction in 3-D space requires two angles, one for the horizontal angle
description and one for the vertical angle description. With polar coordinates, any 3 x 1
vector can be defined by its radius, the azimuth (¢) for the horizontal angle and the elevation
() for the vertical angle. We define the range of azimuth as [, 7) and the range of elevation
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CHAPTER 3. POWER SPECTRUM MODELING IN DIRECTION AND DELAY

as [—m/2,m/2]. Without the interest of the radius of the vector, define the unit length vector
in cartesian coordinates:

cos(¢) cos(0)
Q = | sin(¢)cos(d) (3.2)
sin(0)
as the direction vector. Therefore the support space for € is |€2| = 1 which is a unit sphere.

Fig. 3.1 provides the visual expression for the direction vector.

Z-axIs
A
) =1
0e|—n/2,7/2 ‘
¢ < [_ﬂ-v 7T) Q :
0 i, 3 y-axis
h / ¢ \ ) > ~ 3
X-axis

Figure 3.1: Illustration of how the direction vector is obtained.

The range of the delay is normalized by the length of one sounding period. E.g. if for one
sounding period, a total 500 samples was obtained, then the the sampling rate is normalized
to 500 Hertz.

3.2 Maximum entropy modeling

Maximum entropy modeling can be viewed as a common model giving the maximum like-
lihood for exponential models when given special observation for the variables. Principles
for the construction of maximum entropy modeling are given in [22].

Theorem 1 For any given pdf f(x) fulfilling the following conditions:

1. S* is the support of f(x) where x € S*,

2. Elti(x)] = aij, i = 1,...,q, where t; is a function of x and a; is a constant value for the
expectation.
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3.2. MAXIMUM ENTROPY MODELING

Then the entropy of f is maximized, if the pdf f is of the form:

q
f(x) =exp {b{) + Z biti(x)} , xe8§” (3.3)

i=1

In Eq. (3.3), function ¢;(x) can be any kind of elementary function if only E|t;(x)] is observ-
able. From a statistics view, the most common observation is E[x] and E[zx].

One popular maximum entropy description is the Gaussian distribution. The following will
try to interpret the Gaussian distribution as a maximum entropy model.

The general description for a real N-variate Gaussian distribution can be written as:

f(x) = Cexp —%(m — )T R(x — ) (3.4)

where z € RY is N x 1 random vector , R = X! is the N x N inverse covariance matrix
with rank N, u, is the mean of x and C is the normalization coefficient.

Expand the expression inside the exponent part in Eq. (3.4):

1
f(x) = Cexp —i(wTRa: — 2" R + MmTRHm)]

1 1
= Cexp —§$TR:E + pe! Rz — zumTRum}

1
Let Cy=Cexp —2umTRuw}

f(x) = Crexp [—;wTRw + umTRa:} (3.5)

In Eq. (3.5), the general multivariate Gaussian distribution is seen to follow the maximum

entropy modeling where —a” Rz corresponds to the observation E[zz] and p,” Rz cor-

responds to the observation E[x].

Furthermore, the full rank matrix ¥ indicates that it is positive definite, as a result the in-
verse matrix R is positive definite. The eigenvalues of R represent the power spread along
the eigenvectors.

To get a clearer view for the observation of expectation E[x! Rz|, Let the matrix R =
Zf\il Aib;b!! as in eigenvalue decomposition, thereby convert Eq. (3.5) into:

N
1
f(x) = Cyexp [—QmT(§ )\ibibf[)a: + uwTRm]
N

1
= C} exp [—2 D Xi(x"b)? + uwTR:c] (3.6)

=1
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From Eq. (3.6), it is not hard to see, as the eigenvectors of R forms a basis for the N-
dimension space R¥, the expression ZZ]\LI \i(z7b;)? implies that a spread is present in all
directions of RY. Denote this kind of second moment spread as full moment description.
For a variable  following the Gaussian distribution with its support as € RY, its variance
spread is observable along any direction in the N-dimension space. The condition will be
modified if the support of  is a subspace of R and the variance spread is not observable
in all directions.

3.3 Fisher Bingham 5 distribution for direction distribution

The maximum entropy modeling for a direction vector leads to the Fisher Bingham 5(FB5)
distribution which was originally proposed by Kent in [23]. The FB5 distribution provides
a maximum entropy modeling for a 3 x 1 direction vector  (|Q| = 1) and is written as:

1) = Coxp (04 Jan(F 0 - (250)). 67)

where £ > 0 is the direction spread coefficient and 1 € [0, 1) is the ovalness ratio for the
angular spread in FB5.

The 3 vectors ~y;, v, 7v5 are orthonormal vectors and ~; = 2 represents the mean direction
of Q. The vectors v, and ~5 represent the angular power spread direction of €2. It can be
seen that in FB5 distribution, the angular spread of 2 is orthogonal to its mean direction.

Given that the mean direction -, is known, the direction of 7, and «53 can be determined by
one relative tilt angle on the orthogonal plane of «v;. To arrive at such expression, define two
direction vectors:

sin ¢ —sinfcos ¢
gy = | —cos¢ ay = —sin@gin¢
0 cos 6

which is the basis for the orthogonal plane of ;. The direction vector a, is in the X-Y plane.
Fig. 3.2 shows the relation among the three direction vector and the tilt angle.

Define the matrix,

L=y v 73l

as the direction matrix. The analytical expression for the construction of I is:

cos 01 cos qZS sin 45_ —sin 9: cos gZ) 1 0 0
I'= cosfsing —cos¢ —sinfsing 0 cosa —sina |, (3.8)
sin 6 0 cos 6 0 sina cosa

where 0 is the mean elevation, ¢ is the mean azimuth and « is the direction tilt angle.
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3.3. FISHER BINGHAM 5 DISTRIBUTION FOR DIRECTION DISTRIBUTION

Figure 3.2: The relations between -, 5, 775 and the tilt angle «

To relate the FB5 distribution to the maximum entropy modeling, the following substitution
is performed.

Expand Eq. (3.7):

f(82) = Cexp </~”mTQ - %W((WQTQ — Y5 (73 Q2+ 73TQ))>

1
= Cexp <mlTﬂ + —nr(ys — 73 )Q(vs + 73T)ﬂ>

2
Let V29, =v,—v; andv2v5=",+7;
F(92) = Cexp (myT @+ (v 9275 2)) (3.9)

Fig. 3.3 shows that the 5, v4 and ~, are still orthonormal to each other. FB5 can then be
redefined by applying v, the new v, = 4 and the new v; = ~5.

f(R) = Cexp(ry] R+ (k3 Rv3 Q) (3.10)

To get a better understanding of the modified FB5 distribution as a maximum entropy

model, the following transition is applied.

For the direction vector €2, apply a linear transformation by using the direction matrix I":
Q'

Q' =0'T=| ',
Q7
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Y2

|/

s

Figure 3.3: Relation between ~,, v5, 75 and ~4

Introduce the R matrix for random vector 2 as it is introduced in Gaussian distribution in
Eq. (3.6).

11 T2 T3
721 T22 T23
31 732 T33

X
I

The matrix R is a symmetric real matrix where each entry r;; represents the observation of
E[QTfyiQT'yj]. Now rewrite the Eq. (3.10) with the introduction of R.

f(Q) = Cexp(rQ7 + BT RQY)

11 Ti2 Ti13
T !
+ ,BQ 91 T92 Toz | € ) (311)
31 T32 T33

= Cexp(kQ7

By comparing Eq. (3.11) and Eq. (3.10), it can be seen that for FB5 distribution entries of
R are zeroes except for 723 = r3p = 1/2. Comparing Eq. (3.11) with Eq. (3.6), it is easy
to see that the FB5 distribution fulfills the maximum entropy modeling with an confined
observation of E[Q2Q7]. To be more precise, the FB5 distribution is based on the observable
mean direction £[Q2] and the observable cross covariance E[v1 Q~1Q] which is orthogonal
to its mean direction. We say the covariance observation of E Q7] for FB5 is confined
on the sphere because the support of the direction €2 is on the unit sphere and thereby the
angular spread outside or inside the sphere is not observable.
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3.4. TRUNCATED GAUSSIAN DISTRIBUTION FOR DELAY DISTRIBUTION

3.4 Truncated Gaussian distribution for delay distribution

The support for the delay is 7 € R. With TDM channel sounding technique the delay of the
signal is distinguishable within one sounding period. The maximum entropy model of the
delay is proposed to be a truncated Gaussian distribution within one sounding period. The
spread for the delay has to be small enough for the truncation.

The truncated Gaussian distribution is given as below:

f(r) = Cexp(—B(1 — pr)?) (3.12)

B = 51, > 0, 0? is the variance of the delay. B is denoted as delay spread coefficient. and /i,
is the mean of the delay. The range for the delay is confined in one sounding period defined

asT € [0,1) and p, € [0,1).

3.5 Joint power distribution in direction and delay

The FB5 distribution and truncated Gaussian distribution is viewed as conditional power
distribution in direction and delay respectively. By considering the joint power distribution
in direction (£2) and delay (7), the conditional power distribution for this joint power dis-
tribution still follows the FB5 and truncated Gaussian in direction and delay respectively.
Meanwhile, the maximum entropy principles has to be satisfied again.

By analysis previously the multivariates Gaussian distribution is a general maximum en-
tropy model which is able to describe the first moment and second moment of a variable.
Because the description for the mean and the variance for a variable is enough to give a
maximum entropy model to describe how the power of the variable is distributed, it is sen-
sible to start the joint power distribution in the form of a Gaussian distribution. The FB5
distribution can also be viewed as a confined Gaussian distribution when its support is lim-
ited to 2 € R3,|Q2| = 1. For the joint power distribution, there are three free variables: the
azimuth, the elevation and the delay. By comparison of the 3-variate Gaussian distribution
to the joint power distribution in direction and delay the following requirements need to be
fulfilled.

1. The conditional distribution of the direction and delay should follow the FB5 and trun-
cated Gaussian respectively.

2. For a 3-variate Gaussian distribution, the parameters which describe it can be catego-
rized as: 3 parameters for the mean of the variables, 6 variables for the variance matrix
of the variables. Accordingly one can expect the same number of parameters to de-
scribe the joint power distribution. For the direction description, the parameters are:
2 parameters for the mean direction (¢, ), 3 parameters for the power spread (x, ¢,
«). For the delay description, the parameters are: 1 parameter for the mean delay(7), 1
parameter for the power spread (B = #). The cross correlation of the power spread
in direction and delay needs 2 extra parameters to describe it. Finally, the number of
parameters to describe the joint power distribution has to be equal to the number of
parameters to describe a 3 variables Gaussian distribution.
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CHAPTER 3. POWER SPECTRUM MODELING IN DIRECTION AND DELAY

Now construct a 4 x 1 random vector as a stack of a direction vector and a delay variable:

7

The mean for this random vector is:

The derivation for the joint power distribution starts in an expression similar to Gaussian
distribution:

fm,T):cexp([f‘?]TR[”‘”D (3.13)

The matrix R is 4 x 4 used to describe the covariance of the direction and delay. The expo-
nential maximum entropy is determined by the components formation inside the exponent.
Let ¢(€2, 7) represent the expression inside the exponent of f(€2, 7).

Reform R in the following;:

A c
=5 5]

where A is a 3 x 3 matrix describing the covariance of the direction, b is a scalar spread
coefficient of the delay and c is a 3 x 1 vector describing the cross covariance between the
direction and delay. This decomposition divides R into 3 parts, A and b for the individual
covariance descriptions of 2 and 7, ¢ for the cross covariance description for 2 and 7.

We investigate the conditional direction distribution at certain delay 5. The expression is
given below.

N E

a(Qm) = (@~ Q)TAQ - Q) + 27 (2~ Q)(r0 — 7) — b(ry — 7)’
=0TAQ - 20" A0 + QT AQ + 27 Q(ry — 7) — 2T Q(rg — 7) — b(mp — 7)?
=QTAQ+2(-Q A+ T (r— 7))+ Cy (3.14)
(6o =740 - 267, ) ~ bl - 77?)
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If the conditional direction distribution still follows the FB5 distribution, by comparing
Eq. (3.14) and Eq. (3.10), the conditional mean direction €2|,, and the conditional direction
spread coefficient x|, from Eq. (3.14) follow:

K7y Q| rg = QT — 2¢T (19 — 7), (3.15)

where x and € are the global direction spread coefficient and the mean direction respec-
tively.

From Eq. (3.15) it can be seen that the conditional mean direction moves along the direction
of ¢ and the conditional x|, is determined by both x and ¢(my — 7). Eq. (3.14) and Eq. (3.15)
also indicate that the component Q7 AQ is not affected by the given delay 7. However, to
maintain the FB5 distribution for conditional direction distribution, the Q7 AQ needs to be
modified.

To reveal this relation, firstly assume that the azimuth, elevation and delay follow the joint
Gaussian distribution. Fig. 3.4 (a), (b) and (c) provide the conditional Gaussian distribution
of the direction given different delays on the plane. It can be seen that the mean direction of
the conditional Gaussian distribution is located along a line with the global mean direction
locates in the center of the line. One can also observe that the power spread ovalness ratio
and angular spread direction at different delays stay the same. By extending these proper-
ties to the conditional direction FB5 distribution in Eq. (3.15), it can be seen that the ovalness
radio ¢ and the direction tilt angle « stay constant in different conditional direction distri-
butions. As a result, the component 27 A€ is required to be consistent with the component
CklTovE | Q4L Q given in Eq. (3.10) for different delays, where the conditional angular spread
direction is determined by « and «|,.

Fig. 3.4 (d), (e) and (f) provide the analogue relation for the conditional direction distribution
which follows the FB5 distribution. The conditional mean direction moves along an arch
on the sphere and the ovalness radio for the angular spread of the conditional direction
distribution stay the same at different delays.

To maintain the number of parameters, two parameters are used to describe vector c¢. Nor-
mally to determine the 3 x 1 vector ¢, 3 parameters are needed (radius, azimuth and eleva-
tion). Now confine the vector ¢ orthogonal to the mean direction €2, then the direction of ¢
is determined by one relative tilt angle to describe the position of ¢ on the orthogonal plane
of Q. Denote the delay tilt angle for ¢ as 8 and decompose the c into the amplitude and
direction parts, the vector ¢ is modified into:

sin ¢ cos 3 — sin f cos ¢ sin 3

c=n —cos ¢ — sin f sin ¢ sin 3 (3.16)
cosfsin 3

The general joint direction delay distribution is:

F(Q,7) = Cexp ((kQ —ne(r — 7)) T2+ QTAQ — 2¢7Q(7 — 7) — b(r — 7)?) (3.17)
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N\
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Figure 3.4: A comparison of the conditional Gaussian distribution (a, b, ¢) and
the conditional direction distribution of the joint FB5 and Gaussian distribu-
tion (d, e, f)
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The parameters inside Eq. (3.17) is explained in the following:

e (is the normalization coefficient.

e £ is the direction spread coefficient.

e Q is the mean direction.

e 7 is the cross direction delay spread coefficient.

e cis the cross direction-delay spread direction by Eq. (3.16)

e A is determined by the conditional x|, ©|,, the ovalness ratio of direction distribu-
tion ¢ and direction tilt angle a.

e bis the delay spread coefficient.

e 7 is the mean of the delay.
The practical procedure to construct the joint pdf of direction and delay is given following.

1. For a given delay 7, calculate the vector Q) = kQ — ne(ry — 7).

2. Let ko = |€2(| be the conditional x and €y = €2 /ko be the mean direction for the
conditional FB5 direction distribution.

3. Use ko, Q9 and « to calculate the conditional angular spread direction 4, and ~y4, by
Eq. (3.8).

4. Construct the matrix A. A = /<;0§72073TO

5. Calculate f(£2, 1) as following FB5 distribution, with condition g, Q0, v20, Y30, @ and

C.

6. Combine all the conditional direction distribution to form the joint direction delay
distribution f(€2, 7).

7. Normalize f(Q, 7).

3.6 Power distribution approximations

Kent'’s article mentioned one property of the FB5 distribution that when the spread of the
FB5 distribution is pretty small, it is close to a Gaussian distribution on the plane. From this
point, it is possible to approximate the joint power distribution in direction and delay with
the Gaussian model when the spread is small enough.

Recall the real 3-variate Gaussian distribution in the form of:

T
1] & Ha ) T — g
f(x,y,2) = Cexp 5| Yy STy -y (3.18)
Z— Z—
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where X is the covariance matrix.

Now define A, = x—p1,. To approximate the joint power distribution in direction and delay,
the problem is to find a effective approximation to replace the

with

To find the approximation Ay and Ap, the X-Y plane is wrapped onto a sphere. Consider
the arch connecting 2 and Q as the difference of the two direction vector on the sphere.
This leads to an analogue formation of a difference between two points on the X-Y plane.
Fig. 3.5(a) shows the visual formation of A, and A, on the plane. Applying the same
method, forms of Ay and Ay on the sphere is given in Fig. 3.5(b) as two arches. Note that
Ag and A, are not related with the cartesian coordinate of the space. They are only related
with the relative position of Q, ap and Q.

The computation of A, is described in Fig. 3.5(c). The following are the procedures:

1. Let Q, = Q — % as the projection of € onto the €2, o, plane.

ol

2. Let |Ay4| represents the absolute difference arch on the sphere between Q2 and Q.

|Ay| = |arccos ng
|€21€2|
3. Let sgn(ﬂrggo@) as the sign of A.
4. Finally Ay is in the form of :
Ay = sgn(ng%) arccos @
|€25]1€2]

In the similar way Ay can be obtained.

A simpler approximation is to directly apply the joint Gaussian distribution for:

Ay p—¢
Ay | =| 06-0
A, T—T

This approximation works within the following limitations:

- The spread of the distribution is small
- The distribution is far away from the boundaries of the plane(¢ = &7 and § = £7/2).

- The distribution is not close to the top or the bottom (§ = £7/2) where the Jaccobi
modification will cause the distortion of the distribution.
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Ay

(fta, 1) A,

(a) The formation of A, and A, on the
X-Y plane.

(b) The formation of Ay and A, on the
sphere.

(c) The computation of Ay

39



CHAPTER 3. POWER SPECTRUM MODELING IN DIRECTION AND DELAY

3.7 Comparison of power distribution models

Until now, there are two kinds of power distribution in direction and delay at hand. One is
the joint direction delay power distribution applying the conditional FB5 and Gaussian. The
other one is the approximated power distribution by using Gaussian distribution. To make
a comparison, Fig. 3.7 provides a demonstration of the two different model in Fig. 3.5(d)
and Fig. 3.5(e). The settings for the joint power distribution and the approximated power
distribution are selected with the same mean position (6, ¢, 7). The power spread and the
power spread direction are defined close between the two models. It can be seen that the
both power distribution model are able to describe the spread and spread direction along
direction and delay.

An approximated direction delay power distribution model demonstration A joint direction delay power distribution model demonstration

0.04 0.04 <
20 N " 20 - B 55
oy s -~ s
20— 20 20— 20
Elevation[ ] -0 Azimuth] Elevation[ ] 40 Azimuth[]
(d) A isosurface plot of the joint power distribu- (e) A isosurface plot of the approximated power
tion in direction and delay distribution in direction and delay
Parameter settings Parameter settings
o°] 0 o°] 0
e 0 [ 0
T(index) 30 7(index) 30
K 100 dp 0.11
¢ 0.01 0g 0.12
al’] 60 5 0.004
3P 270 o0 02
0 1000 Por 0.4
B 40000 Por 0.1
(f) Parameter settings of (g) Parameter settings of
model in (a) model in (b)

Figure 3.5: Plots of the joint power distribution model and the approximated
power distribution model with the tabularized parameter settings.
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Radio Propagation Channel
Estimation

A time variant radio channel means that the channel impulse response is a random process
in each sounding period. Stochastic characteristics of the channel impulse response is dis-
cussed at the beginning of this chapter. The SAGE is introduced for multi-path component
estimation. Estimators such as the MLE and the LSE are applied in SAGE. The analysis is
only provided for the SIMO systems. All the methods can be reused for the MISO system.

4.1 Channel impulse response estimation with multi-path compo-
nents

The signal model for multi-path components is the sum of all the individual path compo-
nents. For L path components, the signal model is:

L
y(t) = ; /S LA Tt )y + () 1)

In the time variant scenario, the WSSUS model [6] is assumed for the path components
expressed as:

E[a(ﬂivTi)a*(ijTj)] =0, i#J (4.2)

Furthermore the radio propagation channel model assumes that different path components
are assumed to be uncorrelated:

Ela;(Q2,7)a;(Q,7)] =0, i#] (4.3)

The WSSUS assumption will lead to a simple expression for the stochastic characteristics of
the channel impulse response.

The correlation of the output signal y(¢) with s*(¢ — 7’) provides an estimate of the channel
impulse response at the sampled delay 7’. Denote the estimated channel impulse response
at delay 7’ as h(7’).
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T
h(e') = [ yo)s' (e 7
tn+T . , tn+T . /
_/&Tzal(Q,T)C(Q) /tn s(t—1)s (t—T)dtdeT—i-/tn w(t)s*(t — 7')dt

L tn+T
-y /S (S, 7)C(R)Rss( — )i + /t U s (4.4)

where Rss(7) is the autocorrelation function of signal s(t), i.e. Rss(7) = jz:ﬁT s(t)s*(t — 7).

The component ft:JrT w(t)s*(t — 7')dt is additive Gaussian noise.

The sampled vector h(7’) forms a complete estimation for the channel impulse response
within one sounding period. Now stack the sampled channel impulse response estimation
denoted as H. The stacked channel impulse response estimation vector is given as:

H = : (4.5)

where 7y, is the kth delay sample of all the K delay samples within one sounding period.

4.2 Stochastic analysis

In the time variant scenario the complex amplitude ¢;(£2, 7) is a random process across dif-
ferent sounding periods. The q;(€2,7) is assumed to have uniform phase distribution in
[0,27). This uniform phase distribution makes the complex amplitude a(£2,7) have zero
mean. The average power distribution of a;(€2, 7) follows the models given in Chapter 3 as
Ela)(Q,7)af (2, 7)] = Pfi(2, 7). By Eq. (4.3) it is assumed that different path components
are uncorrelated. Taking all the above into the investigation, the stochastic characteristics of
H is studied.

By the central limit theorem, the random H vector given in Eq. (4.5) follows the Gaussian
distribution. The mean and covariance matrix of H is derived in the following.

The mean of H is given by:
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4.2. STOCHASTIC ANALYSIS

[ Elh(n1)]
Elh(72)]
E[H] = : , (4.6)
Efh(7:)]
| Elh(rr)
and derivation in A.1 shows that E[H| = 0.
The covariance of H is given by:
[ E[h(r)hT(1)] E[h(r)hT ()] ... E[h(m)h" (15)] T
Hy _
F Elh(mi)h" (r;)]
| Blh(rx)h" (11)] E[h(ric)h" ()] |

(4.7)

where each sub-matrix E[h(7;)h (7;)] has the expression given in Appendix A.1.

L
Elh(r)h" (1)) = Z /S . P.fi(R,7)C(Q)CHT (Q)Rss(7 — 7;)Rss( — 7;)dQdr + o2 IRss(r; — 75),
=175

(4.8)

where P, and f;(£2, 7) are the power and power density function for the [th path component.

The covariance sub-matrix in Eq. (4.8) can be decomposed into signal parts and a noise part.

Let:
Yas = P.fi(,7)C(Q)CHT (Q)Rss(1 — 7;)Rss(T — 7;)dQdr
ST
Yww = 02IRss(1; — 7). (4.9)
Then,
L
E[h(Ti)hH(Tj)] = Z Zslsl + Yww- (4.10)

=1

The X4, 5, represents the signal part in the covariance matrix and Y., is the noise part.
Due to the uncorrelated multi-path components, the stochastic characteristics of H can be
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viewed as the summation of the stochastic characteristics of the individual path compo-
nents.

For the time variant scenario, the stochastic characteristics of the channel impulse response
estimation is only determined by the power distribution of each path component. The phase
distribution is not considered.

Whether the sub-matrix E[h(r;)h" (7;)] in Eq. (A4) is a zero-matrix or nonzero depends
only on Rss(7) and the distance between 7; and 7; when applying the WSSUS assumption.
The Fig. 4.1 gives a example of the covariance matrix by assuming Rss(7) = (7). It can be
observed that only the sub-matrices on the diagonal of the covariance matrix are nonzero
matrices.

i

Figure 4.1: A illustration of the covariance matrix when Rss(7) = d(7). The
color in the figure represents the absolute amplitudes of the entries. From
Eq. (4.8) it is known that a sub-matrix is nonzero only when 7; = 7;.

4.3 The SAGE

The radio propagation channel estimation in the time variant scenario is equivalent to the
estimation of power distribution of the propagation path components. When the estimation
expands to multiple path component, one can use the EM method to get a joint estimation
for multi-path components [15] where for each estimation iteration the power distributions
for all path components are estimated simultaneously. There are two drawbacks of the EM
method: slow convergence and difficult maximization steps due to coupling when smooth-
ness penalties are used. As an alternative the SAGE algorithm [24] is applied which estimate
parameters in smaller groups sequentially by alternating between several small hidden data
spaces defined by the algorithm designer.
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4.3.1 General structure of the SAGE

In the multi-path component problem, the signal model is given in Eq. (4.1). The individual
signal model for each path component can be viewed as the individual signal corrupted by
additive Gaussian noise. The received signal from the /th path component can be written as:

) (t) = /STal(Q, 7,0)C(Q)s(t — 7)dQdr + /Bw(t)  Beo,1], (4.11)

where 0; represents the parameter set for the /th path component. The collection of all
parameter sets is represented by:

0= [017027037"'70L]

Joint estimation for the whole parameter set 6 is impractical due to the computation com-
plexity and convergence rate. The key idea of SAGE is to design a well defined data sub-
space that is only related with one parameter sub set, 8. By analytical expression, for each
estimation iteration, the SAGE replace:

m gm m. gom—1 gom—1 m—1
AOT, 07, ... 0707t ot e

with

Ao ot et e,

where A represents the estimator of the joint parameters estimation and A; represents the
estimator of the /th parameter.

In short, SAGE works only in a data subspace extracted from the total received signal y(t).
The y(t) is observable data but the internal composition given in Eq. (4.1) is unknown. The
signal model for each path component is known as given in Eq. (4.11) but is observable from
the receiver. The y(t) is called observable incomplete data and the x;(¢) is called complete
unobservable data or hidden data if each path component is uncorrelated. The realization
of SAGE relies on the hidden data for each path component. This is achieved by introducing
the estimation for the hidden data based on previous estimation results.

Fig. 4.2 provides a general structure for the SAGE algorithm. The SAGE can be divided
into two main steps, the Expectation step and the Maximization step. For each estimation
iteration, one path component is selected and the conditional expectation of the likelihood of
the parameter set of the path component is computed by previous estimation results. After
the estimation is done, the algorithm checks whether the convergence of the estimation is
achieved. If not, the algorithm updates the parameter subset with the estimation of current
path component and continues to estimate the next path component.

4.3.2 Expectation step in the SAGE
The original definition of hidden data space is given in [24]:
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—— E step — —— M step —
éj+1
g C Hidden data space extration l Estimation
of ith path component of ith path component
éj
2+l a
g, =26,
U'#1
=3 mod (L)+1
éo \ Convergence
© OO J=i+1 reached?

Figure 4.2: The general SAGE structure. In the structure, L path components
are taken into the estimation. The switching of the path component into one
estimation iteration is determined by the [ = j mod (L) where j is the itera-
tion counter. The SAGE will stop if the required convergence is reached.

Definition 1 A random vector X with probability density function f(; 8) is an admissible
hidden data space with respect to 8 for f(y;#) when the joint density of X and Y’
satisfies:

fly,z;0) = f(ylx;05)f(x;0), (4.12)

where (04,05) = 6, 65 contains the rest of the parameter sets & when 65 is excluded.
Eq. (4.12) indicates that the conditional distribution f(y|x; 8 5) must be independent of
6. In other words, X ° must be a complete data space for 65 given that 6 is known.

One way to estimate the hidden data space x; is to apply the conditional expectation ex-
pressed as:

) (t) = Bl (t)|y(t) = 4;6). (4.13)

The vector § represents the observation of the data and 0 represents the estimated parameter
set.

For the time variant scenario, the covariance matrix is taken into estimation. The hidden
data is therefore in the form of covariance matrix for each path component as derived in
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Eq. (4.8). Let:
L
SH=) Sas + Sww (4.14)
=1

represents the incomplete data for the multi-path components. The hidden data for the ith
path component becomes:

SH, = Yes + BSww B € [0,1], (4.15)

where ¥, 5, and X is given in Eq. (4.9).

Denote the H { as the estimation of H; from the jth estimation iteration, H’ as the estimation
of H from the jth estimation iteration. By central limit theorem, both H; and H follows
Gaussian distribution. The conditional expectation then turns to the conditional covariance
matrix of two correlated Gaussian random vector. From Appendix A.3, the conditional
expectation of the hidden data space for H { at the iteration j reads:

-1 -1 Frigdv-1
EH{ = EHg'—l — EH{_lejfle{_l + EHf_lejflﬂH EHJ'*EH{_I (4.16)

or £ Ay oo . .
where HH = = + SN H,H, is the observed covariance matrix of the data.

4.3.3 Maximization step in the SAGE

The Maximization step in SAGE is the estimation of the individual path component param-
eter set based on the hidden data expectation. There are two kinds of estimators available:
the Maximum Likelihood Estimator (MLE) and the Least Square Estimator (LSE).

MLE

The general principles for MLE is given in Appendix A.4. For a random variable x following
the probability density function f(x; @), the MLE for the parameter set 6 is expressed as:

0 = argmax H f(x;0) 4.17)
o i=1

Further, the logarithm of the MLE turns it into a Maximum Loglikelihood Estimator.
6 = argmax In <H fla; 0)> = argmax Zln f(x;0) (4.18)
o i=1 e i=1

By the central limit theorem the channel impulse response is zero Gaussian random vector.
A.5 provides the MLE in the time variant scenario using Eq. (4.18).
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0 = argmax (— In |3(6)| — tmce(i_lﬁ)> (4.19)
)

The 3() is the estimated hidden data for the path component. The 3 is the expectation of
the hidden data from previous estimation results.

LSE

Least Square Error (LSE) estimation can be viewed as a fitting operation between the esti-
mation and the measurement. The estimator is given in a simple expression.

6 = argmin (Hﬁ - 5)“) (4.20)
0

where the || - || denote the norm operation.

The LSE estimator is an approximation to the MLE and because of its low computational
complexity it may be preferably when the complexity of other estimators are too high.

4.3.4 Performance analysis

The reason to apply the SAGE is its lower complexity and fast convergence. Suppose the
computation complexity for one parameter set is O( f(n)), then the computation complexity
for joint estimation of K parameter sets is O(f(n)®). The SAGE, on the other hand, lower
the computation complexity into O(K f(n)).

The SAGE is an extension of the EM algorithm and an approximation towards the global
maximum likelihood. The structure of SAGE does not guarantee that it reaches the global
maximum likelihood. In fact for most cases the SAGE is limited around a local optimal
estimation result. The performance of SAGE relies heavily on the initialization step. A
good initialization can guarantee the estimation results of SAGE closer to global maximum
likelihood.

The hidden data space introduced in Eq. (4.15) consists of two parts, the signal ¥4 5, and
the noise 3. The 3 in Eq. (4.15) is a controllable parameter when extracting the hidden
data space. the The coefficient # determines how much noise and estimation errors that are
introduced into the hidden data. The expected hidden data is then taken into the Maximiza-
tion step to reduce the introduced estimation errors. In theory, the introduced estimation
errors will be decreased along with iteration. The SAGE can also be viewed as to reduce the
estimation errors with the estimation iteration. This explains the effect of 3. As 3 get closer
to 0, less estimation errors are introduced and the convergence of SAGE get slower but the
performance of the estimation will not fluctuate too much. As 3 is closer to 1, more estima-
tion errors are introduced and the convergence of SAGE get faster but the performance of
the estimation may change quite a lot due to e.g. model mismatch.

Fig. 4.3 provides a visual interpretation of the constitution of the hidden data space, it can
be seen that the selection of 3 is also a important factor for the performance of SAGE.
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Data

Estimation Error and Noise

¥ ¥ ¥

Path 1 Path 2 Path [

Switch

Figure 4.3: The constitution of hidden data space.

Hidden data space
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Algorithm Design

This chapter describes the specific algorithm design for the radio propagation channel esti-
mation in the time variant scenario. The overall structure of the algorithm is described at the
beginning. The initialization design for the SAGE is a critical part in the algorithm design
and several initialization strategies are offered and compared. The data structure and the
flow chart of the algorithm are also presented.

5.1 General structure

Fig. 5.1 shows the basic steps of the algorithm, where the SAGE estimates path components.
Generally, the algorithm can be divided into 4 block: Data preparation, initialization for the
estimation, the SAGE estimator and saving and displaying the estimation resuls.

Data Extraction

Y
SAGE initialization

Y
SAGE estimation

Figure 5.1: The general framework of the algorithm
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5.2 Data structures

Basically there are 4 kinds of data that are used in the algorithm. They are:

52

e The information register for the algorithm and measurement data settings which in-
cludes:

The directory of where the measurement data and the corresponding antenna
response should be extracted.

Which scenario is going to be estimated.
Whether a SIMO or a MISO is taken into estimation.
How many sounding period samples are taken into estimation

How the extracted measurement data and antenna response data should be fur-
ther truncated for the purpose of estimation.

Whether time variant scenario or time invariant scenario is selected.
Which power distribution model that is selected.

The upper boundary of the number of path components in the estimation
Which initialization strategy the SAGE applies.

The estimation control of the SAGE including the beta value, the maximum iter-
ation number, etc.

e The measurement data structure which includes the following information:

Statistical information of the measurement data such as the mean and the covari-
ance matrix.

The index for the selected delay samples which is taken into estimation
The autocorrelation function Rss(7) for signal s(t).

The power delay profile for each sub channel.

e The antenna response structure which include the information:

The calibrated antenna response.
The minimal antenna response.
The antenna resolution.

The delay range in index.

The delay resolution.

e The parameter container which is used to store the parameter subset for each path
component.



5.3. DATA PREPARATION

5.3 Data preparation

The measurement data extraction is done by channel sounding techniques.

The data needs to be truncated to alleviate the work load of the estimator. The algorithm
selects the delay samples with the most power. The rest of the delay samples are consid-
ered as noise. The truncation of delay samples will not deteriorate the performance of the
estimation because it only excludes part of the noise.

The antenna can be partially selected to alleviate the estimation work load. The antenna
truncation will somehow reduce the resolution of the estimation thereby more error are
likely to be introduced.

From Eq. (4.8) the noise can be estimated from the average power from the power delay
profile where signals are believed not to be present. Therefore, the noise is estimated during
the data preparation step.

5.4 Initialization

The initialization design is crucial for the performance of SAGE. A good initialization should
resemble the true environment. In the power distribution estimation problem beamforming
techniques are proposed as a first estimation for the power spectrum in the initialization
step.

5.4.1 Power spectrum analysis

The beamformer is a filter bank approach to convert the power spectrum from eigenmode
into angular view.

The methods is similar to the standard Fourier transform. Denotes the filter representation
of beamformer as: a(£2). For a certain delay 7y, the power spectrum in angular view is:

p(ﬂ, TO) = a’(Q)Hﬁ](TO)a'(Q)a

where 3(7)) = %ynyf is the data covariance matrix.

The ideal power spectrum in angular view is able to remove the antenna response effect as:

p(Q,T) = Pf(Q7T)

However, because the antenna array has a finite number of antennas the power spectrum
will be blurred by sidelobes similar to a finite length Fourier transform. Such limitation will
reduce the resolution of the power spectrum. Currently, there are several kinds of beam-
formers that can be used for the estimation of the power spectrum.

53



CHAPTER 5. ALGORITHM DESIGN

Bartlett beamforming

Bartlett beamforming tries to maximize the power in a specific direction [25].

For the time variant scenario, the Bartlett spectrum at delay 7, is given in the form of :

C()"3(n)C ()
cE@)c@Q)

The 3(73) = + SN h(7k)nh(1i)H is the measurement covariance matrix at delay 7y.

Eq. (5.1) is derived from the condition that:

max a(Q)73(7,)a ()

In eigenmode view, decompose the 3(7,) as:

N
2(7‘]{) = Z )\lnblbfl
i=1

Bartlett beamforming can be viewed as the summation of the eigenvalue projections of the
covariance matrix on the specific direction 2.

The number of the antennas determine the resolution of Bartlett spectrum. As more anten-
nas are included both along the elevation and azimuth, the resolution of Bartlett beamform-
ing is improved and the sidelobes from Bartlett beamforming decreases. Fig. 5.2 illustrates
this effect.

Capon beamforming

Capon beamforming tries to maintain the power gain level for a specific direction while
it minimizes the power from other directions [25]. Capon beamforming contains several
different expression for different scenario. The study so far investigates three kinds of Capon
beamforming, the Capon I, the Capon I, and the robust Capon beamforming.

For the time variant scenario, Capon I spectrum for at delay 7y, is then in the form of:

1
C(Q)7%(r)-1C(Q)

p(82, 1) = (5.2)

It is derived from the condition that

min a3 (r,)a while aC(Q) =1

The Capon I spectrum is sensitive to the antenna response because it is not normalized to
the antenna response C(Q2). The effect is dominant where the |C(Q)| is quite small.
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Elevation([])
Elevation []

-150 -100 50 0 50 -150 -100 50 0 50
Azimuth([]) Azimuth []

(a) The FB5 distribution on plane. (b) Bartlett spectrum using 9 antennas.

Elevation []
Elevation []

-150 -100 -50 0 50

-150 -100 -50 0 50
Azimuth [] Azimuth []

(c) Bartlett spectrum using 32 antennas. (d) Bartlett spectrum using 50 antennas.

Figure 5.2: The Bartlett power spectrums for the FB5 distribution given in (a)
with different number of antennas. Color of the figures represent the linear
power level. It is seen that the resolution of the Bartlett spectrum increases as
more antennas are included.

The Capon II spectrum is able to normalize the power spectrum. The Capon Il has a general
expression as given :

p() = COTB(m)"TVC@) 5:3)
C(Q)%(n,)~C(Q) '

where i is a positive integer i > 1.

as 7 = 1, Capon II spectrum can be viewed similar to a Bartlett spectrum where it is based
on the projection of the eigenvalues to the specific direction.

The robust Capon spectrum is introduced in [26]. The robust Capon spectrum is applied
when the the calibration of the antenna response C(2) is imprecise. The robust Capon
spectrum is only able to improve the spectrum when the antenna response is not precisely
calibrated.

All kinds of the above Capon spectrums call for the inverse operations for matrix 33(7;,). This
requires that the samples for the measurement data should be no less than the dimension
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of the sub-covariance matrix % ZnN:1 ¥,y otherwise it will cause the problem of singular
matrix inversion.

In our algorithm the Bartlett spectrum is selected a trustable power spectrum estimator
given the condition that the resolution of the antenna is high enough and the effect of side-
lobes are small.

The construction of the power spectrum along the delay and direction can be viewed as
stacking of the individual power spectrum for each delay sample. This provides an easy
way to construct the direction and delay power spectrum.

5.4.2 Initialization strategy

The general principle for the initialization of SAGE is to search the peaks in the Bartlett
power spectrum as the central of the path components. After the mean values (7 and 2)
and the power of one path component are initialized, parameters to describe the power dis-
tribution of each path component are initialized according to different strategies described
below.

Power initialization

The power P initialization of path components can be estimated from the absolute values
of the peaks in Bartlett spectrum with some modifications. Consider a single specular path
propagation, the covariance matrix at the peak delay is:

¥ (r9) = PC(Q)C(Q)?
The Bartlett spectrum for the direction €2 is :

C(20)"PC(Q0)C(20)"C ()

P = T Gt o ()

p(Q,79) = PC ()2 C(Q)

Therefore, the estimated power using the Bartlett spectrum is:

p(£2,70)

"= ’C(QO)HC(QO)

(5.4)

Note that the power initialization given in Eq. (5.4) is based on the specular path. As the
estimation is carried, the optimal power estimation will be different for a distributed path
component. Experience showed that the performance of SAGE gets stable when the power
estimation has reached a local maximum likelihood.
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Power spread initialization

After the initialization of the power and the mean position of the path components, other
parameters for each path component are initialized. These parameters describe the power
distribution in delay and direction. One can design different procedures using different cri-
terias. These approaches are categorized into two groups: blind initialization and estimated
initialization.

Blind initialization Blind initialization stands for providing the parameters with default
values. This method avoids to give each path component specific parameter initialization.
However, such default initialization may cause a lot of estimation errors for the initialization
step and will affect the performance of the later SAGE step. One safe design of the blind
initialization is to initialize each path component with quite small power spread. Currently
there are two approaches as the candidates of blind initialization.

1. The default initialization which sets the path component as specular path component
at the beginning. This initialization is believed to be safe because any kind of path
component distribution can be viewed as the summation of large numbers of specular
path components.

2. The initialization which sets the path component as having quite small power spread.
This strategy can be viewed as extension of the first one while the later one has a easier
transition for specular path initialization to the distributed path estimation.

Estimated initialization Since blind initialization method may introduce unnecessary er-
rors, an improved strategy can be realized by give a specific initialization of the power
spread for each path component. This calls for the estimation at the initialization step.

The following describe several candidates for the estimation strategy.

1. Parallel path estimation using SAGE: One can apply the normal SAGE to parallel esti-
mate the multi-path components. To differentiate the SAGE in initialization step and
in estimation step, SAGE in initialization part can set 3 = 1 in Eq. (4.15) for the hidden
data expectation to include the most estimation errors. In the estimation step, the 3 is
set for a smaller value to maintain the stability of the estimation performance.

2. Sequential path estimation: In this method, the initialization starts with the strongest
power as the first path component. The programme estimates the first path within the
entire data. After the estimation is done, the reconstructed data for it will be reduced
from the measurement data. For the next iteration, the programme searches for the
strongest power in the residual data as the second path component, same estimation
is conducted. The initialization continuous until the threshold is reached. This method
can reduce the influence of previous path components initialization to the next path
component initialization. Meanwhile, the estimation error can still make some false
initialization due to the erroneous residual measurement data.

3. Sequential path estimation with path management: The path management is an exten-
sion for the sequential path estimation. After reducing one reconstructed data from the
previous path component initialization, the next path component is not found in the
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strongest power peak of the residual power spectrum. As an alternative, the next path
component is redirected to find the strongest peak within a predefined division of the
whole power spectrum. The division can be made from the beginning by dividing
the whole power spectrum with the peak distribution. One benefit of the introduc-
tion of path management is that the estimation error from the previous path compo-
nent initialization is reduced in the residual data. Furthermore the algorithm can find
multi-path components in a larger power range.

5.5 SAGE

The SAGE follows the general SAGE structure in Chapter 4. The [ value is selected to
optimize the estimation performance.

For the Maximization step in SAGE, the joint estimation of all parameters of one path com-
ponent will increase the computation complexity. A solution to reduce the complexity is to
adopt a sequential parameter estimation in the Maximization step. The order of the param-
eter estimation should be carefully sorted. One sensible strategy is to group the parameters
with regards to the moment description. The parameter describing the mean position of
the path component and the parameters describing the power spread should be grouped
respectively. The power estimation determine the stability of the estimation performance
and should always be estimated at the beginning of the Maximization step.

Complete flow chart

The Fig. 5.3 depicts a complete flow chart of the algorithm using the sequential estimation
steps.
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A flow chart of the algorithm

Figure 5.3
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Numerical and Experimental
Results

The discussion in this chapter is divided into two parts, the test of the programme in simula-
tion environment and the numerical and experimental results of the programme with mea-
surement data. The test in the simulation environment is done to validate the performance
of the programme. The measurement conditions and environment is described in details
such as the channel sounder equipment and the sounding signal. The model mismatch for
time variant scenario is analyzed for measurement data and optimization is made.

6.1 Synthetic data estimation

6.1.1 Synthetic data creation principles and methods

Estimation of synthetic data is carried out in order to evaluate the performance of the algo-
rithm. The principles behind the synthetic data creation include:

1. The synthetic data is created with known and controllable power distributions of
multi-path components. Different sets of synthetic data created by the same parameter
settings are supposed to have the same power distribution in direction and delay.

2. The model mismatch is not considered in the synthetic data. Instead of applying the
Monte Carlo simulation to generate a random process for the path components, the
simulation directly generate the covariance matrix for the synthetic data. The proce-
dure of the covariance matrix generation follows the model in Chapter 2 where the
distribution of the path component follows the model in Chapter 3.

3. The synthetic data shares the antenna response information with the measurement
data in the time variant scenario. It also shares the same training sequence s(¢) and its
autocorrelation function Rss(7). The similar settings can anticipate the programmes
performance in the measurement data.

The truncated sampled Rss(7) for the synthetic data is given:

1 k=0
Rss(k)=4¢ 05 |kl =1
0 |k >1

An omnidirectional antenna array is considered in the synthetic environment. This is the
same antenna array of the Tx antenna array for the measurement data shown in Fig. 6.7.
The antenna array has 50 antennas with calibrated antenna response. The sum of antenna
response is given in Fig. 6.1. The effective radiation of the antenna array is:
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Azimuth [-180°, 180°), elevation: [-70°,90°].

The resolution of the Bartlett spectrum for this antenna array is illustrated in Fig. 6.2. It can
be seen that the effect of the sidelobe in the spectrum is small.

50 antennas array response in dB

=)
o
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e

—

Figure 6.1: Antenna array response of the selected 50 antennas for the syn-
thetic data creation

6.1.2 Estimation results

The synthetic data is created with 2 path components following the joint power distribution
in direction and delay given in Eq. (3.17). The estimation is divided into two groups. One
without path order mismatch and one with path order mismatch where the estimation tries
to estimate 3 path component.

The estimation result without model order mismatch is given in Fig. 6.3. It can be seen
that the position of the path components are well captured, the delay spread and direction
spread estimations for each path component are also quite consistent with the settings of the
synthetic data.

The estimation result with path order mismatch is given in Eq. (6.4). It can be seen that
the extra path estimation converges towards a quite low power that can be ignored. This
supports the performance of the programme under path order mismatch.

The algorithm shows reliable and accurate estimation results in the synthetic environment.
Based on that, we believe the algorithm is applicable for the measurement data.
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FBS5 pdf on the plane
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(a) The FB5 distribution shown on the plane
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(b) Bartlett spectrum for the FB5 distribution
shown on the plane

Notice that the sidelobes can still be ob-
served from the Bartlett spectrum. How-
ever comparing Fig. 6.2(a) and Fig. 6.2(b),
the effect of the sidelobes is considered to
be small.

Figure 6.2: An illustration of the 50 antennas array resolution.
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(a) Plot of the true path components
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(b) Plot of the estimated path components

Figure 6.3: Estimation of synthetic data without path order mismatch.
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Figure 6.4: Estimation of synthetic data with path order mismatch.

6.2 Measurement data estimation

6.2.1 Introduction to Electrobit PropSound CS

The measurement data is collected by a channel sounder called EB PropSound CS, designed
and produced by Elektrobit Group Ltd!. The sounder is a wide band MIMO radio channel
sounder and it is able to capture and record fast fading impulse responses, Doppler fre-
quency, polarization as well as DoD and DoA in the radio channel. Electrobit also provides
tools in Matlab environment to proceed the measurement data.

For the current project, the channel sounder operates as a TDM channel sounder. Basic
information for the settings of the channel sounder is offered in Table 6.1.

The sounding signal (or so-called training sequence) is selected as a known Pseudo-Noise
(PN) training sequence with unit power for each sounding period:

tn+T
/ s(t)s* (1)t = 1 61)
tn

Notice that the sampling frequency is twice the chip rate given in Table 6.1. This leads to the
sampled autocorrelation function Rss(k) as given in Fig. 6.5. As seen the Rss(k) has small
values when |k| > 1. The algorithm truncates Rss(k) which greatly reduces the computation
complexity:

1 k=0
Rss(k) =4 0.5 |kl=1 ,
0 |k|>1

1ht‘cp: / /www.elektrobit.com

64



6.2. MEASUREMENT DATA ESTIMATION

Basic parameters

Carrier frequency 5.25GHz
Transmit power +26dBm
Bandwidth 200MHz
Chip rate 100MChip/s
Sampling frequency 200MHz
Measurement distance
Code length 255 chips
Measurement excess delay 2.55 us
Measurement excess distance 765 m
Spatial resolution parameters
Number of Tx antennas 50
Number of Rx antennas 32
Array scan time 8.42 ms
Tx antenna height 1.53 m
Rx antenna height 1.05 m
Sounder setting
Samples per chip 2
Total channels 1650
Channels in use 1600

Table 6.1: Basic channel sounder parameters

where k stands for the index of the delay sample 7.

The sounder switching mode is given in Fig. 6.6. Notice that there are 50 sub-channels that
are used as guard intervals at the beginning of each Rx switching cycle. The sub-channel
extraction should disregards those guard interval sub-channels.

6.2.2 Description of the measurement environment and equipment

Measurement data for time variant scenario is collected in Oulu university in Finland. The
data is collected indoors at different locations including large and small rooms. The LOS and
NLOS paths may exist in different scenarios. The equipments of the Tx and Rx are installed
in trolleys and by assumption there is no vertical movement for the equipments. Both Tx
and Rx antenna array are omni-direction antenna arrays. Photographs for the antenna array
is given in Fig. 6.7 and basic information of the antenna arrays are given in Table 6.2.

The information in Table 6.2 tells that antennas in the second ring from the bottom(19 to
36) of the Rx antenna array do not work. In [27] analysis shows that this defect results in a
distance larger than half of the wavelength between the antennas at the bottom and at the
top for Rx antenna array. Consequently, it leads to ambiguity for the elevation of arrival.
To this point, the estimation for the elevation of arrival becomes unreliable. Fortunately, the
Tx antenna array utilizes all the antennas in the antenna array and provide little ambiguity
on the elevation of departure. The estimation of elevation of departure is then much more
reliable than the estimation of elevation of arrival. The following estimation is done with
the data extracted for a MISO system.

The selected environment is TxR11, the snapshots of TxR11 environment is given in Fig. 6.8.

65



CHAPTER 6. NUMERICAL AND EXPERIMENTAL RESULTS

PN sequence
T T

| I | | | | | I
50 100 150 200 250 300 350 400 450 500

Amplitude

(a) The PN sequence

ootltens reetlter
™ Tt

0 L L L L 0 L L L L L L L L L
7800 -400 -200 0 200 400 600 —%O -40 -30 -20 -10 0 10 20 30 40 5

(b) The biased autocorrelation of the signal code (c) The partial autocorrelation around 0

Figure 6.5: The PN signal and it autocorrelation

Rxswitchingmode | 1 | 2 [ 3 [ ...[ 32 [ 1 [ 1 [ 2 [ 3 [ . T[] . . Js]s[1]
Txswitchingmode | 1 | 1 [ 1 | ... 1 [2 [2 2o .. JT2]27]..]s/]s][1]
\ \ |
32 slots 33 slots
(The 1st switching cycle of Rx) (The rest switching cycle of Rx)

Figure 6.6: The sounder switching mode for the Tx and Rx antennas
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Figure 6.7: Omni-direction antenna array used at 5.25GHz at both, Tx and Rx

Transmitter
Antenna designation 2x90DA_5G25_T1
Frequency/Bandwidth 5.25GHz/420MHz
Radiation [—180° 180°] in azimuth, [-70° 90°] in elevation

Dual polarized (£45°) path array, 50 elements (2 x 25)

Antenna type
All elements

Antenna in use (Index Fig. 6.7(b))
Receiver
Antenna designation 2x90DA_5G25_T2
Frequency/Bandwidth 5.25GHz/420MHz
Radiation [—180° 180°] in azimuth, [-70° 90°] in elevation

Dual polarized (£45°) path array, 50 elements (2 x 25)

Antenna type
1,2,...18,37,...,50

Antenna in use (Index Fig. 6.7(b))

Table 6.2: Information about the antennas arrays
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General information
Tx location TxR11
Rx location Rx2
Tx orientation 0°
Rx orientation 0°
Scenario Time variant
Notes People moving around
LOS not available

Table 6.3: General information about the TxR11 environment

Basic information for TxR11 environment is offered in Table 6.3.
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(c) Route map of TxR11

Figure 6.8: The TxR11 environment

Measurement data description

The MISO system is extracted from the MIMO system with the entire Tx antenna array and
receive antenna Ry.

The power delay profile for the MISO system is depicted in Fig. 6.9. The power delay profile
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is obtained by calculate the average power at different delay as P(7;,) = ZnN:1 P (1) H by (11).
Delay samples from 7; to 749 are selected from the observation. The delay samples trunca-

tion is sensible that the selected delay samplings contain most of the signal power. The noise

estimation is obtained by calculating the average of the power delay profile from delay 709

to the end.

x 10-7 Power delay profile
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©
23 .
o
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1k i
0 Il Il L 1 L
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Delay index

(a) Power delay profile, global view

«107 Power delay profile
6
T

i) s L Il
o 20 40 B0 80 100 120
Delay index

(b) Power delay profile, local view

Figure 6.9: The power delay profile of environment TxR11, MISO system with
all Tx antennas and Ry receive antenna selected

The covariance matrix of the measurement is shown in Fig. 6.10(a). A reconstructed co-
variance matrix following the WSSUS assumption in Chapter 2 is shown in Fig. 6.10(b).
Comparing Fig. 6.10(a) and Fig. 6.10(b) it is found that for the covariance matrix of measure-
ment data, the nonzero entries distributed along the columns and rows that are relatively
large which implies that the WSSUS assumption does not hold. That reveals the existence
of model mismatch.
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70

18e 100 200 et 400 500 BO0 ] a0 900 1000

(a) Covariance matrix of the channel response for TxR11

(b) The reconstructed channel response covariance matrix using
WSSUS model

Figure 6.10: The measurement covariance matrix has nonzero entries that is
distributed along the column and row around position (100, 100). With a WS-
SUS assumption, those positions are suppose to have zero entries or close to
zero entries. The dominant nonzero entries given the Rss are supposed to
be around the diagonal of the matrix in WSSUS model. It shows the model
mismatch for the measurement data.
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Discussion on model mismatch

The observation of the model mismatch indicates that the WSSUS assumption of the path
components is not true for the observations. In the time variant scenario the WSSUS as-
sumption requires that the complex amplitudes a;(€2, 7) are uncorrelated for different path
component.

Recall the expression:
Ela;(€2,7)a;($2,7)] = 0. (6.2)

As mentioned earlier the covariance matrix derived for a WSSUS model have its nonzero
sub-matrices distributed along the diagonal of the covariance matrix. The following dis-

cussion provides an investigation of the constitution of the covariance matrix under non-
WSSUS condition where different path components are correlated.

Suppose there are 2 specular scatters existing in the environment, transmitted signal for
these two scatters can be denoted as:

S1 = al(ﬂl,ﬁ)c(ﬂl)s(t — 7'1)
82 = a (o, 72)c(a)s(t — 72)

The received signal y(t) is the sum of s;(¢) and s2(¢)
Y(t) = s1(t) + s2(?) (6.3)

Recall the representation of the estimated channel impulse response given by:

tn+T
ho(v) = /t y(t)s(t — v)dt (64)

Let,

a1(Q,7m1) =a1, ¢()=c1, s1=arc1s(t—m1)

az(Q2,72) = az, c(Q2) =c2, 82 = azces(t — 1)

for short. The cross covariance matrix for the channel response h(v) at two different delays
v1 and vy is derived in A.7:

E[h(v1)h ()] =
tn+T tn+T
/ / (Elaral]eres(tr — m1)s” (b — 71)s(t1 — v1)s™(t2 — v2)+
tn tn
E[a1a§]c1c§3(t1 —11)8" (ta — T2)s(t1 — v1)s™(ta — v2)+
E[aw’{]echls(tl — TQ)S*(tQ — 7'1)8(t1 — 'UI)S*(tQ — Ug)—l-

E[CLQQ%]CQC?S(U — TQ)S*(tQ — TQ)S(tl — UI)S*(tQ — Ug)]dtldtQ
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Suppose the autocorrelation of s(t) is a delta function Rss(7) = 6(7).

h(Ul)hH(’UQ) :[E[alaﬂclcllq&(ﬁ — ’U1)5(’7'1 — ’UQ) + E[ala;‘]clcgé(ﬁ — U1)5(TQ — U2)+

Elagai]eac §(mo — v1)0(11 — v2) + Elasas]cact 6(mo — v1)d(m2 — v3)]  (6.5)

Under non-WSSUS assumption, as long as E[a;a3] # 0 or equivalently a; and ay are corre-
lated, sub-matrices E[h(m)h (73)] and E[h(m)h (13)] will become nonzero sub-matrices.
These nonzero sub-matrices contain the information of the correlated path component. Fig. 6.11
gives a brief instance of the correlation in covariance matrix.

(a) WSSUS model (b) non WSSUS model

Figure 6.11: A comparison of covariance matrices with WSSUS assumption
and with non-WSSUS assumption with 4 antennas and 5 delay samples.
Rss(7) = 46(7). The color of the figure represents the absolute value of the
entries. In non-WSSUS model, path components in the first delay and in the
last delay are considered correlated. This leads to two nonzero sub-matrices
in the corner.

To decrease the effect of model mismatch it is suggested to apply LSE method. LSE can be
viewed as a fitting technique to approximate the maximum likelihood. d

To further reduce the effect of model mismatch using LSE, one can recheck the constitution
of the covariance matrix. By the given model, it can be seen that the sub-matrices along the
diagonal of the covariance matrix contain all the power distribution information in direction
and delay. The sub-matrices in other positions of the covariance matrix are just repeated
combination of the the power spectrum for different delays. For this point, the model mis-
match can be reduced further by only fitting the diagonal sub-matrices using LSE. This is
called selective LSE.

Estimation results

Estimation of the given MISO system in the environment TxR11 contains 50 sub-channels
and 20 delay samples. This made the covariance matrix of H have a size of 1000 x 1000.
Matlab has its limitation on calculating such huge matrix. The MLE method introduced
in Eq. (4.19) calls for the determinant computation and inversion operation on the covari-
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ance matrix. The results will become unreliable in Matlab. As an alternative, the MLE was
replaced by the LSE method.

To reduce the effect of model mismatch in the measurement, the selective LSE method men-
tioned previously is applied which only considers the sub-matrices on the diagonal.

In short, estimation under environment TxR11 in time variant scenario adopts selective LSE
method to fit the sub-matrix along the diagonal of measurement covariance matrix. The
signal model is still considered to follow the WSSUS assumption.

Fig. 6.12 (a) displays the estimation results using joint direction delay power distribution
given Eq. (3.17). The estimation limits the maximum number of path components to 10 and
the power level threshold to 20dB below the maximum power found in the Bartlett spectrum
at the initialization step.

Fig. 6.12 (b), (c), and (d) provide different views of the power distribution for the multi-
path components. It can be seen that there are two path components overlapped around
the position with azimuth —70° and elevation 0°. This observation indicates that the path
component distribution at those positions does not fully follow the proposed model. The
programme then tries using 2 path components to patch the real path component.

The list of the estimated parameter sets are given in Table B.3.
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Figure 6.12: The estimated power distribution of the path component using
the joint FB5 Gaussian distribution. A MISO system with all Tx antennas and
Rg receive antenna is considered in a time variant scenario and in the environ-
ment TxR11. The color of the figure represent the signal power in dB of each
path component.
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To evaluate the estimation results, the reconstructed Bartlett spectrum is compared with the
Bartlett spectrum of the measurement data at each delay. This is given from Fig. 6.13 to
Fig. 6.15.

Comparing the strongest power delay 73 and the second strongest power delay 74 in
Fig. 6.13, The reconstructed Bartlett spectrum is quite close to the measurement Bartlett
spectrum. It is believed that the most dominant paths are captured by the estimation. Fur-
thermore, it is worth noticing that in the reconstructed Bartlett spectrum at delays 723 and
To4 the estimation managed to capture the path components with smaller power. This ob-
servation further confirms the performance of the estimation.

X 10 X 10

2
3 1.8
1.8
1.6
1.6
1.4
1.4
1.2
1.2
1 1
- 0.8 - 0.8
- 0.6 # 0.6
¥ 0.4 - 0.4
0.2 0.2
-150 -100 -50 0 50 100 150 -150 -100 -50 0 50 100 150

Elevation[]
Elevation[]

Azimuth[’] Azimuth[’]
(a) Measurement data, delay 23 (b) Estimation, delay 23
x 10 x 10
14
16
14 12
12 10
5 0 3 P8
K S |
6
- - 4
4
. A . ,
-150 -100 -50 o] 50 100 150 -150 -100 -50 0 50 100 150
Azimuth('] Azimuth(']
(c) Measurement data, delay 24 (d) Estimation, delay 24

Figure 6.13: Bartlett spectrum comparison, delay 23 and delay 24
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Figure 6.14: Bartlett spectrum comparison, delay 25 and 26

In Fig. 6.14 and Fig. 6.15, the estimation continues capturing the path component at later
delay samples. In delay 795 2 path components are captured with a close angular spread
estimation, shown in Fig. 6.14. At delay 726 the estimated power for the path components
are different from the measurement power spectrum. It could be due to the skewness of the
measurement power spectrum that does not fully follow the proposed model. The estima-
tion error can be alleviated by introducing supplementary path components to patch this
skewed power spectrum.
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Figure 6.15: Bartlett spectrum comparison, delay 27 and 28

In delay 727, 4 paths are captured with promising power level and angular spread. The esti-
mation does not capture all the peaks in the Bartlett spectrum because of the power thresh-
old. The reader may observe the difference between the estimation and the measurement
at delay mg where some small power path components are not estimated. The difference
between the estimation and the measurement is caused by the path order mismatch. One
can anticipate that, as the threshold of the power allows larger power range to get more path
components, the programme will capture more path components.

The estimation shows promising performance by using the selective LSE even there is model
mismatch in the measurement data. The path order selection has to be consistent with ob-
servation to get good estimation results. It is reasonable to concentrate on the estimation for
the dominant path components. The estimation results in environment TxR11 shows that
the estimation is trustable by focusing on the dominant path components.
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Part 11

Time Invariant Scenario
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Path Component Distribution
Model

7.1 Channel model modification in the time invariant scenario

A time invariant scenario means that the path component is deterministic and that the com-
plex amplitude a(£2, 7) is a deterministic function of direction and delay. Thereby both the
amplitude distribution and the phase distribution of a(£2, 7) needs to be modeled in the time
invariant scenario.

7.2 Path component model

The power distribution of one path component becomes just a(£2, 7)a* (€2, 7). the power dis-
tribution still fulfills the modeling condition given in Chapter 3, thereby the proposed power
density function discussed in Chapter 3 can be reused to describe the power distribution in
time invariant scenario. Eq. (7.1) provides the amplitude distribution model.

(2, 7)]> = Pf(Q,7)
la(Q2,7)| = /Pf(Q,71) (7.1)

Modeling of phase distribution for a(£2, 7) can be regarded as a problem independent of the
power distribution for (€2, 7). The phase distribution can be caused by many factors. For a
reflection of the propagation wave, the phase change depends on the reflection coefficient of
the reflector and the reflection angle [21, p.18]. The description of the phase distribution for
dispersive path components is quite complex depending on the properties of the scatterers.
In this report, the phase distribution is proposed as a identical value of one path compo-
nent. This suggestion assumes that the path component is quite concentrated and the phase
distribution remains close to different delays and directions. The identical modeling of the
phase distribution can be viewed as a solution to simplify the path component distribution
in time invariant scenario.

The proposed path component distribution reads:

a(ﬂv 7—) = eXp(_jﬁ) Pf(ﬂa T) (72)

where ¥ is the phase of the path component and f(£2, 7) is the power density function given
in Chapter 3.
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Radio Channel Propagation
Estimation

This chapter follows the same structure as the in Chapter 4 where characterization and esti-
mation in time variant scenario is carried. The modifications for the estimation methods are
described for the time invariant scenario.

8.1 Channel impulse response estimation with multi-path compo-
nents

The signal model for multi-path components is the summation of all the individual path
components. For L path components, the signal model is in the form:

L
y(t) = ; /3 LA IICR)s(t — )i + (), (8.1)

where each ¢;(2, 7) is a deterministic function.

Recall the channel impulse response estimation method for the time variant scenario. By
applying it to the time invariant scenario, we get the same channel impulse response esti-
mation structure:

tn+T
ne) = [ s -
tn+T' T
:/&TZaz(Q,T)C(Q) /t s(t—7)s (t7)dtdﬂd¢+/tn w(t)s™(t — 7')dt

L tn+T
= Z/ a;(Q,7)C(Q)Rss(r — 7)dQdr + / w(t)s*(t — 7')dt. (8.2)

The estimated channel impulse estimation h(7’) is made up of two parts, the deterministic
part 7| Js7@(Q,7)C(Q)Rss(r — 7')dQdr and the random part ftn"JrT'w(t)s*(t — 7')dt
which is an additive Gaussian noise. It is then known that h(7’) follows the Gaussian distri-
bution.

Again the stacked channel response estimation H is provided:
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and H follows the Gaussian distribution.

8.2 Stochastic analysis

(8.3)

For the Gaussian distributed channel impulse response vector H, the mean and the covari-
ance matrix for H are studied.

The mean of H is given by:

Elh(r)

(8.4)

In time invariant scenario, expression for the sub-vector E[h(71)] is derived in A.2.

The covariance of H is given by:

E[HH")

L
Elh(r)] = lz; /S ; a1(Q, 7)C(Q) Ry (T — 74 )dQdT

[ Elh(r)h" (11)]

i E[h(TK)hH(Tl)]

Elh(r1)h" (2)]

E[h(m)h" (1))

(8.5)

Elh(r)h" ()]

E[h(rg)h" (k)] |
(8.6)

And the derivation of a sub-matrix in the covariance matrix is derived in Appendix A.2. The
expression can be equivalently viewed as:

84




8.3. THE SAGE

E[HHY) =02 D, (8.7)

w

where D is a matrix determined by the Rss(7) function. The covariance matrix of the chan-
nel impulse response in the time invariant scenario is not related to the path component but
only determined by the noise variance and Rss(7).

8.3 The SAGE

The SAGE for the time invariant scenario follows the same structure as in the time variant
scenario. Only the Expectation step and the Maximization step are modified.

8.3.1 Expectation step in the SAGE

The hidden data is composed by the deterministic data of the path component and the ad-
ditive noise part. Let:

S, = / a; (2, 7)C () Rss(T — 71 )ddT
S, T

denote the signal part for the /th path component. Let:

denote the signal part for the multi-path components.

The hidden data for the /th path component is in the form:

Hi = 81+, 8)

where w is the introduced noise.

The conditional expectation of the hidden data is given as:
~ 1 ~1—1 ~ ~ .
H) =S8 +p(H-EH)"), (8.9)

where H = + SN | H,, is the observed mean of H from the measurement data.

The f3 is again the controlling parameter to determine how much estimation errors that are
introduced into the hidden data for the Maximization step.
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8.3.2 Maximization step in the SAGE

The MLE and LSE are candidates of the estimator for the Maximization step in the SAGE.

Recall the general principles of MLE introduced in the variant scenario, the channel impulse
response for time invariant scenario follows the Gaussian distribution given the condition
that the noise is additive Gaussian noise. By taking the E[H| and E[H H"] given in Eq. (8.5)
and Eq. (8.7) into Eq. (4.18), MLE for one path component in the time invariant scenario is
derived in Appendix A.6.

0= argmax (—ag, In |(6)| — (E[E] — E[EH(0)))" R(E[H] — E[ﬂw)})) (8.10)

The E[H (0)] is the estimated hidden data for the path component. The E[H] is the hidden
data expectation from previous estimation results.

For a fixed noise level, Eq. (8.10) is equivalent to:
6 = argmin |E[H] — E[H(9)]|, (8.11)
6

which is equivalent to LSE. Therefore, for the time invariant scenario, MLE method equals
to the LSE method by the condition that the noise is additive Gaussian noise.

8.3.3 Performance analysis

It is important to keep in mind that for the time invariant scenario the MLE is equivalent to
the LSE by the condition the noise is a white additive Gaussian noise. Estimation in time
invariant scenario is regarded as fitting the estimated channel impulse response vector H
with the measurement. Fitting a complex vector depends on a good phase estimation. The
algorithm should be carefully designed to get a good phase estimation. So far the phase
distribution model for the path component is set as an identical value and the estimated
path components are expected to have a small power spread to maintain the performance
of the estimation.
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Algorithm Design

9.1 General description

The algorithm described in Chapter 5 is reused in the time invariant scenario. The pro-
gramme structure and the data structure are unchanged. This chapter gives a brief descrip-
tion of what is changed in the power distribution initialization, the phase initialization and
the estimation strategies in time invariant scenario.

9.2 The initialization modification

9.2.1 Power spectrum analysis

Both the Bartlett spectrum and the Capon spectrum requires a matrix and for the time in-
variant scenario this matrix constructed at delay 7;, in the following:

—= —H
Ry = h(mp)h (1), 9.1)

where E(Tk) =+ ZnN:1 h, (1) is the mean vector of the data. The expression provides the
matrix which can be used to estimate the power spectrum.
The Bartlett spectrum at delay 7y is:

C(Q)HR,C(RQ)

™ = "oraycia)

9.2)

The Bartlett spectrum in time invariant can be just viewed as the power of the projection of

the mean vector h(7}) to the antenna response C(£2) in direction 2.

The Capon spectrum is not available for the time invariant scenario because Ry, is a singular
matrix and an inversion operation on Ry, will cause errors.

The initialization of the power and the power distribution follow the same principles as for
the time variant scenario.

9.2.2 Initialization strategy modification

Initialization of the identical phase for one path component can be set to 0 at the beginning
and then estimated to an optimal value. Normally the identical phase value is regarded as
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a additional information for the path component distribution. The estimation is supposed
to have a better performance by adjusting the identical phase value frequently to fit the
estimated power distribution.
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Numerical and Experimental 1 O
Results

10.1 Measurement data estimation

Measurement data for the time invariant scenario is provided by the same EB PropSound
CS as used in the time variant scenario and the same switching pattern and PN training
sequence are used as given in Chapter 6. Descriptions of the environment is given in this
chapter. The estimation is conducted in MISO and SIMO system. Model mismatch is dis-
cussed at the end.

10.1.1 Description of the measurement environment and equipment

Measurement data for the time invariant scenario is collected by Attaphongse Taparugssanagorn
from Oulu Univeristy in an anechoic chamber where the walls of the room is covered by ab-
sorbing material. The measurement data is collected under control and therefore the propa-
gation path is considered as stationary.

The environment is depicted in Fig. 10.1(a). It shows that only 3 propagation paths are
possible: The LOS path, the horizonal reflection path from the side of the equipment and
the ground reflection path.

Reflector
RX antenna ,__;—‘:'_’_':':_"::':_"_':‘_—:._.., TX antenna 25/26/18/17/9/10 2/1
'\5}';/- 3m _’\5’5
21m .\'\\ ./’-/ 21m
SN 27/28/20/19/11/12) 4/3
Floor
Side view
Reflctor 29/30/22/21 13/14] 6/5
ol . 31/3224/23 15/16 8/7
RX antenna TX antenna
Top view
(a) The site map of the environment (b) The placement of the Rx antennas

The Tx antenna array uses the same equipment given in Fig. 6.7. The Rx antenna array
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consists of 32 antennas positioned on a plane. The Rx is not viewed as a omni-directional
antenna array anymore. Its effective radiation pattern in azimuth is (—90°90°).

The information for the antennas is given in Table 10.1. Because both Rx and Tx utilize all
of their antenna elements no ambiguity is introduced to the estimation of either Direction of
Departure (DoD) or Direction of Arrival (DoA).

Transmitter

Antenna designation
Frequency/Bandwidth
Radiation
Antenna type
Antenna in use (Index Fig. 6.7(b))

2x90DA_5G25_T1
5.25GHz/420MHz
[—180° 180°] in azimuth, [-70° 90°] in elevation
Dual polarized (+45°) path array, 50 elements (2 x 25)
All elements

Receiver

Antenna designation
Frequency/Bandwidth
Radiation
Antenna type
Antenna in use (Index Fig. 10.1(b))

4x4_5G25_R1
5.25GHz/420MHz
[—90° 90°] in azimuth, [-70° 90°] in elevation
Dual polarized (+45°) path array, 32 elements (2 x 16)
All the elements

Table 10.1: Information about the antennas arrays

10.1.2 Estimation for measurement data

Estimation of SIMO and MISO systems are conducted respectively.
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Estimation results for SIMO system

The SIMO system is extracted with 7 transmit antenna and the even index receive antennas.
In Fig. 10.1(b) one antenna is selected in each grid. The minimum distance of the selected
antennas are still smaller than half wavelength. There is no ambiguity problem in this SIMO
system.

The power delay profile is given in Fig. 10.1. From Fig. 10.1(d), delay 74 to 712 are selected
for the estimation.

L I L L I
0 50 100 150 200 250 300
Delay index

(c) Global view

Power
—
e

I . | | i . I I |
2 4 6 8 10 12 14 16 18 20
Delay index

(d) Local view

Figure 10.1: The delay power profile of time invariant SIMO system.

The estimation limits the maximum number of path component estimation to 5. The se-
quential path initialization method is adopted.

The estimation results for the SIMO system is given in Fig. 10.2. Values of parameter esti-
mation are given in Table B.1. The estimation provides path components at two positions,
the LOS and the side reflection as shown in Fig. 10.1(a). It shows that the LOS path has the
strongest power as expected.

Comparison between the reconstructed data and the measurement data is presented in
Fig. 10.3.
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Figure 10.2: The path components estimation using the joint FB5 Gaussian
distribution. A SIMO system with all even index Rx antennas and 7} receive
antenna is used for the time invariant scenario. The color of the figure repre-
sent the signal power in dB of each path component.




10.1. MEASUREMENT DATA ESTIMATION

¥ 10° The amplitude comparison, blue: measurement, red: estimation
5

(a) Amplitude comparison between the measurement(blue) and es-
timation(red)

The phase comparison, blue: measurement, red: estimation
T T

1

|
W

(b) Phase comparison between the measurement(blue) and estima-
tion(red)

Figure 10.3: Estimation results comparison for the SIMO system in the time
invariant scenario.
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Estimation results for MISO system

The MISO system is extracted with the all Tx antennas and R receive antenna. Notice the Tx
antenna array is a omnidirectional antenna array, the effective radiation pattern for azimuth
is [—180°, 180°).

The power delay profile is given in Fig. 10.4. From Fig. 10.4(b), delay 74 to 712 are selected
for the estimation.

0.8 =

Power

0.6 ~

0.4 =

0.2:’ =
0 L L L L L

0 50 100

150
Delay index

(a) Global view

Power

| |
1 / \ |
& |

10
Delay index

(b) Local view

Figure 10.4: The delay power profile of time invariant MISO system.

The estimation limits the maximum number of path component estimation to 5. The se-
quential path initialization method is adopted.

The estimation results for the SIMO system is given in Fig. 10.5. Values of parameter esti-
mation are given in Table B.2.

Fig. 10.5 provides the first 4 path components estimation. The last and the weakest path
component is overlapped with the strongest one. It is due to the estimation error and noise
made by the residual data from the initialization.

The estimation result shows 3 dominant path components with the strongest corresponding
to the LOS. The other two path component can be viewed consistent with the true environ-
ment where one path component is the reflection from the floor and and the other one comes
from the horizontal reflection. The delay estimation is also consistent with the environment
where the LOS is estimated to be the first to arrive at the receive side.
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Figure 10.5: The path components estimation using the joint FB5 Gaussian
distribution. A MISO system with all Tx antennas and R, receive antenna
is used for the time invariant scenario. The color of the figure represent the
signal power in dB of each path component.
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Comparison between the reconstructed data and the measurement data is presented in
Fig. 10.6.

” 10-3 The amplitude comparison, blue: measurement, red: estimation
7 T T T T T T T

—
T

i
AL

! I I A
150 200 250 300 350 400 450

(a) Amplitude comparison between the measurement(blue) and es-
timation(red)

The phase comparison, blue: measurement, red: estimation
T T T T T T

I

(b) Phase comparison between the measurement(blue) and estima-
tion(red)

Figure 10.6: Estimation results comparison for the MISO system in the time
invariant scenario

10.2 Discussion on model mismatch

To improve the estimation performance, the model mismatch is analyzed. It is not certain
that the proposed identical phase distribution for one path component is fully consistent
with the true environment. This may cause estimation errors especially when the estimated
paths have large power spread.

A complete estimation of the phase distribution for each path component may improve
the performance of the algorithm. If no models are proposed for phase distribution, the
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first consideration is to estimate the specific value of the phase at every point in one path
component.

Another solution to estimate the complete phase distribution it to use the specular path
model instead. Without the requirement to estimate the power spread, the estimation can
be much faster. If multiple specular paths are estimated as within one cluster, this can still
be viewed as the effect of dispersive path component model.

One attempt to estimate the SIMO system mentioned in Section 10.1.2 using specular path
component model is given in Fig. 10.8 where 5 specular paths are estimated. The result
showed the improvement of the estimation. Notice the clustering of a couple of specular
paths around the position with azimuth 0° and elevation 0°, it may indicate the existence of
a dispersive path component with specific phase distribution.

Specular path estimation

1
80+
0.9
60+ -
40+ i
3
5 205 06
L]
o
=
£ 0 ¢ 0.5
S
£ 20t 0.4
m
_4Q}+ 0.3
0.2
60t
0.1
_BO N

50 100 50 0 50 100 150
Azimuth(in degree)

(a) The estimated channel response mean vector

Figure 10.7: The specular path estimation in azimuth-elevation view

——measurement
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x10° Reconstructed specular path based mean vector
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rwf W
N ;/\/\A,\/—V\/ 0 W /\’f\ﬁ\m NP |

0 50 50

(a) Specular path estimation

Figure 10.8: The 5 specular paths estimation in the SIMO system mentioned
in Section 10.1.2. The color of the figure represent the signal power in dB of
each path component.

The performance of the estimation using specular path component model is supposed to
get improved as more specular path components estimation are included. In Fig. 10.9, 60
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specular paths are taken into estimation for the SIMO system mentioned in Section 10.1.2
and the reconstructed data of the estimation shows quite close to the measurement in both
amplitude and phase.

However, even when the massive number of specular path components may produce a
small residual error, it is not guaranteed that the estimation results can be fully trusted. The
specular path models can also be affected by the estimation errors. In Fig. 10.9, it can be
seen that the estimation of specular path components contains path component that are far
away from the environment setting, such as one specular path component around position
of azimuth —20° and elevation 60°.
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Specular path estimation
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Figure 10.9: The 60 specular paths estimation in the SIMO system mentioned
in Section 10.1.2. The color of the figure represent the signal power in dB of
each path component.
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Conclusion and Summary

11.1 Summary of the project

In this project a continuous distributed path component model was used to describe the ra-
dio propagation channel. An analysis and discussion were undertaken in both time variant
and time invariant scenarios and the WSSUS assumption for the path components was used
in order to analyze the characteristics of each path component where multi-path compo-
nents are present.

To model the continuous distribution of path components, we introduced the maximum
entropy modeling to describe the power distribution of each path component. In the time
invariant scenario, a phase distribution of the path component was also needed and it was
modeled as a constant value for each path component.

As estimation method the SAGE algorithm was applied to cope with the estimation of multi-
path components in the two scenarios. The algorithm is an approximation to the global
maximum likelihood, but with faster convergence. The SAGE works on the estimated data
space of single path components (denoted as a hidden data space) and the performance
is inherently sensitive of its design. In the computation of the hidden data space, 3 was
introduced as a parameter to control how much noise and estimation error that was added
into the hidden data space.

The performance of the estimation algorithm was evaluated in a synthetic environment and
with measurement data. The estimation results in the synthetic environment were reliable
and accurate. Observations and a discussion on the model mismatch in the measurement
data was presented and an effort to minimize it was carried out. Also, the computational
complexity of the algorithm was reduced. A LSE estimator for the time variant scenario
(with the cross-correlation in delay omitted) showed promising performance for the mea-
surements data in the environment TxR11. Estimation results of the specular path model in
the time invariant scenario showed better performance than the dispersive path model. We
believe a more rigorous phase model to describe the phase of the dispersive path compo-
nents will improve that performance.

11.2 Discussion and proposed improvements

In both the time variant and time invariant scenario with measurement data a model mis-
match was apparent. The problem is how to find an effective way to minimize the model
mismatch as it is inevitable. Some possible improvements in different scenarios will be men-
tioned:
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11.2.1 Time variant scenario

For the time variant scenario the non-WSSUS scatterer model is believed to better describe
the true radio propagation channel. Usually, the WSSUS scatterer model is regarded as a
simplified approximation of the real scatterers. The WSSUS assumes that different disper-
sive path components are uncorrelated. Correlation among the path components can be
caused by the finite samples of data or simply by the physical environment of the scatterers.

Another observation from the estimation results showed that some specular paths existed.
It is naturally to think of the radio channel propagation as a mixture of specular path com-
ponents and dispersive path components. The specular path components are just a extreme
form of continuous distributed path component (the spread is 0), and the existence of spec-
ular path components should not, to some extend, deteriorate the performance of the algo-
rithm, but only decrease the convergence rate.

The model mismatch can also be caused by the skewness of the power distribution. A seri-
ously skewed power distribution will cause a dominant model mismatch as well. This kind
of model mismatch can be removed by using several distributed path components to model
a skewed path component.

A solution to alleviate the model mismatch for the time variant scenario is to replace the
MLE method with LSE method as mentioned before. The LSE is a fitting estimator. The
LSE is able to capture useful information from measurement data with dominant model
mismatch. On the other hand, the MLE always take the entire measurement data to estimate.
With the current proposed model and available measurement data, we believe that the LSE
works better than the MLE in the measurement data with model mismatch.

The discussion on the LSE also showed its limitation to give a reliable estimation that can
be "connected" to the true physical environment. The LSE is sensitive to the residual data
(estimation errors and noise) which may introduce false existence of path components. The
reliability of LSE is primary determined by the initialization of the SAGE. For a high reso-
lution antenna array, the Bartlett spectrum is viewed as a trustable estimation of the power
spectrum. The combination of the Bartlett spectrum in the initialization and the LSE in
the later estimation can then be considered as a trustable estimation of the radio channel
response in time variant scenario.

11.2.2 Time invariant scenario

For the time invariant scenarios, the identical value of the phase distribution in one path
component may be quite different from the true condition. So far there is no further dis-
cussion on the phase distribution of the path component in time invariant scenario. One
suggested improvement is to provide a specific description of the phase at different direc-
tion and different delay. The complexity of this specific phase description can increase the
computational cost.

Another suggestion to solve the phase estimation is to replace the distributed path compo-
nent modeling with specular path modeling. The attempts of using specular path compo-
nent for the estimation showed some improvement for the estimation though one should
still be aware of the possible estimation of false "images" from the residual data.

102



11.3. OUTLOOKS

11.3 Outlooks

So far we have focused on a solution to estimate the radio propagation channel in MISO
and SIMO systems. The radio propagation channel is a complex process that contains more
information than just direction, delay, doppler frequency and polarization. The experience
in this project can be utilized into the radio channel propagation into MIMO system. The
joint power distribution of DoA and DoD will become quite complex if the FB5 distribu-
tion for each power direction distribution is still applied. To this point, an approximation
for this joint direction distribution using a joint Gaussian distribution can still become an
effective candidate to solve the distribution problem. The phase distribution for determin-
istic path component in time invariant scenario should be investigated to obtain an accurate
description of it.

Improvements to further reduce the model mismatch are required. The non-WSSUS con-
dition, skewness of the power distribution, mixture of deterministic path components and
random path components are probable reasons to cause a model mismatch.

It is worth exploring a mixture model for the non-WSSUS and WSSUS conditions of the path
component.

The current measurement data processing for the estimation algorithm is heavy and quite
time consuming. Furthermore, the computational limits of MATLAB™restricts some oper-
ations to be performed in the algorithms (determinant computation). For every parameter
set of one path component, the sequential parameter estimation is adopted. The ideal joint
estimation is impractical due to the workload. It is another challenge of future research to
optimize the algorithm design and programming. In a real-time application, the speed of
the programme is critical. For data analyzing purpose, speed of the programme is still an
important benchmark. It is necessary to find a balance between accuracy and speed of the
algorithm.
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Formula Derivation

A.1 Derivation of F[H] and E[H H"] in the time variant scenario

A.1.1 Derivation of E[H|

E[H] = : (A1)

The h(7;) follows the model given in Eq. (4.4).
For each sub-vector E[h(7y)] in E[H|:

L tn+T
E[h(m)] = Z 8 Ela;(Q,7)]C(Q)Rss(T — 73,)dQdT + / Elw(t)]s*(t — mx)dt (A.2)
1=1 tn

a;(Q, 7) is assumed to have phase uniformly distributed and w(t) is a zero mean Gaussian
noise. Therefore,

Elay(2,7)] = 0 and E[w(t)] = 0.

The mean of H is zero:

E[H] = 0. (A3)
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A.1.2 Derivation of E[HH"|

i E[h(Tl)hH(Tl)] E[h(n)hH(Tg)] E[h(Tl)hH(TK)] i
Hy _ .
P = Elh(r)h" (7;)]
L E[h(tx)h" (11)] Elh(rx)h" (1x)] |
(A.4)

with each sub-matrix E[h(r;)h (1;)]:
E[h(m;)h" ()]

L tn+T
(Z a} (Q, 7)CH(Q)Rss(1 — 7;)dQdr + / wh (t)s(t — 7;)dt)]

_1 /ST
=1 .
= a T T—T T a’ (. 7)CH T—T; T
-5l / L@@ Rss(r — )3 / (9, 7)C" ()R — 7)d2)
L tn+T "
—i—E[(;/SJal(Q,T)C(Q)RSS(T—Ti)deT)(/tn wh (t)s(t — 7;)dt))]

B L Q. 7)C(QR i [ wH (Bt — )t
+ [(;/&rm( T)C(Q)Rss(r — ) ﬂ(/tn w (1)s(t - 7))

tn+T tn+T
+ E[(/t " wh (t)s(t — Tj)dt)(/t " w! (t)s(t — 7;)dt)). (A.5)

Component
E[(J5., (€, 7:)C(Q)Rss(7 — 7;)dQd7)( T awH (1)s(t — 7)dt)] = 0

ln

tn

E[([s , a(€,7)C(Q)Rss(r — 77)dQdr) ([T w (t)s(t — 7;)dt)] = 0
are given by the assumption that a(€2, 7) and w(t) are uncorrelated.

By the assumption in Eq. (4.3) that different path components are uncorrelated.

Ela;($2,7i)a;(€;,75)] = 0.
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L
E[(Z/ (Q2)Rss(1 — 7;)d€2dT)( Z/ *(Q,7)CH (Q)Rss(1 — 7;)dQd7)]
=1

L
= Z/ / al Ql, Tl)al <QQ,TQ)]C(Ql)CH(QQ)RSS(Tl — TZ‘)RSS(TQ — Tj)dﬂlﬂgd’ﬁdTQ
=1

(A.6)

The complex amplitude a;(£2, 7) is considered as uncorrelated in time and direction.

E[al(ﬂl, 7'1)&7(92,7’2)] = E[al(ﬂl, 7‘2)@7(92,7—2)]5(91 — Q2)5(7'1 — 7'2)
Therefore,
L L
E[(Z /S . a (2, 7)C(2)Rss(7 — n)dﬂdf)(; /S’T aj (2, 7)CH(Q)Rss(1 — 7,)dQdr)]

— Z E [a;(R2, 7)a} (2, 7)]C(2)CH (Q)Rss(1 — 73)Rss(7 — 7;)dQdr (A7)

Component E[(ft”JrT H(t)s(t — 7;)dt)( i”+T wll (t)s(t — 7;)dt)] is expanded as:

tn+T ot T
E[(/t w(t)s(t = m;)dt)( / wh ()5 (t — 7;)dt)]
tn+T  ptn+T
:/t ) /t ' E[w(tl)wH(tz)]S(tl — 75)8*(t2 — 7j)dt1dts

As given w(t) is a white complex Gaussian noise that E[w(t;)w! (t2)] = 02I5(t; — to)

Therefore:

tn+T
E[w(tl)wH(tQ)] = 07211/ S(t — Tj)S*(t — Tj)dt = JgIRSS(Ti — Tj) (AS)
tn

Replace Efa(2,7)a*(Q2,7)] = Pf(,7) as a continuous power distribution of the signal.
Finally, E[h(r;)h" (1;)] is expressed as:

L
Elh(r)h" (1)) =) /S . Pify(, 7)C(Q)CH (Q)Rss(1 — 71)Rss(r — 7;)dQdr + 02 IRss(7; — 7)

(A.9)
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A.2 Derivation of E[H] and E[HH"] in the time invariant sce-
nario

The formation of H in the time invariant scenario has the same structure as in the time
variant scenario.

A.2.1 Derivation of F[H|

E[H] = : : (A.10)

where h(7) still follows the model in Eq. (4.4).
The sub-vector E[h(7y)]:

Elh 5 Elay(Q, 7)|C(Q)R iQd " )]st dt (A1
[(m)]—;/&T lau(€2, 7)C(R)Rss(r — 7) +/ [ (t)]s* (¢ — m).dt (A1)

Ela;(Q,7)] = a;(2, 7) and E[w(t)] = 0 in time invariant scenario.

Thereby the sub-vector E[h(;)] is given as:

L
Elh(1,)] = lz; /S ; a; (2, 7)C(Q)Rss(T — 74,)dQdr (A.12)

A.2.2 Derivation of E[HH"|

E[HHY] =
[ E[(h(r1) — E[h(m)])(h" (1)) = E[h(7)])] ... E[(h(r1) — E[h(m)])(h" (&) — E[h(7k)])] ]
| E[(h(rx) — E[h(7x)])(h" (1) — E[h(71)])] E[(h(rx) — E[h(x)])(h" (7x) — E[h(7)])] |

(A.13)

with each sub-matrix E[h(7;)h (7;)] given as:
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E[(h(7:) — E[h()])(h" (1) — E[h(7;)])]

tn+T tn+T
— B[( / w(t)s* (t — 7)) ( / w* (£)s*(t — 7))
= 02 IRss(1; — 75) (A.14)

A.3 Hidden data expectation in the time variant scenario

Take the representation of X5, and X, in Eq. (4.9)

Let X g, = ¥g,5, + X ww denote the covariance matrix of the channel impulse response for
the Ith path component. Let E[H;] denote the mean for the channel impulse response for
the /th path component.

LetX gy = Zlel Ys,s, + Zww denote the covariance matrix for all the multi-path component.
Let E[H| denote the mean of the all multi-path component.

" ~ o H . . .
Let HH = + Zﬁ;l H,H, represent the observed covariance matrix for all the multi-
path components.

From A.1itis known E[H;| = 0, E[H]| = 0.
Let R/ represent an estimation of matrix R at iteration j

The H; and H are assumed to be joint Gaussian. Then the hidden data expectation in time
variant scenario becomes the condition expectation of the joint Gaussian covariance matrix.

From [28][p.132],conditional expectation of the covariance matrix ¥ Hi| L0 is given as fol-
lowing.

S mfre = SHjo — SHHI0S HeXHEy 0 + E[H)|H, 0] E[H,|H, 6] (A.15)
E[H\|H,0] = E[H|) + Sp,m0% g(Hn — EIH]) = 5,65 g Hn (A.16)
Ym0 =XH Ho=2XHH)0 (A.17)
Therefore,
S mife = SHo — SH|0X HeZHio + EH,\OEI_%QWE;&@EHH& (A.18)

Replace the estimated covariance matrix with the estimation results of estimation iteration
j — 1, the conditional covariance matrix for the estimation iteration j for the Ith scatter is
given:

— — Ay prH
Spri = Sgit — S B St + S X HH O S 18 (A19)
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APPENDIX A. FORMULA DERIVATION

A.4 MLE principles

The general principles of Maximum Likelihood Estimator(MLE) can be described as follow.

Let F'(x; @) indicate the distribution of the random variable X given the parameter 8. Thus,
if X1, Xo,..., X, areii.d.(independent identical distributed) measurement of X, then f(z1, x2,
is the joint pdf of X1, ..., X, given 6, and because of independency it can be written:

far, o, w03 0) = [ [ £(ai50)
i=1

Here f(z1,x2,...,2y;0) are called a likelihood function and is denoted by:
L(0) = f(z1,22,...,70;0) = | [ f(2:;6) (A.20)
i=1

and it can be considered as a function of the unknown parameter set of 6.

If there is a value 6 that maximizes the likelihood function, it is then called a Maximum
Likelihood Estimator(MLE) of 6 expressed as:

6 = argmax L(6) = argmax Hf(xi; 0)
0 0 i=1

Further, the logarithm of the MLE then it is converted into a Maximum Loglikelihood Esti-
mator.

n

6 = argmax In L(#) = argmax In (H f(zs; 9)) = argmax Zln f(x;;0) (A.21)
2] o =1 0 i=1

A.5 MLE in time variant scenario
The H is believed to follow zero mean Gaussian distribution.

- 1

~H_ N
F(H) = oy (—H > 1(9)H) (A.22)

(2m)M|%

Let 3 denote the estimated covariance matrix.Insert Eq. (A.22) into Eq. (A.21), the MLE is
given by:
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A.6. MLE IN TIME INVARIANT SCENARIO

~ 1 A Ho~—1 A o~
0 = argmax Zln ((27r)M|§~3(9)|exp <—HZ- b (0)H1>>

o i=1
- 1 A~ H~—-1, .~
= argmax h——————-H, X (9)H1>
0 ; < (2m)M[2(0)]
— argmax <—nM In27 —nln |2(0)| — Z(ﬁfiz‘%é)ﬂg)
o i=1
_ 1~ A He—1, A~
= argmax (- In|%(6)| - > (H; = (0)H))
0 i=1
= argmax (— In|2(8)| — trace(f]_lf])) (A.23)
6
~ 1 n ~  ~ H
where ¥ = ="  \ H;H, .
A.6 MLE in time invariant scenario
The H is believed to follow Gaussian distribution.
1 _(H - Hy—1(ff _
Tor = gy P (- (H ~ EH) "™ (H — E[H])) (A24)

Let 3 denote the estimated covariance matrix. Insert Eq. (A.24) into Eq. (A.21), the MLE is
given by:

6 = argmax

0 ; (2m)M[(9)|
2

:arggnax ( m—( i — E[H]|)"X7(0)(H; E[H])>
:arggnax —In|%(0)| —EZ(IL-—E[H])HE_I(Q)(IL-—E[H])
=1

n

— argmax —In|SX(8)| — ~ S (H: — E[H))" o2 R(H; — E[H])

0 i3
— argmax — o2 In|2(8)| — ! Zn:(H — E[H))"R(H; — E[H)) (A.25)
o "o

A.7 Model mismatch in time variant scenario

The sub covariance matrix for two correlated specular path a; and a; is given:
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APPENDIX A. FORMULA DERIVATION

E[h(v1)h" (v2)]

tn+T tn+T
_ B / y(t)s(t — v1)dt / yH ()" (t — va)d]
tn tn
tn+T tn+T
= E[/ / y(tl)yH(tg)s(tl — Ul)s*(tg — ’Ug)dtldtg]
tn tn
tn+1T  pin+T I I
_ E[/ / lareys(t — 1) + ascas(ty — ma)][atel s* (b — 1) + alell s* (ty — 7)]-
tn tn
S(tl — Ul)s*(tg — Uz)dtldtg]
tn+T tn+T
= / / [E[ala’{]clc{{s(tl —11)8"(te — 11)s(t1 — v1)s™ (ta — v2)+
tn tn
Elaia3)eicls(ty — 1)s*(ta — 72)s(t1 — v1)s™ (t2 — v2)+
E[CLQQT]CQC{IS(tl — TQ)S*(tQ — Tl)S(tl — ’Ul)S*(tQ — Ug)—i—

E[CIQ(Z;]CQCgls(tl — TQ)S*(tQ — Tz)s(tl — Ul)S*(tQ — Uz)]dtldtg
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Estimation Results

Paths 1 2 3 4 5
P 7.0967-107% | 3.9773-1077 | 1.3225-107% | 2.5927-10"" | 8.9704 - 108
0[°] 2 2 0 ) 2
B[°] -6 2 -8 -46 -4
7(index) 6 7 8 8 7
K 5600 3460 1458 5024.8 366.74
¢ 0.14 0.78 0.94 0.94 0.98
o] 154 140 102 140 160
6] 20 132 -132 -76 -60
n 700 700 700 700 700
B 285120 271524 158400 14434 65885
I[°] 214.54 83.634 72.726 225.45 261.82

Table B.1: The estimation results of the time invariant environment. A SIMO
system with all even index Rx antennas and 7’ transmit antenna is used in
the time invariant scenario. The selected power distribution model is the joint
direction and delay power distribution in Eq. (3.17). The LSE was applied.

Paths 1 2 3 4 5
P 1.5622-107° | 2.5044 - 1076 | 2.2277-1076 | 9.7908 - 10~ 7 | 4.9591 - 10~
0[] 2 -32 0 42 2
o[°] 2 2 58 32 -12
7(index) 6 7 7 8 6
K 2033 103740 2230 1742 162
¢ 0.72 0.98 0.46 0.92 0.98
o] 40 44 74 8 130
6] 84 -180 9 72 -156
n 700 0 700 700 357
B 550800 4752000 318240 30240 83635
I[°] 113 105.45 196 0 291

Table B.2: The estimation results of the time invariant environment. A MISO
system with all Tx antennas and R, receive antenna is used for the time in-
variant scenario. The selected power distribution model is the joint direction
and delay power distribution in Eq. (3.17). The LSE was applied.




Paths 1 2 3 4 5 6 7 8 9 10
P 8.785-107% | 2.256-1078 | 1.325-107% | 8.489-107° | 2.135-1078 | 7.440-107Y | 2.677-10"% | 1.080-107% | 2.414-107Y | 4.127-107?
0[°] 0 2 -10 14 2 -2 4 -6 -36 14
B[°] -68 -132 -10 -172 120 -136 -68 -34 -100 62
7(index) 22 22 22 23 25 25 24 27 23 23
K 505.83 84.7 2787.8 10890 54 14641 336.96 97.978 66647 152460
¢ 0.92 0.52 0.86 0.14 0.68 0.44 0.98 0.74 0.98 0.92
al°] 130 56 128 94 170 90 42 22 120 56
B[°] -76 16 -64 12 140 12 124 -136 68 -60
n 6855.7 1209.8 24484 89455 3460.5 182310 8229.6 3197.7 229550 76601
B 261620 522720 355450 781470 221760 2316600 200990 104360 790610 95040
62, 2.7380- 10~ 12

Table B.3: The estimation results for environment TxR11, MISO system with
all Tx antennas and Ry receive antenna, time variant scenario.The selected
power distribution model is the joint direction and delay power distribution
in Eq. (3.17). The selective LSE was adopted.




Bibliography

[1] Gerard.]. Foschini and M. J. Gans. On Limits of Wireless Communications in a Fading
Environment when using Multiple Antennas. Wireless Personal Communications, 6:311—
335, 1998.

[2] I. Emre Telatar. "Capacity of Multi-Antenna Gaussian Channels". Technical report, AT
& T Bell Lab., 1996.

[3] Vahid Tarokh, Hamid Jafarkhani, and A. R. Calderbank. Space Time Block Codes from
Orthogonal Designs. IEEE Transaction on Information Theory, 45(5):1456, July 1999.

[4] Gerard ]. Foschini. Layered Space-Time Architecture for Wireless Communication in a
Fading Environment when using Multi-Element Antennas. Bell Labs Technical Journal,
1996.

[5] Gordon L. Stuber, John R. Barry, Steve W. Mclaughlin, Ye Li, Mary Ann Ingram, and
Thomas G. Pratt. Broadband MIMO-OFDM Wireless Communications. Porceedings of
the IEEE, 92(2):271, Feb. 2004.

[6] Arogyaswami Paulraj, Rohit Nabar, and Dhananjay Gore. Introduction to Space-Time
Wireless Communication. Cambridge University Press, 2003.

[7] Cassio B. Ribeiro, Andreas Richter, and Visa Koivunen. Joint Maximum Likelihood
Estimation of Angular and Time-Delay MIMO Propagation Parameters. IEEE, 2005.

[8] Xuefeng Yin. High-Resolution Parameter Estimation for MIMO Channel Sounding. PhD
thesis, Aalborg University, July 2006.

[9] Bernard H. Fleury, Patrik Jourdan, and Andreas Stucki. "High-Resolution Channel Pa-
rameter Estimation for MIMO Applications Using the SAGE Algorithm". International
Ziirich Seminar on Broadband Communication, February 2002.

[10] Xuefeng Yin, Bernard H. Fleury, Troels Pedersen, and Nicolai Czink. "Parametric Char-
acterization and Estimation of Bi-Azimuth Dispersion of Multipath Components". IEEE
Workshop on Signal Processing Advances in Wireless Communication, July 2006.

[11] Terence Betlehem, Tharaka A. Lamahewa, and Thushara D. Abhayapala. "Dependence
of MIMO System Performance on the Joint Properties of Angular Power". IEEE, July
2006.

[12] Hamid Krim and Mats Viberg. Two Decades of Array Signal Processing Research. IEEE
Signal Processing Magazine, page 67, July 1996.

[13] Ralph O. Schmidt. "Multiple Emitter Location and Signal Parameter Estimation". I[EEE
Transactions on Antennas and Propagation, AP-34(3):276-280, March 1986.

115



[14] Richard Roy and Thomas Kailath. ESPRIT-Estimation of Signal Parameters via Rota-
tional Invariance Techniques. IEEE Transaction on Acoustics, Speech and Signal Processing,
37(7):984, July 1989.

[15] Todd K. Moon. The Expectation-Maximization Algorithm. 1996.

[16] Xuefeng Yin, Lingfeng Liu, Daniel K. Nielsen, Nicolai Czink, and Bernard H. Fleury.
"Characterization of the Azimuth-Elevation Power Spectrum of Individual Path Com-
ponents". Vienna, Oestrig, Feb. 2007. International ITG-IEEE Workshop on Smart An-
tennas.

[17] Xuefeng Yin, Lingfeng Liu, Daniel K. Nielsen, Troels Pedersen, and Bernard H. Fleury.
"a SAGE Algorithm for Estimation of Direction Power Spectrum of Individual Path
Components". December 2007.

[18] Dave Laurenson and Peter Grant. "A Review of Radio Channel Sounding Techniques".
Technical report, Institute for Digital Communications, The University of Edinburgh,
2006.

[19] Beata J. Wysocki, Tadeusz A. Wysocki, and Hans-Jurgen Zepernick. "Walsh-Chirp Se-
quence for Wireless Applications". Journal of Telecommunications and Information Technol-
ogy, 3 2001.

[20] Sathish Chandran. Adaptive Antennas Arrays. Springer-Verlag Berlin Heidelberg New
York, 2004.

[21] John D. Parsons. The Mobile Radio Propagation Channel. John Wiley & Sons Ltd., 2nd
edition, 2001.

[22] Kanti V. Mardia. "Statistics of Directional Data". Journal of the Royal Statistical Society,
37(3):349-393, 1975.

[23] John T. Kent. "The Fisher-Bingham Distribution on the Sphere". Journal of the Royal
Statistical Society, 44(1), 1982.

[24] Jeffrey A. Fessler and Alfred O. Hero. "Space-Alternating Generalized Expextation-
Maximization Algorithm". IEEE Transactions on Signal Processing, 42(10), 1994.

[25] Petre Stoica and Randolph Moses. Introduction To Spectral Analysis. Prentice-Hall Inc.,
1997.

[26] Petre Stoica, Zhisong Wang, and Jian Li. "Robust Capon Beamforming". IEEE Signal
Processing Letters, 10(6):172, June 2003.

[27] Nicolai Czink. "Second Milestone Report - MIMO Radio Channel Measurements".
Technical report, Institut fiir Nachrichtentechnik und Hochfrequenztechnik Technische
Universitat, Wien, 2005.

[28] Sergei M. Prigarin. Spectral Models of Random Fields in Monte-Carlo Methods. VSP, 2001.



A SAGE Algorithm for the Estimation of Direction
Power Spectrum of Individual Path Components

Xuefeng Yirt, Lingfeng Liu!, Daniel K. Nielseh, Troels Pedersénand Bernard H. Fleury?

IDepartment of Electronics Systems, Aalborg University,-B%20 Aalborg, Denmark
2Forschungszentrum Telekommunikation Wien (ftw.), VienAastria

Abstract— In this contribution, the Fisher-Bingham-5 dimensions has attracted much attention. Some of the
(FBs) probability density function (pdf) is used to model techniques are derived using the assumption that the
the shape of the direction power spectrum of individual shape of the power spectrum of individual path com-
path components in the radio channel response. The BB honents can be described using a probability density
pdf is selected because among all distributions of directig function (pdf). In [1], the product of the von-Mises pdf

the FBs distribution maximizes the entropy under the - . .
constraints that the first moment of the distribution and its and the exponential pdf is used to describe the shape of

second moment are specified. A SAGE (Space-Alternating the delay—AoA (Azimuth of Arrival) power spectrum. In
Generalized Expectation-maximization) algorithm is de- [2] and [3], the von—Mises—Fisher and Fisher-Bingham—
rived based on this model for estimation of the parameters 5 (FBs) pdfs are used to characterize the shape of the
characterizing the power spectrum of individual path AoA—-AoD (azimuth of departure) power spectrum and
components. The performance of the SAGE algorithm the direction (azimuth and elevation) power spectrum
is evaluated Using measurement data. Preliminary results respectlvely The Shape Of the delay_AoA_AoD power

show that the estimated power spectra of individual path  gpactrym can be described using a 3-variate pdf derived
components exhibit different ovalness and tilt angle. They in [4]

are noticeably more concentrated than the corresponding . I . .
footprints in the power spectrum estimated using the N this contribution, we derive a SAGE algorithm

Bartlett beamformer. which is used to estimate the direction power spectrum
Index Terms— Path component, Fisher-Bingham-5 dis- Of the individual path components. The power spectrum
tribution, SAGE algorithm is modeled using the FBpdf. The performance of the
SAGE algorithm is evaluated using measurement data.
|. INTRODUCTION This contribution is organized as follows. In Section I,

sition of a certain number of components. Each coriBs Pdf is introduced. In Section III, the estimators
ponent, which we refer to as “path component”, is co®f the model parameters are derived within the SAGE
tributed by an electromagnetic wave propagating alongrgmework. Section IV shows the experimental results.
path from the transmitter (Tx) to the receiver (Rx). Alonffinally concluding remarks are stated in Section V.
this path, the wave interacts with a certain number of

objects called scatterers. Due to the geometrical extent Il. SIGNAL MODEL

and the nonhomogeneous electromagnetic properties Or(n this contribution, we are interested in the dispersive

the scatterers, a path may be dispersive in delay, directi%aracteristics of individual path components in direc-
of departure, direction of arrival, polarizations, as weli P P

as in Doppler frequency when the environment is tim jon of amival (DoA). The channel sounding system

variant. As a consequence, an individual path compongﬁtns'dered has a SIMO_(single-input multiple-ouput)

may be spread in these dispersion dimensions. Modeli (ﬁnflguratmn with a single Tx antenna and&element

of these dispersion phenomena is required for the desi et?]r(\)tgngr? da{rr]aéyélgri;%?]alrnrxﬁg’ ég?i\f:darﬁ:::rgaag'%g
and optimization of mobile communication systems a ’

thus, the knowledge of the dispersive characteristics %?S”y modified to hanglle a MI.SO (multlple-lnput_smglg-
path components is necessary. pup_ut) c_hannel sounding conflggrathn where dispersion
In recent years, estimation of the dispersive chal \(/j\;(reeg(t)lﬁgi(;)(-1;rdr?aﬂ?g/l\]/rga(rijot?;r:zn(:;cslsr,]ifr:e\?\;[ﬁich implies
acteristics of individual path components in multipl e : !
P P P ?hat the product of the signal bandwidth times the chan-
This work was jointly supported by the Network of Excellerine N€l delay spregd is much sm_aller tha_n one. FOIIOW'”Q the
Wireless COMmunications (NEWCOM) and Elektrobit Group.  homenclature in [5], the continuous-time output signal of



the Rx array in the SIMO system reads The processes; (), n € [1,...,N], de[l,...,D]
M with N denoting the number of observation intervals,
Y(t) = H(t)ut) + W(t) € C are assumed to be uncorrelated complex (zero-mean)
_ [/ c(Q)h(t;Q)dQ]u(t) FWE). Q) orthogonal stochastic measures, i.e.
S _ _ E 0 (Q)har ()] = Pa(2)60 84 6(2 — ). (5)
The complex vectorY (¢) contains the output signals
of the Rx array observed at time instan¢e The Here, d.) and 4(.) represent the Kronecker delta and
scalar functionu(t) denotes the complex envelope ofhe Dirac delta function respectively, ang;(€2) =
the transmitted sounding signal at time The vector E[lhax(£2)|*] is the direction power spectrum of the
H (t) represents the time-variant impulse response @ path component. Identity (5) implies that the spread
the SIMO system. We assume thatt) is known to functions of different individual path components or
the Rx and tha‘g[OT u(t)u(t)*dt = 1, where[]* denotes at dlffe_rent observation intervals are uncorrglated. This
complex conjugate an@ represents the duration of one>C€Nario is referred to as thiacorrelated scattering case
observation interval. The functioh(t; ©2) is the (time- N the literature (see e.g. [5]).
variant) DoA spread function of the propagation channel 1€ Spectrunt;(£2) describes the manner the average
[5]. Here, © denotes the DoA, which is defined to be ROWer of thedth path component is distributed on the
unit vector with initial point anchored at the origii of UNit SphereS,. We assume
a coord_inate system where the_Rx array is confined. The Py(Q) = Py - f4(Q) (6)
end point of 2 locates at a unit sphet®, centered at
O. The DoAQ is uniquely determined by the sphericawith P; representing the average power of dth path
coordinates(¢, ) € [—m,m) x [0,7] of its end point component and,;(£2) the DoA density function of the
according to the relation dth path component.
) ) ] . In this contribution, we assume thg§(€2) is of the
Q2 = [cos(¢) sin(0), sin(¢) sin(6), cos(6)] () form of the FB; pdf [6]. Among all distributions on the
with []* denoting transposition. The anglesand ¢ Unit sphereS,, the FB; distribution [6] maximizes the
are referred to as the azimuth and elevation of tiSITOPY under the constraints that the first moment of
DOA respectively. The nois#V (¢) in (1) is a vector- the distribution and its second moment are specified. The
valued circularly symmetric, spatially and temporalljirst moment of the distribution are parameterized by the
white Gaussian process with component spectral hei@§ter of gravity of the power spectrum, while the second
2. We assume that? can be measured and thereforB’0ments are characterized by the parameters describing

is known in advance. The complex vector the concentration and the ovalness of the spreads on the
surface of the unit sphere. The direction density function
c(Q) = [c1(Q), c2(Q), ..., e ()] frB. () reads
arising in (1) is the responses of the Rx array. In a fre, (Q) = C(k,1) L exp{ryTQ
scenario where the electromagnetic energy propagates ) T2 _ (4T 7
from the Tx to the Rx viaD paths, the DoA spread e nl(v2 )7 = ()T 0
function h(t; 2) can be decomposed as wherex > 0 represents the concentration parameter and
D n € [0,1/2) describes the ovalness of the distribution.
oY . In (7), C(k,n) denotes a normalization constant number
h(t: €2) _;hd(t’ @). 3) depending onx and n, v, 75, andv; € R3 are

unit vectors. The matrid® = [v,74,7v3] is uniquely
The summandy,(t; €2) denotes thelth path component determined by three angular parametérs¢ and o

in h(t; Q). according to

We assume that the transfer vectEF(¢) fluctuates . _ o _ _
over the overall sounding period, but remains constant S{n(e_) 095(@ —sin(@) cos(0) C?S(@
within individual observation intervals: I = |sin(f)sin(¢) cos(¢) cos(f)sin(¢)

. cos(#) 0 — sin(0)
H(t)=H,, te€tyt,+T). 1 0 0

Similarly, the spread functions,(t;Q2), d = 1,...,D - [0 cos(a) —sin(a)| . (8)
arising in (3) are constant within individual observation 0 sin(a) cos(a)

intervals: - -
nterv In (8), » and# coincide with respectively the azimuth

ha(t; ) = hq(tn; Q) = hgn(Q2), t€[ty,t,+T). (4) and the elevation of the mean direction, i.e. the first

2



The output of a correlator

~ tn+T

H;, = / xq(tu(t)*dt, n=1,...,N. (11)
tn,

with the input as the observatioN ;(t) = x4(t) can be

written as

I:Id,n = Hd,n+Nna (12)

where N, ¢ CM, n = 1,...,N is a sequence of
N independent random vectors, the entries of which
are independent circularly symmetric Gaussian random
Fo 1 The FB density funct T 1350 5 — 18° variables with variancerij. Invoking the central limit
14&0,% = Soeangn eznf)l.g75l.1r$hlgr::c\;lvc|>r (gar to the right of t7hae plot theorem, the element_s (ﬁdv" in (9) are assumegl to be
shows density expressed in linear scale. Gaussian random variables. The vectt¥g;, ..., Hqn
form a sufficient statistic for the estimation 8f,.

moment of the distribution. The angte describes how B. Bxpectation Step

the density function is tilted of,. A detailed description N the Expectation (E-) step of lteratianwe compute
of the meanings ofy,, v, and~; can be found in [6]. the expectation of the likelihood @; conditioned on the
Note that whem equals0, the FB; pdf does not depend observationY (¢) = y(¢) and assuming thad = 5[1_1]'
on the values ofx and the equal-density contours of

-1, i1
frn. () are circles. Fon € (0,1/2), the equal-density @(0al0” ) = E[A(Qq: Xa)|Y (1) = y(t),0" )].(13)

contours of the pdf exhibit the ovalness, which becomgFére g[i—ll denotes the parameter estimates obtained in
S|gn|f_|cant asy increases. Fig. 1 depicts the gl_,:Bensny the (: — 1)th iteration. It can be shown that (13) is of the
function for the parameter setting reported in the flguge

caption. B orm L fie1]
_The parameters off;(§2) are denoted by, = Q04|60 )=-—In[Zgz (64) - tr[(zﬁd(gd))_l
[bd, 04, Ka, na, q). We use a vectof to represent all N ~Ji—1]
unknown model parameters in (1), i.e. Eawn@ ] (14)
0 =[P,P,,...,Pp,01,0,,...,0p] wheretr|] is the trace of the matrix given as an argument
and X4 (0,) is the covariance matrix o ;, as a
[1l. ESTIMATION OF THE MODEL PARAMETERS 4 ’

function of the parameter subs@j:
In a scenario with multiple path components, as de-
picted by (1), the problem at hand is to estimate th& g (64) = Pd/ c(Q)e(Q)H £4(Q)dQ + 02 Ty,
parameter vectof. We now derive a SAGE algorithm S2
[7] as an approximation of the maximum likelihoodvith []" denoting the Hermitian operator. In (14),

estimator off. i, y0(0) s the conditional covariance matrix of
A. Admissible hidden data ﬂdm given the observatiow(t). It can be shown that
' S Ali] Ali]
_ We_ choose the subsets Qf parameters upde_lted in the zﬁd‘y(t)(g ) = Zm(ed )
iterations of the SAGE algorithm to be the sets including i il i
the parameters characterizing individual path compo- _zm(ed)[zﬁ(e )] S, (04)
nents. At Iterationi = 1,2,..., the parameter subset (] ] -1 1] -1
0, = [Py,0,) with d = [(i — 1) mod D] + 1 is updated. +35,00)[Z50)] ZH[EH0)]
We define the admissible hidden data associated with ~i]
0, as 2I:Id(ad )7 (15)
d
. where
Xa(t) = Hqa(t)u(t) + W(t) D
= [ / c(Q)ha(t; Q)dﬂ] u(t) + W(t). (9) Su0) =Y T, 04) +op I,
Sz d=1
It follows from the properties oh,(t; 2) that H 4(t) is N 1M Ly
constant within individual observation intervals, i.e. Y= N H,H,
n=1
Ha(t) = Han = /Sf(ﬂ)hdﬂ(mdﬂ' GO with £1, = [ y(u(t)dtn=1..... N,



C. Maximization Sep (a) Surroundings of the Tx.  (b) Surroundings of the Rx.

AN

In the M-step, the estimaﬁg] is calculated as

).

By applying a coordinate-wise updating procedurd
similar to that used in [8], the required multiple-
dimensional maximization can be reduced to mul

1) ~li-1)
0, = arg max Q0,46
d

tiple one-dimensional maximization problems. This (c) Map of the premises.

coordinate-wﬁse updating sf[ill remains. with?n the SAGE myEn o ¥ g

framework with the admissible data given in (9). ,‘ - B \PeE® | By B M i P

D. Initialization Step “W"*mu ~T—— - — A B m
In the initialization step, the nominal azimuths of il I e @

arrival and elevations of arrival of the path components
are estimated using a SAGE algorithm derived based
on the specular-path model [8]. The parameters whi€ly. 2. Photographs and map of the premises where the megesotre
the Bartlett beamformer is incapable to estimate are §periment was conducted.

to certain predefined values. So, the estimates of the

concentration parametetg, d = 1, ..., D are set tal00

and the ovalness parameters are sent to zero. With thj

setting it is assumed a priori that the path components 31 60 ns. The narrow-band signal model (1) is applicable

close to specular path components and that the specttj(g}mthe considered scenario. The parameter estimators

is not tilted onSs. This initialization method procedure erived based on the SAGE algorithm can be easily

has worked well for measurement data in the scenar@%ﬂ{'ri?ntgf?ﬁgwiztja}heat%agzmet;:z r?tfsthe DoD power
where it was tested. P p p :

For the implementation of the SAGE algorithm, we
IV. EXPERIMENTAL INVESTIGATIONS assume the number of the path components is known

The measurement data was collected using an Eléd equalg in the considered scenario. Totally SAGE
trobit Propsound CS switched channel sounder [2] {igration cycles are performed. Here, an iteration cycle
an office building. The sounder was configured with & referred to as the procedure in which the estimates
MISO (multiple-input single-output) structure where th&f all elements iné are updated once. In the M-step
Rx has a single antenna and the Tx is equipped with"¢ Select the quantization step to ¥ein both azimuth
50-element omnidirectional antenna array. A detailed ¢@2d elevation. This is due to the fact that the Rx array
scription of the sounder, the array and the measuremE@fPONse is measured at points with minimum spacing
settings can be found in [2]. In the measurement, the Rk 2° in both azimuth and elevation.
was located in a corridor and the Tx was located in anFig. 3 depicts the estimation results obtained using the
office room. Two photographs and the map shown in Fi§AGE algorithm. The parameter estimates are reported
2 depict the surroundings of the Rx and Tx. In the mafy Table I. The notatiomartlett(-) in Fig. 3 denotes the
the locations of the Tx and the Rx are marked with tHaartlett spectrum computed with the covariance matrix
symbols® and® respectively. In the measurement, botBiven as an argument arie(§2) represents the estimated
Tx and Rx were fixed. People were moving in the officeower spectrum of the radio channel response. It can
where the Tx was located. These movements created Bigeobserved that the power spectrum of individual path
randomness of the radio channel. Due to this reason, ifgnponents estimated using the SAGE algorithm are
uncorrelated scattering condition as depicted in (5) f®ticeably more concentrated as showiff2) than the
considered to be valid. corresponding footprints depicted Bartlett(3 4 (0)).

The data obtained frori0 consecutive measuremenirhese path components differ in concentration, ovalness
cycles within a period 08.3 seconds are considered. Aand tilt angle. The “blurring” effect arising in the Bartlet
measurement cycle is referred to as the interval withipectrum is due to the response of the Rx array.
which all 50 subchannels are sounded once. In this The footprints of the path components shown in
preliminary study, we investigate dispersion of indivilua@artlett (X ;(6)) andBartlett(X ;) are observed to be
path components in direction of departure and neglegiimilar. This implies that the reconstructed covariance
dispersion in other dimensions. As delay dispersion fsatrix computed using the parameter estimates is close
not considered, we consider the output of the Rx antentwathe sample covariance matrix. We also observe some
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Bartlett(flg ) TABLE |

ﬂ THE ESTIMATES OF THE PARAMETERS OBTAINED USING THE

SAGEALGORITHM.
-150 -100 -50 0 50 100 150

Ga ] 04[°] ke fa Gq[?] Pu1071°] P, [dB]
Azimuth []

—84 4 140 0.33 59.3 7.10 0
114 —4 160 0.49 15.8 5.72 -1

44 —=10 923 0.00 26.5 5.19 -1
—24 8§ 923 0.17 144.0 4.10 -2

Elevation []
Amplitude in [Linear]

ISV NI N

Bartlett (X 4 (6)) similar. The estimated power spectra of individual path
15 components exhibit different ovalness and tilt angle.
They are more concentrated than the corresponding foot-
prints in the Bartlett spectrum. These results indicated
that dispersive path components exist in real propagation
channels. In such a case, the conventional algorithms de-
05 rived based on the specular-path model are inappropriate
for estimation of the parameters of the radio channel.
o 100 150 As shown in [9], the mismatch between the specular-
path model and the “true” dispersive feature of path
P() depicted in thes — 6 plane components _rgsults in significant estimation errors with
high probabilities of occurrence.
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Abstract—In this contribution, we propose to use the spectrum. In [5], &3-variate density function is derived
density function of the Fisher-Bingham$ distribution to  which can be used to model the shape of the biazimuth-
characterize the shape of the azimuth-elevation power gelay power spectrum of individual path components.
spectrum of individual path components in the response |4  this contribution, we propose to use the Fisher-
of the radio channel. The maximum likelihood estimator Binghams (FBs) density function to describe the shape

of the parameters of the power spectrum is derived and f h imuth-elevati t f individual
applied to estimate the dispersive characteristics of indid- of the azimuth-elevation power spectrum of Individua

ual path components from measurement data. Preliminary Path components. Among all distributions on the unit
results are presented that illustrate the applicability ofthe Sphere, the FBdistribution maximizes the entropy un-
method. der the constraints that the distribution’s first moment

and second moment are specified [6]. The maximum
|. INTRODUCTION likelihood (ML) estimator of the parameters of the

Due to the heterogeneity of the propagation enviroROWe" spectrum is derived and applied to estimate the

ment, the response of the radio channel is the Supergg';persive characteristics of individual path components

sition of a certain number of components. Each comptom measurement data.

by an electromagnetic (EM) wave propagating along a MAXIMUM LIKELIHOOD ESTIMATOR

path from the transmitter (Tx) to the receiver (Rx). Along Following the nomenelature in [7], a direction can be

this path, the EM wave interacts with a certain numbeé aracterized using a unit vectf. This vector has its
of objects that we call scatterers. Due to the geometrical : . 9 - ;
gal point anchored at the origi® of a coordinate

. |
extent and nonhomogeneous electromagnetic proper”éstem’ and terminal point located on a unit spiiye

of the scatterers, a path may be dispersive in del%%ntered at). This vector(} is uniquely determined by

direction of departure, direction of arrival, polarizatjo . . . O
: ' ' : elevationd and azimuthy. The FB; distribution [6]
as well as in Doppler frequency when the enwronmelHS?a probability distribution or§, which maximizes the

's time-variant. Thus, an individual path component maé’ntropy under the constraint that the distribution’s first

be spread in these dispersion dimensions. oment and second moment are specified. The densit
Recently, different methods have been proposed f:gr b ‘ y

estimation of dispersive characteristics of individuahpa linction of the F distribution is of the form
compone;nts. Some of these methods make use of thg.g (2) = ¢ exp{ry[2 +5[(7§Q)2 — (759)2]}’
assumption that the shape of the power spectrum of L

individual path components can be described using41€re ¢ represents a normalization constaatand
density function of a probability distribution. In the@'® respectively the concentration parameter g”ld the
case where dispersion in one dimension, e.g. azimuth®f@/ness parameter, the vectoys v, and~y; € R~
arrival (AoA), is considered, the shape of the AoA power
spectrum can be described using the density function ,
of the (truncated) Gaussian distribution [1], the uniform
distribution confined within a certain azimuth range [2], .
and the von-Mises distribution [3]. Recently, dispersion s
in multiple dimensions of individual path components T
have also been investigated. In [4], a von-Mises-Fisher |
density function is used to characterize the shape of
the biazimuth (azimuth of departure and AoA) power

o] 0] al] ~ B
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Fig. 1. The FB density function with the parameter setting given

above.
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Fig. 2. Estimated azimuth-elevation power spectra: (ajtl@&aspectrum computed from original received data; Bspposed ML estimate
of the power spectrum; (c), Bartlett spectrum reconstdictging the ML estimate of the power spectrum. Color bars ¢orifht of these
plots show the spectral height in linear scale.

are determined by three angular parametgrs) and Bartlett spectrum shown in Fig. 2 (c) is similar to the
a. Here,# and ¢ specify respectively the elevation andoriginal” Bartlett spectrum depicted in Fig. 2 (a). A
the azimuth of the mean direction, anddescribes how more comprehensive discussion of the results will be
the distribution is tilted orfS,. Fig. 1 depicts a surfacepresented in the full paper.
calculated using the FBdensity function on the unit
sphere for the parameter setting also reported in the IV. CoNcCLUSIONS
figure. A detailed description of the features of the;FB In this contribution, we proposed to use the Fisher-
density function will be presented in the full version oBinghamé density function to model the shape of the
the paper. azimuth-elevation power spectrum of individual path
In the full version of the paper, we will also presengomponents. We derived the maximum likelihood esti-
a signal model for channel sounding, in which th&ator of the parameters of the power spectrum and used
FBs density function is used to characterize the shafieto estimate the dispersive characteristics of individ-
of the azimuth-elevation spectrum of individual patbal path components from measurement data. From a
components. The ML estimator of the parameters pfeliminary result, we found that the estimated power
the power spectrum will be derived and its propertigdpectra of the path components are noticeably more
described in the full paper. concentrated than the corresponding footprints in the
Bartlett spectrum.
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