
Summary

This project explores how a physical representation of cookie data can encourage
reflection on data privacy in a digital environment. Cookies collect large amounts of
data, often in ways that can be hard for users to understand. Additionally, many websites
use deceptive design practices to encourage data collection, which often leaves users
feeling overwhelmed and powerless. This is known as privacy fatigue, which can lead
users to disclose personal information despite privacy concerns. In addition to privacy
fatigue, there tends to be a contradiction between how users view data privacy and their
interactions with cookies banners. This behavior reflects the privacy paradox. Research
into data physicalization and tangible designs revealed how it is possible to make data
perceptible through a tangible form, enabling users to gain a deeper understanding
of data. Existing studies show how making abstract digital processes more visible
and interactive, can help support self-reflection and increase user awareness. This
exploration led to the development of DataCrumb: a physical prototype that visualizes
data being shared through lights, sounds, and a display. With DataCrumb, the aim is
to make data collection more tangible and encourage users to reflect on their digital
privacy, addressing the abstract and often unclear nature of cookies and data revealed
in the initial interviews.
To evaluate whether the prototype fulfilled its intended purpose, three test sessions
were conducted. The tests revealed that the participants became more aware of how
data was being collected. The physical nature of DataCrumb made it hard to ignore,
which led to reflections on the participants’ data privacy.
Overall the project suggests there is potential in making cookie data physical, as it can
foster a deeper understanding and encourage users to engage more critically with their
digital privacy.
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Abstract
Most people simply accept cookies, leaving behind a trail of
personal data. However, the overwhelming amount of infor-
mation on cookie banners and policies makes it difficult for
individuals to fully understand and manage their data, often
leading to feelings of helplessness and disengagement. To ad-
dress this, we created DataCrumb: a tangible prototype that
physicalizes data sharing through lights, sounds, and a dis-
play. Our initial research identified issues of the privacy para-
dox and privacy fatigue, which complicate users’ ability to
navigate data privacy effectively. DataCrumb was designed
to increase awareness and encourage reflection on data shar-
ing that occurs during everyday online activities. We evalu-
ated the prototype through a three-part test: a pre-interview,
an in-home testing session, and a post-interview. The results
showed that DataCrumb raised participants’ awareness of
data and cookie usage and prompted greater reflection on
their online behaviors.

1 Introduction
Data collection has become more prevalent in today’s dig-
ital landscape, and it is occurring every time users enter
a website or application, often through the acceptance of
cookies. Cookies, which are small text files that store data
on a user’s device, function by assigning a unique identifier
that allows websites to recognize returning users [26]. The
International Chamber of Commerce UK defines four dif-
ferent types of cookies: necessary, performance, functional
and tracking, each serving a different purpose [19]. Neces-
sary cookies ensure that a website operates correctly, while
performance cookies collect anonymous usage data, and

functional cookies store user preferences to enable person-
alized features [19]. Tracking cookies collect information
about a user’s browsing habits and can be used in targeted
advertising and cross-site tracking [19]. In addition to the
four types of cookies, cookies can be divided into fist-party
and third-party cookies. First-party cookies are set by the
website being visited and are typically used for functionality
and user experience enhancement. In contrast, third-party
cookies are set by external parties that the user may not
directly interact with. These cookies track users’ online be-
havior across multiple sites, often without the user knowing
which companies have access to their information [21]. As a
result, cookies have become a valuable source of personal
data. This makes them subject to the General Data Protection
Regulation (GDPR) [6, 21]. GDPR specifies that users need to
give explicit consent before websites can use cookies, with
the exception of ‘strictly necessary’ cookies [17, 26]. The
EU ePrivacy Directive, often referred to as the ‘Cookie Law,’
supports GDPR by setting specific rules on cookie consent
and requiring websites to inform users about data collection
[17]. This regulation has been implemented to ensure data
transparency and to control cookie usage, which protects
user data and ensures that companies handle information
responsibly [6].

In this project, we explore how the collection of personal
data through cookies impacts users and how the materializa-
tion of data can facilitate self-reflection. Drawing inspiration
from studies on data physicalization and tangible design, we
developed DataCrumb: a prototype that aims to make the
abstract concept of data more tangible, encouraging users to
reflect on their data privacy. The project beginswith an explo-
ration of related work, including deceptive design practices
and the effects of privacy fatigue and the privacy paradox.
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In this section, we also explore how data physicalization and
tangible design approaches have been used to support user
awareness and understanding of data. In addition to related
work we present our research question, and in a method
section, our interview findings, our ideation process and the
final solution. The Implementation section explains the tech-
nical setups and pseudocode to outline how the prototype
has been implemented. In the project we will also present
the findings from our test sessions, and how these tests were
conducted. Finally, we discuss the project’s limitations and
the potential for future development.

2 Related work
2.1 Deceptive Design: Influencing User Decisions
Privacy regulations related to data protection, such as the
EU ePrivacy Directive and GDPR, have caused an increase
in the use of cookie banners on websites [26]. Ideally, cookie
banners should provide a clear choice for the user onwhether
to accept or reject cookies, expressing their consent on which
data is collected [18]. While GDPR has led to an increase
in data transparency and control for users, many websites
often use deceptive design to encourage data collection [11].
Since it is in the companies’ interest to collect user data,
they often use text-heavy banners and implement nudges,
which guide users toward actions that primarily benefit the
company rather than the user [3, 20, 21]. These nudges are
also referred to as dark patterns, as they undermine principles
of the EU ePrivacy Directive and GDPR [11].

Dark patternsmanipulate users into accepting being tracked
while creating an illusion of control [11]. Research shows
that design influences consent more than trust, with an over-
whelming amount of text and elements like button place-
ment, forced choices, and colors heavily influencing user
decisions [21]. As a result, cookie banners often mislead
rather than inform, undermining informed consent and pri-
oritizing data collection over user privacy. This raises ethical
concerns about privacy and consent, as it undermines the
user’s ability to make informed decisions about their online
privacy.

2.2 Privacy Fatigue & Privacy Paradox
Even though multiple studies emphasize the influence dark
patterns can have on user’s interactions with cookie banners,
research shows that users feel little control over their per-
sonal data, regardless of banner design [11]. Privacy fatigue
could be a contributing factor to the feeling of loss of control
[7, 31]. While privacy concerns make users more cautious of
their online behavior and sharing of data, users experiencing
privacy fatigue tend to feel resigned and disengaged from
the issue [31]. Continuous consent requests and complex
privacy policies can make users feel overwhelmed and more
likely to disengage from privacy decisions. As a result, users

experiencing privacy fatigue tend to disclose personal infor-
mation online, even if they have privacy concerns [7]. This
can explain why users make decisions regarding their pri-
vacy that contradicts their concerns and intentions, which
supports the privacy paradox.

The privacy paradox is the phenomenonwhere users claim
to value privacy, but still disclose personal data and fail to
use measures to protect their privacy. This inconsistency
between intentions and behavior does not mean users do
not care about privacy. Rather, privacy decisions are made
in specific situations, while privacy concerns reflect broader,
more general attitudes [30]. In relation to cookie data, the
privacy paradox is demonstrated when users accept all cook-
ies, even though they have expressed concerns with online
privacy. A study by Mejtoft et al. (2023) found that there
is a mismatch between the participants’ disclosed behavior
and their observed behavior, when presented with cookie
banners, as they tend to accept more cookies than they say
they do [21]. Additionally, the paper “(Un)informed Consent:
Studying GDPR Consent Notices in the Field” indicates that
users are frustratedwith cookie policies or unsure about their
impact [33]. Therefore, users often ignore cookie banners,
even though they state that their interactions are privacy
focused.

2.3 Data Physicalization
Data physicalization, as defined by Dragicevic et al. in "Data
Physicalization" is a “physical artifact whose geometry or
material properties encode data” [8]. The goal of data phys-
icalization is to create “interactive, visual representations of
abstract data to amplify cognition” [8]. These representations
can serve a wide range of purposes in different contexts,
like analytics, communication, education or self-reflection.
By making data perceptible through a tangible form, data
physicalization can help people explore and gain a deeper
understanding of data [15].
In the context of cookies and online privacy, data physi-

calization also holds potential for promoting self-reflection
and awareness [8]. As data collection has become increas-
ingly embedded in digital interactions, users are often left
with little transparency and control over how their personal
information is tracked, stored and used [7, 31]. So, while
many claim to value their privacy, their behavior can con-
tradict those concerns [30]. With these challenges in mind,
data physicalization can help represent data and encourage
self-reflection. Such introspection can, for example, confront
users with their behavior, which in turn can lead to a clearer
and more understandable view of their actions[8]. An ex-
ample of this can be seen in the study “SweatAtoms” which
transformed participant’s activity data, including steps and
heart rate, into a unique sculpture to promote self-reflection
[16]. In another study, the well-being of a plant served as a
representation of physical activity, emphasizing the relation-
ship between the participant and their plant [4]. By turning
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data into physical artifacts, these two studies were able to
prompt participants to reflect on their own behavior. Making
data physical and allowing people to see, interact or touch it
through an artifact, can help create a better understanding
of data [8].

2.4 Tangible Designs in Research
Prior research in tangible design has investigated how phys-
ical artifacts can be used to communicate and contextualize
data. In regards to data collection and online privacy, various
studies have explored how tangible designs can make the
abstract concept of data collection more comprehensible for
users [14].

One study "Dataslip: Into the Present and Future(s) of Per-
sonal Data" highlights the issue of personal data through
a provocative, interactive ATM-like installation [10]. Par-
ticipants interact with the installation by answering five
questions, whereafter it prints out long, detailed receipts of
collected data based on their answers. The receipt is printed
out slowly to foster anticipation and showcase the creepi-
ness of information gathered. The study showed that the
participants in general were concerned by the amount of in-
formation being printed, emphasizing how unaware people
are of what data is collected. The study also revealed various
challenges and concerns, such as the privacy trade-off, where
users want to protect their data while simultaneously using
platforms that collect it [10]. The paper demonstrates the
lack of data transparency, where users do not fully under-
stand what they are consenting to, when accepting cookies.
By providing the participants with a tangible representation
of their personal data, Dataslip effectively enforces the ex-
tent of data collection, to promote awareness and reflection
[10].
Another example of a study that addresses this problem

is “PrivacyCube: A Tangible Device for Improving Privacy
Awareness in IoT” [22]. The PrivacyCube is a physical arti-
fact that is designed to help users manage data privacy in
Internet of Things (IoT) environments. The data is repre-
sented by icons that light up when data is being collected.
The PrivacyCube being tangible and placed in the homes of
the families using it, forces them to reflect on how and when
their data is being collected. By enabling them to engage
with a physical cube, which has been previously used as a
learning tool of complex concepts, users can more easily gain
an understanding of data practices and the management of
their personal information [22].
Similarly, the Facebook Data Shield is a physical control

panel that enables users to interact with their personal data
settings on Facebook [29]. This study empathizes how diffi-
cult it can be to find the right privacy settings on Facebook
and social media in general. By making the settings physical,
users can toggle different data categories and see firsthand
how their data is shared. The Facebook Data Shield is divided
into two main layers: the core layer and the detailed layer.

The core layer, which is initially visible, includes five data
categories the users can interact with. The detailed layer is
more complex as it has twenty-six additional data variables.
The participants expressed that if the detailed layer would
have been visible from the start, they would have felt over-
whelmed with information. Although not all participants
chose to engage with the detailed layer, the system still em-
powered them to take control of their data. By making data
management more transparent and accessible, the Facebook
Data Shield enhances users’ confidence in understanding
and managing their personal information [29].
Each of these studies showcase the potential of tangible

design to bridge the gap between abstract data collection and
user awareness. By turning data into something physical,
these studies exemplify the potential of data physicaliza-
tion to make complex and often invisible processes more
accessible and understandable.

3 Research Question
Making data tangible has shown to enhance its visibility
and engagement, challenging individuals to confront their
digital privacy practices. Data physicalization has continu-
ously proven to be effective in helping users understand data,
making abstract concepts more concrete and understandable,
which enables more informed decisions. Encouraging self-
reflection is particularly important in the context of cookies,
where users often face a disconnect between intent and re-
ality. By proposing a tangible approach, we can address the
different challenges users face due to privacy fatigue and the
privacy paradox. With this in mind, we have formulated the
following research question:

How can a physical representation of cookie data make users
reflect on their data privacy in a digital environment?

4 Method
In this section, we describe the process that led to our final
solution. We begin by presenting the results of the initial
interviews, followed by an outline of our ideation process
and the methods used to explore early prototype concepts.

4.1 Initial Interviews
To gain a deeper understanding of our problem area andwhat
a possible solution could be, we conducted user research to
explore people’s perceptions and behaviors regarding cook-
ies. We conducted five semi-structured interviews with indi-
viduals aged 25–33 using an interview guide (Appendix L).
Using a semi-structured approach allowed the interview par-
ticipants to freely share their perspectives and experiences
while also enabling exploration on specific issues identified
through our problem area [5]. The participants acknowl-
edged that personal data is constantly being gathered, even
if they do not always understand the full extent of its use.
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However, none of the participants felt they had real control
over their data. Participant C described this concern, saying
“I don’t feel like I have control over it. I just think they take the
data anyway.” (Appendix C). Despite feeling a lack of control,
some participants mentioned that they try to limit tracking
by accepting only necessary cookies or rejecting them when
possible. This behavior can also be linked to privacy fatigue
[7]. While some participants attempt to limit tracking by ad-
justing cookie settings, they recognize that complete control
is rarely an option. Furthermore, the interviews revealed a
recurring contradiction. While the participants expressed
concerns about privacy and data tracking, their actions often
contradicts these concerns, supporting the privacy paradox
[30]. For example, some participants insisted they always re-
ject cookies, however they later admitted to accepting them
frequently. Participant A stated, “I always reject cookies [. . . ]”,
but later acknowledged, “[. . . ] but I think there are some sites
that you use every day, where you’ve probably clicked accept.”
(Appendix A). These inconsistencies reveal the complex re-
lationship users have with online privacy. Although users
want more control and transparency, the constant need to
make privacy decisions can lead to disengagement. As a re-
sult, they often accept terms they do not fully agree with,
not just out of convenience, but because they grow tired of
managing their privacy settings.

4.2 Ideation
Through the ideation process we followed the Design Think-
ing Process, an iterative approach consisting of five stages:
empathize, define, ideate, prototype and test [12]. At the start
of the project we conducted desk research and initial user
interviews to get a better understanding of the problem. As
we analyzed our findings, we iterated between the empathize
and define stages to refine our understanding and identify
the key problems. This led to the formulation of our research
question [12]. Building on this process we began exploring
potential solutions. We used sketching and dot voting to ex-
plore various ways to encourage users to reflect over their
data privacy. First, we sketched different concepts to quickly
visualize initial ideas [32]. Then we used dot voting to select
the idea that resonated most with the project group [32]. The
chosen concept developed into DataCrumb (Figure 4).

5 A Tangible Approach to Cookie Data
DataCrumb is a physical prototype that emulates a tradi-
tional cookie, but serves as a tangible representation of
cookie data. Through DataCrumb we use data physicaliza-
tion to make the abstract concept of data easier easier for
users to grasp. The aim is to encourage them to reflect on
their data privacy and make them reconsider before blindly
accepting cookies. The prototype consists of three compo-
nents: LED lights, a display screen, and a buzzer.

The decision to make the prototype look like a cookie was
made due to the fact that cookies have become a symbol of
data collection, often shown on cookie banners. By using a
cookie as a part of our prototype, we highlight this familiar
metaphor and turn it into a physical reminder of data being
shared.
To visualize the flow of data queries across servers, Dat-

aCrumb has thirteen embedded LED lights that represent a
specific platform or service. These platforms and services
were selected based on the most used in Denmark, as well
as an analysis of our own internet usage. By using Pi-hole
for a seventy-two-hour period, we were able to gather our
own data and compare it to the top one hundred most used
websites in Denmark [1]. Streaming services were grouped
into one category, as people often use different platforms.
This approach helped us capture overall streaming behavior.
Furthermore, we included a question mark to capture all
other platforms and services.
The lights are activated when a DNS query is detected,

indicating a data exchange between a device and external
servers. The decision to use lights as a representation of
data was made because they can easily capture the user’s
attention. Additionally, they provide a quick and intuitive
way to visualize change in real time. Each LED on the cookie
has a different color and is positioned beneath translucent
M&M-shaped covers with logos, which enables users to eas-
ily identify which platform or service is receiving data.
In addition to the lights, the prototype is equipped with

a buzzer. This buzzer is programmed to make a sound each
time aDNS query is blocked, indicating that a tracking cookie
has been prevented from transmitting data. The buzzer has
two distinct sounds: a long beep and a short beep, with
the long beep indicating multiple blocked queries in a five-
second time frame. The buzzer was included to alert users of
data being shared with third-party partners, ensuring they
notice even if they are not close to the prototype.

Figure 4. DataCrumb: A physical prototype
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The prototype includes a display screen that showcases
the total number of queries, as well as all blocked queries.
This is to give the user an overview of the amount of data
being transmitted between servers.
In this project, DataCrumb is not intended as a direct so-

lution for a specific problem but rather as a reflective and
explorative tool within a Research through Design (RtD) ap-
proach. To some extent, accepting cookies and personal data
collection is a requirement for navigating digital spaces, mak-
ing it something that can not be avoided. Therefore, it can
be seen as a “wicked problem”, i.e. a problem with no clear
solution [27]. With DataCrumb we align with Zimmerman
et. al’s (2007) argument that design artifacts can “transform
the world from its current state to a preferred state” [34], as we
aim to make users reflect and make more informed decisions
regarding their online privacy. Furthermore, Gaver (2012)
argues that the value of RtD is not in solving problems, but in
creating artifacts that prompt reflection and new questions.
The goal of this project is not to instruct users on what to
do, but to make them think critically when presented with
cookie acceptance banners [9].

6 Implementation
To implement DataCrumb, we followed a structured and it-
erative approach to ensure efficient workflow and the devel-
opment of a functional prototype. We used scrum principles
to guide our development process [28], dividing the work
into four one-week sprints, each with a specific goal based
on our prioritized product backlog. At the beginning of each
sprint, we defined a sprint backlog and used Trello to plan
and organize the tasks. Additionally, we used daily scrums
to help us align our individual responsibilities. Weekly retro-
spectives gave us the opportunity to reflect on what worked
well and identify areas for improvement moving forward.
One of the main focuses from the beginning was to build a
minimal viable product (MVP). We prioritized core function-
alities such as handling incoming queries, activating the LED
lights, and triggering the buzzer. Furthermore, we used pair
programming and continuously tested parts of the prototype
to ensure progress. Throughout the process, we used version
control to keep our code organized and ensure smooth col-
laboration. This helped us maintain flexibility and a shared
direction during the development of our prototype.

6.1 Technical setup
We built the prototype using Raspberry Pi configured with Pi-
hole. The Raspberry Pi provided an accessible and portable
hardware base, which made it easy to deploy the system
in different environments for testing and observation. The
Raspberry Pi also made it possible to connect the display
screen, LED lights and buzzer to the setup (Figure 5). Pi-
hole functions as a DNS sinkhole, logging all outgoing DNS
queries [23]. When setting up the system, the Raspberry Pi

is connected to the local network, and it’s IP-address is used
to configure the DNS settings on the user’s devices. This
simple setup enables us to monitor DNS traffic on a local
network, to capture which domains were contacted as users
browse the internet. Each time a domain is contacted, a LED
on the prototype lights up indicating a data transmission.
The thirteen lights represent the following platforms and ser-
vices: Google, Microsoft, Apple, Facebook, YouTube, Instagram,
TikTok, Snapchat, LinkedIn, Spotify, Streaming, OpenAi and
Other. Furthermore, we use Pi-hole as network-wide protec-
tion, for blocking third-party tracking [24]. These blocked
queries serve as a trigger for activating the buzzer sound.

Figure 5. System setup

6.2 Pseudo code
The following sections will explain the functionalities of Dat-
aCrumb using pseudocode, to provide a clear and straightfor-
ward overview of the system’s logic and structure. During the
development of the prototype, we chose to separate the func-
tionalities of the three components, to ensure modularity,
easier debugging, and improved maintainability. Addition-
ally, we created a main file that runs the overall program.
This main file connects to the individual functionalities and
coordinates their interactions.

6.2.1 Display. The display shows two counts: total num-
ber of queries and number of blocked queries (Figure 6). The
display screen is turned on when the system starts running,
and starts by setting each count to zero. Each time a new
query is detected though Pi-hole, the counts get updated.
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1. Turn on the display
2. Set total queries to 0 and blocked queries to 0
3. Set display to show current number of total and

blocked queries
4. For each new query
5. Increase the total count by 1
6. If the query is blocked
7. Increase the blocked count by 1
8. Update the display with the new counts

Figure 6. Pseudocode: Display

6.2.2 Buzzer. Figure 7 shows the buzzer code, which keeps
track of all the blocked queries and activates the buzzer.
It starts by setting a count of blocked queries to zero. By
looping through each incoming query it checks their status,
and updates the count accordingly. If the status is equal to
GRAVITY, it means that the query is blocked by Pi-hole. For
each blocked query detected, the count on the display is
updated. To clearly indicate when multiple blocked queries
are detected, we use two distinct buzzer sounds: a short
beep for single queries and a long beep for multiple queries.
By applying a five second interval, we can detect instances
where multiple queries are being blocked simultaneously
and update the count for each blocked query. This is used to
determine which sound is triggered based on the number of
counts after each interval. These intervals are repeated while
the system is running, and after each interval the count is
reset to zero.

1. Set count to 0
2. Loop through incoming queries
3. If the query has the status GRAVITY
4. Increase the blocked count with 1
5. Run display code to update the blocked count

6. Set a time interval for 5 seconds
7. For each 5 second interval
8. Check count
9. If count is equal to 5 or more
10. Activate long beep
11. If count is equal to 0
12. Don't activate the buzzer
13. Otherwise
14. Activate short beep
15. Reset count to 0
16. Start a new interval

Figure 7. Pseudocode: Buzzer

6.2.3 LED lights. As shown in figure 8, every time a new
domain is detected with Pi-hole, the associated light is turned
on for twenty seconds. If the same light is triggered repeat-
edly, it will remain lit until each activation has completed
their twenty second duration. There are thirteen different
LED lights, one for each platform and service selected to be
represented on the prototype.

1. When a domain is detected
2. Turn on the associated LED with a specific color
3. After 20 seconds, turn off the light

Figure 8. Pseudocode: LED lights

6.2.4 Main. Figure 9 shows the pseudocode for the main
file that runs the code for DataCrumb. It begins by connect-
ing to Pi-hole to gain access to incoming DNS queries on
the network. After that the system enters a loop where it
continuously checks for new DNS queries from Pi-hole. If
no new queries are found, the system starts the loop from
the top. This ensures that it keeps monitoring for activity
without performing unnecessary actions. The system first
checks whether the query is of type HTTPS (equivalent to A
or AAAA domain query), to ensure that only queries poten-
tially involving cookies are processed. If the query is HTTPS,
the system proceeds to check the domain name. When check-
ing the domain name, the system runs through a loop of the
chosen platforms. For each match it activates the correspond-
ing LED light, to visually indicate which platform the query
is associated with (Figure 8). After identifying the domain, it
checks whether the domain is blocked, by running the code
for the buzzer (Figure 7). Finally, the query is counted in the
total amount of queries count, and logged for the display
(Figure 6).

1. Start background task to handle buzzer time interval
2. Connect to Pi-hole
3. Loop continuously
4. Wait for 1 second
5. Request new DNS queries from Pi-hole
6. If no new queries are found
7. Starts the loop from the top
8. For each new detected query
9. If the query is of type HTTPS
10. Check which platform the domain belongs to
11. Run light code for this specific domain
12. Run buzzer code to check for blocked query
13. Run display code to update the total amount

Figure 9. Pseudocode: Main

7 Evaluation & Insights
After developing DataCrumb, we wanted to test the pro-
totype. At this stage of the Design Thinking Process, the
objective is to gather new insights that help deepen our
understanding of the problem and identify opportunities
to refine the prototype [12]. The test was conducted with
three participants, with the intent to explore whether the
prototype would encourage reflection on their use of cookies,
as well as impact their awareness regarding the sharing of
cookie data and their own data privacy. The test comprised
three parts, each serving a specific purpose: a pre-interview,
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an in-home test session, and a post-interview (Appendix M).
The pre-interview was included to get an understanding of
the test participants’ thoughts on cookies before testing the
prototype. The in-home test consisted of a three-day period
where the prototype was placed in each person’s home. All
of the participants’ devices were connected to Pi-hole, and
the prototype would react with lights and sounds, without
any interaction from the participants. The placement of the
prototype was made based on where the participants usually
used their devices, so that it was visible when the participants
accessed the internet and used their mobile phone, computer
and television. The prototype was placed in the bedroom
and living area for participants 1 and 3, and in the living
room for participant 2. After the in-home test, we conducted
a post-interview. The purpose with this interview was to
get insights on the participants’ experience with having the
prototype in their home, and whether it had any influence
on their attitudes or behaviors regarding cookies and data
privacy.

7.1 Findings
To organize the user data gathered through the tests, we cre-
ated an Affinity Diagram based on a brainstorming session
[13]. By writing out statements made by the participants on
post it’s, and grouping them into categories by similarity,
we were able to identify common experiences and issues
(Figure 10). The categories identified through this process
were the following: Cookie Practices, Helplessness, Intent vs
Reality, Awareness of Data Collection, and Impressions.

Figure 10. Affinity diagram

7.1.1 Cookie Practices. During the pre-interview the par-
ticipants were asked about their interactions with cookie
banners. All three participants stated that when presented
with the choice, they made an effort to only accept necessary
cookies. After the three-day test period, their opinion on
the matter was unchanged, with P2 saying “Uh, I have to be
honest and say no. I only choose what is necessary, as I have
always done. It’s not a change that has happened.” (Appendix

J). This suggests that the prototype had little impact on the
participants’ future interactions with cookie banners.

7.1.2 Helplessness & Intent vs Reality. Even though
the participants said that they only selected necessary cook-
ies, they contradicted themselves by stating that they often
accept all cookies, in order to make the cookie banner disap-
pear. The statement “I usually, as much as possible, only click
on “necessary only.” But of course, sometimes I just want that
damn banner to go away, so I end up accepting all.” (Appendix
F) highlights this contradiction. Furthermore, the partici-
pants express a desire to make active changes and use tools
that help them protect their data privacy, but also say that
they do not really think about it in their daily lives. This
behavior reflects the privacy paradox described in Section
2.2. The failure to safeguard their data privacy stems from a
lack of knowledge on how to do so. The participants state
that they do not know what to do differently, and that they
feel forced to share their data through cookies. Additionally,
there seems to be a sense of resignation and helplessness,
as they believe that different platforms and companies al-
ready have access to their data. In the pre-interview P2 states
“Oh, don’t they already have all my information anyway? So
I don’t really think about it. Uh, I know they have my data.”
(Appendix G). This feeling of lack of control aligns with the
challenges faced by users experiencing privacy fatigue, as
explained in Section 2.2. Overall, the inconsistencies in par-
ticipants’ behavior, their attitudes regarding data privacy,
as well as their state of mind corresponds with the findings
from the initial interviews in Section 4.1.

7.1.3 Awareness of Data Collection. In the pre-intervie-
ws, all the participants expressed concerns about how com-
panies use their data, describing it both as suspicious and
creepy. P2 stated "I think it’s creepy sometimes. I start won-
dering if they’re listening or somehow keeping track of what
I’m doing on my phone. I find that a bit creepy."(Appendix
G). This highlights how the participants were unsettled by
the idea that companies can monitor their online behavior,
particularly through tracking cookies. P3 also mentioned
finding it strange when they received advertisements for
something they had viewed or liked on another platform,
which reinforces their sense of being constantly monitored
(Appendix H).

DataCrumb contributed to an increased awareness of data
collection among the participants. Although theywere aware
that their data was being collected and shared, they were still
shocked to see just how much was being collected in real
time. The participants were surprised that data was collected
even when they were not actively using their devices. P1
said, “Exactly, because I was like, I’m not even doing anything?
Why is it lighting up now? And then I had no idea what the
hell I was supposed to do.” (Appendix I). This reaction shows
how the prototype helped reveal the hidden processes of
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data tracking, which is typically something that goes un-
noticed. It gave the participants a clearer understanding of
how much information is collected passively, which led to
increased concern and reflection about their digital privacy.
This contrast between what the participants thought they
knew and what they observed also highlights the abstract
nature of cookies and data privacy. The prototype helped vi-
sualize the otherwise hidden flow of data between platforms,
which sparked critical reflection about online behavior. P3
mentioned that they became more aware of this pattern of
data sharing between platforms: “[...] you could see almost
every time you were on Spotify, TikTok would light up. So I
actually thought it was pretty cool to be able to see that. Defi-
nitely thought-provoking.” (Appendix K). Additionally, they
said, “I definitely think my perception has changed in that
regard, you could say I’ve become more aware of some of the
patterns involved.” (Appendix K). These statements highlight
how DataCrumb made invisible data processes more visible,
which led to a deeper understanding and increased aware-
ness of digital data sharing.

7.1.4 Impressions. Considering the individual compo-
nents of the prototype: lights, buzzer and display, different
aspects stood out to the participants. However, one point was
consistent: All participants initially found the beep sound
provocative, as it forced them to acknowledge the presence
of the prototype. Over time, P1 and P3 reported that they
became accustomed to it.
For P1, the display and lights made the strongest impres-

sions. They explained seeing the amount of shared data vi-
sualized on the display was eye-opening, as it showed how
much data was actually shared. The lights, in particular, had
an effect on their behavior. They chose to disconnect from
the internet at night, so they could sleep, since the proto-
type continuously lit up their bedroom. In contrast, for P2,
the sound was the most effective in drawing attention to
the prototype, as they found it impossible to ignore. When
reflecting on their experience, they said “ [...] I think I said
’shut up’ a couple of times. I felt it beeped a few too many times
[...]” (Appendix J) when it came to the effect of the sound.
P3 found both the lights and sound to be thought provok-
ing. These two components pushed them to confront their
own digital habits, particularly in the evening. As a result of
the beeping sound, they deliberately used their phone less,
to minimize the noise. When asked about what made the
biggest impression, P3 said: “The Lights, definitely. Yeah, at
least when it comes to the cookies, that’s what I think. Like
understanding some of the patterns. The sound has been the
most provocative, I think” (Appendix K). Together, these re-
sponses highlight DataCrumb’s different components and
how it has made the participants reflect on their understand-
ing of cookies. Overall, having the prototype in their home
led the participants to reflect on their use of digital devices.

During the post-interview, two participants discussed the
advantage of having a physical prototype compared to a
digital one. P1 noted “You noticed it more and paid more
attention to it. Instead of it just being another notification or
message you get on your phone. I have become pretty good at
ignoring those” (Appendix I). This demonstrates that, unlike
digital notifications, the physical presence of the prototype
made it harder to ignore, and encouraged deeper reflection
on data privacy.

The lights effectively captured the participants attention,
while visualizing data sharing, as indented. Additionally, the
buzzer served as a provocative element. The display pro-
vided a general overview of the number of queries over the
three day period, along with the amount of blocked queries.
While the display was found useful by two participants, P3
expressed a desire for additional information to be shown.
This aspect will be explored further in Section 8.

Figure 11. An example of test setup

7.1.5 Key Takeaways. The findings indicated that Dat-
aCrumb did not lead to a direct change in the participants
behavior regarding cookie banner interactions. However, the
prototype effectively increased their awareness of data col-
lection and promoted reflections on their data privacy. The
challenges identified during the test sessions aligned with
those described in Section 2.2, as well as the findings from
the initial interviews, which indicated that users experience
both privacy fatigue and the privacy paradox. Making the
prototype physical and visualizing the data using lights made
the underlying processes of data sharing more tangible for
the participants, which in turn encouraged self-reflection.
Overall the different components of DataCrumb made im-
pressions on the participants, and helped them connect ab-
stract data concepts to personal experiences.
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8 Discussion
This section discusses the physical setup of the prototype
during the test sessions and examines participants’ responses
to the display component. Furthermore, it considers the po-
tential of a more provocative approach and explores how this
might influence the outcomes. Additionally, we address the
limitations of using Pi-hole as part of the setup, and discuss
possibilities for future iterations of the project.

8.1 Prototype Placement and Participant Interaction
During the setup of the prototype in the participants’ homes,
the prototype was placed in the area where each participant
used their devices most frequently. One participant lived in a
two-bedroom apartment, while the other two lived in studios.
As a result, the placement of the prototype varied (see Section
7). This variation in placement raises the question of whether
the position influenced how participants experienced and
interacted with DataCrumb.

During the testing of the prototype, it became clear which
components made the strongest impression on the partici-
pants. For example, P2 who had the prototype placed in the
living room, responded primarily to the sound rather than
the lights (Appendix J). The sound was mostly noticeable
in the evenings when the participant was in their bedroom.
In contrast, as P1 and P3 live in a studio apartment, with
only one main living area, the prototype remained visible at
all times, which appeared to increase their awareness of the
lights (Appendix I, K). This could indicate that placement of
the prototype can influence which aspects of the prototype
were most dominant for the participants’ experience. If the
placement of the prototype had been the same across all
participants, there may have been more of a standardized
baseline for comparison. However, similar placement might
also result in positioning the prototype in rooms where the
participants used their devices less frequently, potentially re-
ducing the prototype’s overall impact. This suggests that the
placement could be an important consideration for future
research. Additionally, exploring the effects of deploying
multiple prototypes within the home could be valuable, par-
ticularly to determine whether this reduces the possibility
of the participants overlooking the different components of
the prototype.
The test session also provided insights into participants’

experience with the display. The findings varied, as two
participants indicated that the display had minimal impact:
one initially noticed it but quickly lost interest, while the
other did not mention it at all during the final interview
(Appendix I, J, K). In contrast, the third participant found
the display engaging, stating that seeing the actual numbers
representing shared data had a stronger effect. These varied
responses to the display may be due to the short testing
period. The prototype was tested over a period of three days,
which may not have been sufficient time for the participants

to fully engage with or reflect on the value of the display.
It is possible that, over a longer period, participants would
become more aware and engaged with the display as the
numbers increase. Further exploration could benefit from
extending the test duration to observe whether long-term
exposure could enhance the impact of the display component
and encourage deeper reflection on data sharing.

8.2 A Provocative Approach to Cookie Data
As previously mentioned, the purpose of DataCrumb is to
prompt reflection and raise awareness. While provocation
was not a focus of the prototype, the tests revealed that the
buzzer acted as a provocative element. The intended func-
tion of the buzzer is to serve as an alert each time queries
are blocked due to tracking cookies. Since queries were fre-
quently blocked during the test period, the sound became a
disruptive reminder and interruption in their usual routines.
The unexpected provocation led to some changes in behavior
among the test participants, such as limiting their phone us-
age to reduce the number of times the buzzer was triggered.
This suggests that provocative elements have the potential
to influence user behavior. By incorporating a provocative
design approach we could possibly have changed the partic-
ipants’ interactions with cookie banners, which DataCrumb
does not achieve in its current state. As a design approach,
provocation can be used to challenge user expectations and
disrupt habitual practices to provoke reflection and encour-
age alternative behaviors [2, 25]. Although incorporating
provocation holds potential when the intention is to change
behavior, it comes with challenges, as provocative elements
can lead to disengagement rather than reflection.

8.3 Limitations
To gather the data required for the prototype to function as
intended, we used Pi-hole. Through Pi-hole we are able to
capture all HTTPS queries made on a network while using
the prototype, but we cannot be certain that each of these
queries contains cookie data. This means that while our pro-
totype visualizes which platforms and services gather data, it
does not specifically show cookie-related traffic. In that sense,
Pi-hole presents a limitation in relation to our research focus
on cookie activity. Despite this limitation, Pi-hole serves as a
way to effectively gather data in real-time without building
a custom solution from scratch. Furthermore, it operates at
the network level and can be connected to multiple devices
on a home network seamlessly, which makes it practical and
efficient for supporting the functionality of DataCrumb.

8.4 Future Work
The physical nature of the prototype had the intended im-
pact on the test participant. DataCrumb helped make the
abstract concept of data more tangible, as well as increased
the participants’ awareness on data sharing and made them
reflect on their own data privacy. The tests revealed that
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providing additional information would be helpful to offer a
deeper understanding and more contextualized details about
the data being shared. This information could be integrated
into an application that would be used alongside the physical
prototype. By creating a digital graph of the data visualized
on the prototype, we would effectively show how data moves
between different platforms, and which platforms are con-
nected by this data. In addition to showing the data flow, the
application could provide a more detailed explanation of the
thirteen chosen platforms. This could be especially benefi-
cial for the “Other” category, as this encompasses multiple
different platforms and services. The possible development
of an application for future iterations of DataCrumb could
also make the prototype easier to customize for the specific
user, as additional categories could be added besides the cho-
sen thirteen platforms. Additional categories could also be
included on the physical prototype. Even though this is the
case, adding categories and lights could make the amount
of data overwhelming, which would undermine the goal of
making data tangible and easily understandable. Overall, bal-
ancing the level of detail and simplicity will be crucial in
future iterations to ensure that DataCrumb remains both
engaging and accessible, enabling users to better understand
and reflect on their data privacy.

9 Conclusion
This project has explored how a physical representation of
cookie data can help encourage reflection on data privacy
in a digital environment. One of the core challenges with
cookie data is its abstract nature and the difficulty users face
in understanding its collection. This is further complicated
by deceptive design practices, privacy fatigue and the privacy
paradox. As highlighted in the Related Work section, these
factors can hinder users’ ability to meaningfully engage with
decisions about their own digital privacy. To address this
problem, we looked into studies on data physicalization and
tangible designs. These approaches showed how transform-
ing abstract data into comprehensible designs can promote
self-reflection and awareness. Based on these insights, we
formulated the following research question:

How can a physical representation of cookie data make users
reflect on their data privacy in a digital environment?

Our solution was the design and development of Dat-
aCrumb: a physical prototype that visualizes how cookie
data gets shared through lights, sound and a display screen.
The prototype does not aim to solve the issue of online track-
ing through cookies, but functions as a tool for awareness
and reflection. Our tests revealed a greater awareness of data
collection and its underlying processes. The participants
were surprised by the amount of data shared, even when
they didn’t use their devices actively, which led to increased

concerns about their data privacy. Additionally, the physical
aspect of the prototype made it hard for the participants to
ignore, thereby prompting reflection on how their data is
collected and used. These findings support the potential of
tangible and physical designs in addressing digital privacy
concerns.
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