
Summary

The increasing adoption of electric vehicles, driven by international sustainability goals, has
led to a rapid expansion of electric vehicle charging stations. While this transition supports
carbon neutrality, it potentially can introduce substantial challenges in the future to the
existing power infrastructure, particularly the risk of transformer overload, degradation, and
voltage instability due to rising and volatile electricity demand.
To combat these challenges, the study proposed an ensemble model that aggregates unique
model predictions, possibly enhancing the reliability of EVCS electricity consumption fore-
casting and aid in effective overload capturing. The time series are aggregated at an hourly
resolution with a 24-hour forecast horizon. The dataset is split into training, validation, and
test sets using a 60/20/20 ratio.
To support the analysis, three datasets are used:

• Colorado Dataset: Real-world data from Boulder, Colorado with data from 2018 to
2023, covering public level 2 EVCS usage, aggregated to an hourly level. This dataset
was filtered to remove COVID-impacted periods and is used for both forecasting and
overload classification.

• SDU Synthetic Dataset: A simulated dataset based on Danish residential home charg-
ing from 2022 to 2032, modeled via a multi-agent system to reflect long-term grid load
development, including detailed overload durations.

• Colorado Baseload Dataset: A separate dataset from the U.S. Energy Information
Administration, reporting hourly electricity demand in the Public Service Company
of Colorado balancing area. While it does not provide charger-level data, it is used
exclusively to approximate the background baseload in Boulder and evaluate overload
risks. This dataset is critical for defining overload thresholds during the classification
task.

The ensemble integrates multiple diverse base learners, including Random Forest, Gradi-
ent Boosting, AdaBoost, LSTM, GRU, xPatch, and PatchMixer, trained on bootstrapped
datasets. To ensure diversity and avoid overfitting, each type of base learner is included in
the ensemble only once. The hypothesis is that aggregating predictions from these models
will enhance the robustness of EVCS electricity forecasts and improve overload detection
accuracy. This, however has the prerequire that models components must each generate
good results for the ensemble to work. The experimental design is divided into two primary
experiments:
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1. Electricity Consumption Forecasting: This experiment evaluates how well different
models can predict hourly energy consumption for EVCS. The primary performance
metric used is Mean Absolute Error (MAE) or Huber Loss, which reflects prediction
accuracy.

2. Overload Detection Classification: This experiment assesses each model’s ability to
detect potential transformer overloads based on predicted energy consumption and
background baseload. Both recall and MAE are used as evaluation metrics, where
recall is emphasized to ensure true overload events are captured, while MAE is also
considered to avoid extreme over-predictions.

Deep learning models, particularly PatchMixer and xPatch, consistently outperformed both
ensemble and standalone models across all experiments. While they achieved the high-
est overall scores, a common limitation was their inability to fully capture extreme upper
consumption values, revealing challenges in modeling peak EVCS demand. Despite this,
they demonstrated strong overload detection on the Colorado dataset, with recall scores of
0.88 (PatchMixer) and 0.71 (xPatch). Performance dropped on the SDU dataset, with re-
call scores of 0.54 and 0.64, respectively. Ensemble models showed mixed and less reliable
results, largely due to unstable configurations and inconsistent performance among base
learners, which hindered their generalization across tasks and datasets.
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Chapter 1. Introduction

1 — Introduction

The global shift toward sustainable energy has accelerated the adoption of electric vehicles
(EVs) worldwide, with international efforts of the United Nations Goal 7.4 promoting inno-
vation and investment in clean energy infrastructure. As governments and industries push
for carbon neutrality, EVs have become a key element in reducing emissions in the trans-
portation sector. As a result, the number of electric vehicle charging stations (EVCS) is
expanding rapidly to meet the increasing demand for EVs. Although this transition provides
clear environmental benefits, it also poses growing challenges to both the current and future
energy infrastructure and power grid.
Amidst these challenges, the increasing and often unpredictable electricity demand from
EVCS introduces new risks to grid stability, including transformer overload, accelerated
transformer degradation, and voltage instability. Transformer overload occurs when the
local and regional demand for electricity exceeds the capacity of the transformer, leading to
overheating, power outages, and accelerated transformer aging. The transformer sustains
heavier loads during peak hours, which can effectively reduce the transformer’s lifespan by
inducing thermal stress and causing an insulation breakdown. Similarly, voltage instability
can occur due to sudden surges or drops in the EV charging load, resulting in power quality
issues such as voltage drops or spikes.
Understanding and managing EVCS energy consumption is therefore crucial for the longevity
and operational reliability of the transformer. By analyzing historical data to predict future
electricity demand, forecasting can help anticipate peak loads, identify potential overload
scenarios, and determine how these scenarios should be handled.
Consequently, this report investigates the role of forecasting EVCS electricity consumption
and its ability to capture potential overload scenarios. A key focus of the project is the pro-
posal of an ensemble model, which combines the predictions of unique models to enhance the
stability and robustness. By evaluating the proposed ensemble model against other models,
the study seeks to determine whether the aggregation of multiple predictions offers more
reliable and interpretable insights into EVCS demand and effectively captures transformer
overloads.
The contributions of this study are as follows:

1. Development of a Bagging Architecture: A proposed ensemble model is in-
troduced, incorporating a diverse set of base learners, including ensemble models
(Random Forest, Gradient Boosting Trees, AdaBoost), deep learning architectures
(LSTM, GRU), and well-performing general forecasting models (xPatch and Patch-
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Chapter 1. Introduction

Mixer). These models are trained on bootstrapped training datasets, and their predic-
tions are aggregated to leverage the unique contributions of each base learner. How-
ever, results showed that the ensemble’s performance was mixed and often limited
by unstable configurations and inconsistent base learners, reducing its effectiveness in
generalization across datasets.

2. Comprehensive Model Comparison: The ensemble model is rigorously assessed
against its standalone base models to evaluate whether model aggregation enhances the
reliability and robustness of EVCS consumption forecasting. The evaluation is con-
ducted over a 24-hour forecasting horizon with an hourly granularity. Experimental
findings showed that deep learning models, especially PatchMixer and xPatch, con-
sistently outperformed all other models in forecasting accuracy, achieving the lowest
errors but occasionally struggling to capture peak consumption values.

3. Assessment of Transformer Overload Detection Capabilities: The study eval-
uates the ability of the ensemble model and its individual base learners to capture
transformer overload events by classifying the predictions. The efficacy of the models
is assessed utilizing the recall metric as a key indicator, highlighting their effectiveness
in identifying transformer overloads. PatchMixer and xPatch achieved strong recall
scores on the Colorado dataset (0.88 and 0.71, respectively), but their performance
dropped on the more challenging SDU dataset (0.54 and 0.64).
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Chapter 2. Background

2 — Background

This chapter presents two different categories of forecasting models: Deep Learning and
Ensemble Learning. Each section presents the core methodologies of the models, providing
a comprehensive overview.

2.1 Deep Learning

Deep Learning is a subfield within Machine Learning that utilize neural networks to model
complex patterns in data from raw input data. These models have been applied in a wide
range of applications, including computer vision, natural language processing, and time-series
forecasting. This study will focus on these four deep learning architectures: Multilayer Per-
ceptron (MLP), Convolutional Neural Network (CNN), Long Short-Term Memory (LSTM),
and Gated Recurrent Unit (GRU)

2.2 Multilayer Perception (MLP)

MLP is a commonly used multi-layered feed-forward neural network. [1] It contains one input
layer Uin and an output layer Uout with one or more hidden layers U

(i)
hidden. Each neuron in

the hidden and output layers computes a weighted sum of its input, defined as:

f
(u)
net (inu, wu) =

∑
v∈pred(u)

wuv outv.

where u is the current neuron in the network, inu is the input to the neuron of the previous
layer, pred(u) are predecessor neurons of the current neuron, w is the weight matrix, and
outv is the output of the current neuron.

2.3 Convolutional Neural Network (CNN)

CNN [2] is a feedforward neural network originally developed for image processing tasks.
It has since been adapted for time series forecasting due to its strength in capturing local
dependencies and patterns over time. In time series applications, 1D convolutions are em-
ployed, where filters slide over one dimension rather than two spatial dimensions, as is the
case in image processing. The core idea of a CNN involves convolutional kernels, which are
small, learnable filters that slide over the time axis of the input sequence, see Figure 2.1.
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Chapter 2. Background

These kernels are designed to detect short-term patterns such as trends or repeating sig-
nals within a fixed window of previous time steps. Each convolutional operation is followed
by a non-linear activation function and a pooling layer to reduce the dimensionality of the
embedding and help detect more detailed patterns as more convolutional layers are passed
through. Lastly, this is passed onto the fully connected layers to convert the temporal fea-
tures into the output prediction dimensions. Two specific variants of 1D convolutional layers
are particularly effective in time series tasks.
In standard 1D convolutions for time series, a kernel typically processes all input features
(channels) together at each time step, capturing both temporal and cross-feature interactions
simultaneously. However, this can be computationally expensive. Depthwise convolutions [3]
simplify this by applying a separate 1D filter to each feature channel independently over time.
Instead of learning combined representations across all features, each channel is processed in
isolation. This greatly reduces the number of parameters and computational load, making
the architecture more efficient. Depthwise convolutions focus on extracting temporal features
within individual input channels without mixing information across them.
Pointwise convolutions [4] use a 1 × 1 kernel where each output channel is computed as
a linear combination of all input channels in a single time step, allowing it to learn new
combinations or projections of the features without looking at neighboring time steps.
Depthwise convolutions are often combined with Pointwise convolutions, enabling the models
to capture both the temporal dependencies and inter-channel while being computationally
lightweight.

Figure 2.1: Shows the CNN architecture where σ denotes a loss function, inspired by this source [5]

2.3.1 Long Short-Term Memory (LSTM)

LSTM [6] is a type of Recurrent Neural Network (RNN) widely used to capture long-term
dependencies of sequential data, e.g. time series. The intuition of RNNs is their ability to
retain memory from previous inputs and use it to process subsequent inputs. To achieve this,
LSTM uses a gating mechanism that controls the information flow throughout a memory cell
[7]. LSTM cells use three different gates: an input gate, a forget gate, and an output gate.
The gating mechanism makes LSTM effective for tasks requiring the modeling of long-term
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Chapter 2. Background

dependencies and is responsible for controlling the information flow in the memory cell, and
remembering the previous time steps. The memory cell state ct is defined as:

ct = fT ⊙ ct−1 + it ⊙ gt

where fT is the forget gate, ⊙ is the element-wise product, ct−1 is the previous cell memory,
it input gate and gt is the candidate cell.
The first gate is the forget gate ft that controls which parts of the memory cell can be
forgotten.

ft = σ
(
Wxf xt + Whf ht−1 + bf

)
where σ is an activation function, W is a weight matrix, h is the hidden state, and bf is the
bias.
Afterwards, the input gate it handles which part of the new memory content is added to the
memory cell.

it = σ
(
Wxixt + Whiht−1 + bi

)
Then, the newly proposed candidate memory cell gt is passed to the memory cell ct.

gt = tanh
(
Wxgxt + Whght−1 + bg

)
where tanh is the hyperbolic tangent function.
Lastly, the output gate ot controls how much of the memory cell ct is used to compute the
hidden state ht. [8]

ot = σ
(
Wxoxt + Whoht−1 + bo

)
ht = ot ⊙ tanh(ct)

2.3.2 Gated Recurrent Unit (GRU)

Gated Recurrent Unit (GRU) is another variant of the RNN. GRU aims to capture the
dependencies of different time scales with recurrent units and consists of two gates: an
update gate and a reset gate. [8] Compared to LSTM, GRU combines the forget and input
gates into a single update gate ut. It also merges the cell state and hidden state into one
hidden state ht [7], defined as:

ht = (1 − zt) ⊙ ht1 + zt ⊙ h′
t

where h′ is the candidate hidden state.
The update gate u is responsible for the amount of cell memory c to be retained, which is:

zt = σ
(
Wxzxt + Whzht−1 + bz

)
The reset gate rt is given as:

rt = σ
(
Wxrxt + Whrht−1 + br

)
5



Chapter 2. Background

Then, GRU determines how much of the hidden state ht to forget when computing the new
candidate memory h′

t, defined

h′
t = tanh

(
Wxhxt + rt ⊙ (Whhht1) + bh

)

2.4 Ensemble Learning

Ensemble learning methods aim to improve predictive performance and generalization ability
by combining the output of multiple base learners. [9] These techniques leverage the diversity
among individual models to reduce variance, bias and improve the predictive power compared
to an individual learner. Variance refers to how much the model’s predictions change when
trained on different subsets of the training data, where a high variance means the model
is complex and overfits on noise and other unrelated patterns. Bias refers to how well the
model can forecast on unseen data, where high bias means the model might be too simple
to capture the underlying patterns, resulting in underfitting.
An ideal ensemble model should have a low variance and low bias to achieve an exceptional
performing model, but this requires a good balance of variance and bias. This is required
since complex models reduce bias but increase variance, and vice versa. Three main ensem-
ble learning methods exist, which are the following: Bagging, Boosting, and Stacking.

Bagging, also called Bootstrap aggregating, involves splitting the training data for each base
learning using random sampling with replacement, i.e. elements may be selected multiple
times, to generate b different subsets used to train b base learners. The b base learners’
predictions are then combined, usually by taking the mean of the predictions. One of the
most common bagging models is Random Forest.

Boosting learners builds base learners sequentially. It uses the input data to train a weak
learning model, computing the predictions from the weak learner, selecting the poorly pre-
dicted samples, and then training the next weak base learner with an adjusted training set
comprising of the poorly predicted samples from the previous training round. This interac-
tive process continues until a predefined number of base learners are completed. Common
boosting models are AdaBoost and Gradient Boosting.

Stacking, or stacked generalization, is an ensemble learning technique that, unlike bagging
and boosting, which typically use the same model, leverages the diversity of different models
to capture various patterns in the data. Stacking combines multiple base models to improve
predictive performance, where each base learner is trained on the same training dataset and
generates predictions for a validation set. These predictions are then used as input features
for a meta-learner, which is trained to combine them and find an optimal way to combine
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the output of the base models. Finally, the meta-model produces the overall prediction on
the unseen data.

2.4.1 Random Forest

Random Forest [10] is a widely used ensemble learning method for classification and regres-
sion tasks. The main concept of the model is to construct a multitude of decision trees
during training time and output the average of the predictions over the trees in regression
tasks and apply bootstrap sampling as seen in Bagging.
The Random Forest regressor learns a function f that maps historical input sequences to
future predictions. Each tree in the ensemble learns a subset of this mapping, and the final
prediction is computed by averaging the outputs of all T trees:

X̂ = fRF(X) =
1
N

N∑
i=1

hi(X),

where hi(·) is the i-th regression tree trained on a bootstrap sample of the data, N is the
total number of trees in the forest and X is the training set.
Having introduced Random Forest as a classical ensemble approach, the following sections
will explore more prevalent ensemble models. These include boosting-based methods such
as Gradient Boosting and AdaBoost.

2.4.2 AdaBoost

Adaptive Boosting (AdaBoost) [11] is a foundational model in ensemble learning. Unlike
bagging-based methods such as Random Forests, which aim to reduce variance through
averaging uncorrelated models, AdaBoost seeks to reduce bias by sequentially combining
weak learners into a strong predictive model.
The model builds an additive model by fitting a sequence of weak regressors (or classifiers),
typically decision stumps (one-level decision trees), in which each successive regressor fo-
cuses more on examples misclassified by previous ones. AdaBoost builds a regressor fAB by
iteratively adding T weak learners ht with associated weights αt:

X̂ =
T∑

t=1
αtht(X)

The weights are adjusted according to the error of the predictions by increasing the er-
ror prone learners. The subsequent regressors then focus on improving the mistakes of its
predecessors.

7



Chapter 2. Background

2.4.3 Gradient Boosting

Gradient Boosting [12] is an ensemble learning method that generalizes boosting to arbitrary
differentiable loss functions. It constructs a predictive model by sequentially adding weak
learners, typically decision trees, where each learner is trained to correct the errors made
previously in the ensemble. f(x) denotes the gradient boosting model trained to approximate
the mapping from past observations to future values. The prediction is thus given by:

X̂ = f(X) =
M∑

m=1
γmhm(X),

where: hm(X) is the m-th weak learner, γm ∈ R is the weight assigned to the m-th learner,
typically learned by minimizing a loss function, and M is the total number of boosting
iterations.
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Chapter 3. Problem Analysis

3 — Problem Analysis

The large-scale adoption of EVs pushes the global number of charging points from almost
4 million in 2023 to almost 25 million by 2035, following the Announced Pledges Scenario
(APS), including climate pledges and targets of the world governments. [13] In the USA,
this trend is also seen with a goal of going from 206,000 to 500,000 charging ports by 2030.
This goal is supported by a 635 million dollar grant from the U.S. Department of Trans-
portation’s Federal Highway Administration (FHWA) to continue building out EV charging
and alternative fueling infrastructure.

3.1 EV Charging and User Charging Behavior

EV charging is generally categorized into three major levels: Level 1, Level 2, and DC Fast
Charging. These levels differ significantly in terms of power delivery, charging speed, and
typical use case. Table 3.1 summarizes key characteristics of each level, including voltage,
power range, estimated range per hour of charge, and their prevalence among EVCS.

Charger Level Voltage Power Range Range per Hour Charged % of Public Chargers Typical Use Case

Level 1 (AC) 120 V 1–1.9 kW 2–5 miles < 1% Home
Level 2 (AC) 208–240 V 2.9–19.2 kW 10–20 miles 80% Home, Workplace, Public
Fast Charger (DC) 400–1000 V 50–500 kW 180–240 miles 20% Public

Table 3.1: Overview of charging levels in USA [14] [15]

EV charging patterns vary significantly over time and are heavily influenced by user behavior
and the type of charging infrastructure utilized. Understanding these temporal load patterns
is critical, as they directly affect how and when electricity demand is introduced to the power
grid.
Residential charging, typically facilitated through Level 1 or Level 2 chargers, is the most
common form of EV charging. It generally occurs in the evening hours when drivers return
home from work. As a result, a substantial portion of residential charging demand is con-
centrated between 5:00 PM and 9:00 PM. This coincides with the traditional peak period for
household electricity consumption due to lighting, cooking, heating or cooling, and appliance
use. The convergence of residential EV charging and conventional household demand places
a compounding strain on the local distribution grid.
In contrast, public charging behavior, particularly at workplaces and fast-charging stations,
tends to exhibit different load profiles. Workplace charging, often using Level 2 infrastruc-
ture, typically peaks during regular working hours (e.g., 8:00 AM to 4:00 PM), distributing
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Chapter 3. Problem Analysis

demand more evenly across the daytime. Public fast chargers, however, experience more
variable and unpredictable usage patterns. These chargers may see higher demand during
weekends or holidays and can create short-term, high-intensity loads on the distribution grid.
This divergence in charging behavior between residential and public settings creates distinct
challenges for power system operators. While public charging stations can shift demand away
from traditional peaks, their high power ratings and stochastic usage patterns can result in
localized stress and voltage instability.
Understanding these behavioral dynamics is essential for the effective planning and integra-
tion of EV charging infrastructure into the power grid.

3.2 The Power Grid of the USA

The electricity supply chain consists of three primary segments. The first is generation,
where electricity is produced. Generation can occur at a variety of sources, including fossil
fuel power plants (e.g., coal, natural gas), nuclear power stations, and renewable energy facil-
ities such as solar farms, wind parks, hydropower plants, biomass facilities, and geothermal
stations.
Then, the transmission grid transports electricity over long distances through high-voltage
power lines, where the voltage typically is between 115 kV and 765 kV. This larger current is
sent to the distribution grid, which moves power over shorter distance to end users (house-
holds, businesses and smaller industrial sites) with voltage typical below rated below 34 kV.
From this, a distribution substation takes the incoming voltage, typically around 34kV, and
steps it down to a low-voltage power grid, usually at 120V, that connects to end users. [16]
Sometimes, this voltage power is increased to 240V for heavier appliances such as electric
stoves, washing machines, and clothes dryers. [17] Substations play a critical role in the
connection of the generation, transmission, and distribution grid. Substations can be used
for numerous distinct system functions, although most substations utilize transformers to
either step up or step down the voltage to match the required voltage. The combination of
the transmission and distribution grid with substations is also called the power grid. [18]
This deployment of the power grid is fundamentally used universally worldwide.
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Figure 3.1: Overview of the USA Electric System from U.S. Department of Energy from [18]

3.3 EVCS Effect on the Power Grid

The rising number of EVCS introduces new charging loads that can overload the grid. Espe-
cially the distribution grid can encounter limitations due to the increasing power demand of
EV charging, which primarily occurs in the distribution network. [19] These limitations can
be manifested in several ways, including power quality and power transformer degradation.
[20]

3.4 Power Quality

Power quality degradation and voltage excursions occur in two directions being: a voltage
drop during high demand, and overvoltage during high demand and sudden load drops
before regulating equipment can adjust. Existing voltage control devices can maintain line
voltage within specifications for some load fluctuations, but large and rapid fluctuations
cause wider excursions beyond the range of traditional voltage control devices. The problem
then occurs when the charging loads are not aligned with the distribution generation peaks.
This mismatch in voltage results in differences between the net load during charging hours.
[20]

3.5 Transformer Overloading

Transformer overloading occurs when the power drawn on a line exceeds the rated limits of
the component. Managing the loads, therefore could prevent transformer overloading, and
not only power outages, but to mitigate transformer degradation. Furthermore, with the
introduction of residential charging, the traditional cool-down periods at night are subsided
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with a now more constant flow of energy consumption, and thus more transformer aging.
[20]
The current transformers in the distribution may also be installed decades ago, potentially
leading to more power outages, since they were not built to support the increasing loads
from EV charging.
The amount of electrical demand a distribution transformer can safely carry is specified
in a rating, called the transformer rating. The transformer is rated given its size, which
depends on its load demand, voltage levels, power factor, efficiency, and overload capacity.
The transformer rating is measured in Volt-ampere (VA). [21]

Transformer Overload Example

To illustrate how a transformer overload occurs in the power grid, a simplified model is
made in Figure 3.2, where this source [22] is used for standard reference equations and
values for the transformer. The example has the distribution network transporting electricity
to the distribution step-down transformer. This transformer then distributes electricity
throughout households and industries contributing to a collective baseload and three EVCS.
Now, a prerequisite for a transformer overload is that the baseload combined with the EVCS
consumption exceeds the limits of the transformer. To examine this, the study will calculate
the utilization of the transformer in a simplified setup.

Figure 3.2: A simplified visualization of a transformer overload scenario

In this example, a 150kV A distribution transformer handles the load. To calculate the
transformer utilization, the transformer rating should be converted to kW, which is done by:

kW = kV A × PowerFactor

where kVA is the transformer rating and power factor is the effectively with which electrical
power is converted.

12
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For simplicity, the power factor = 1, meaning the transformer rating is 150kW . Now,
the example is set for calculating the transformer utilization at an arbitrary peak hour.
Here, the baseload from residential houses and industry is 145 kW, and six EVCS with
level 2 charging ports each utilizing the maximum charging power of 7.2 kW, resulting in
7.2kW × 18 = 129.6kW . The transformer loading ratio K is then calculated as:

K =
SL

SR
=

145 + 129.6
150 = 1.831

where SL is the total load and SR is the transformer rating. This indicates that the trans-
former is operating at 183.1% of its rated capacity, which means that it is significantly
overloaded during this peak hour.
Transformer overloads result in excess heat being produced, which can thermally reduce the
effectiveness and lifetime of the transformer. To figure out the effect this overload has on the
transformer, the temperature of the oil within the transformer is calculated, which is referred
to as the hottest-spot temperature. The hottest-spot temperature θH of the transformer can
be calculated with the equation:

θH = θA + ∆θT O + ∆θH

where, θA is the ambient temperature, ∆θT O is the top-oil temperature rise and ∆θH is the
change in the hot-spot temperature.
The top-oil temperature rise ∆θT O describes the change in the transformer’s rated top-oil
rise, where the standard reference value of older transformers typically uses 55 ◦C, and newer
transformers use 65◦C. Given the previously found transformer loading ratio of 1.831, the
top-oil temperature rise can be calculated as:

∆θT O = ∆θT O,R · K1 = 55 · 1.831 = 100.7◦C

where ∆θT O,R is the transformer’s rated top-oil rise. K1 refers to the average heating in the
entire transformer, which scales linearly with increasing load and temperature.
The hot-spot temperature rise ∆θH is then calculated to find the hottest spot in the winding
insulation within the transformer. This is given by:

∆θH = ∆θH,R · K1.6 = 30 · 1.8311.6 = 79.2◦C

where ∆θH,R is the rated hot-spot temperature rise of 30 ◦C as a standard reference value,
and the K1.6 exponent comes from the localized heating, which scales non-linearly with load
due to increased current density and cooling limitations.
Given these formulas, the hottest-spot temperature can be calculated:

θH = θA + ∆θT O + ∆θH = 30 + 100.7 + 79.2 = 209.9◦C

Looking at the table below, it can be seen that with a hottest-spot temperature of θH =

209◦C, the transformer will have a loss of life slightly above 0.5% after just 30 minutes.
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Time (h) / % loss of life 0.05 0.10 0.25 0.50 1.00 2.00 4.00
0.5 171 180 193 204
1 161 171 183 193 204
2 153 161 174 183 193 204
4 144 153 164 174 183 193 204
8 136 144 155 164 174 183 193
16 128 136 147 155 164 174 183
24 124 131 142 150 159 168 178

Table 3.2: Loss of Life Expectancy by Hottest-spot Temperature (◦C), reproduced from [22]

3.6 EVCS Electricity Consumption Forecasting

Accurate forecasting of EVCS consumption is essential for addressing several technical chal-
lenges associated with large-scale EV adoption, including transformer overloading, voltage
instability, and increased stress on distribution infrastructure. As the number of EVCS in-
stallations rises, so too does the strain they impose on local grids, potentially leading to
transformer overload scenarios.
The task of forecasting EVCS consumption is inherently a time series problem, where the
goal is to predict short-term electricity consumption patterns. These forecasts can inform
grid operators about expected demand surges and help in grid load balancing, infrastructure
planning, and preventive maintenance. Accurate short-term forecasts, in particular, are
crucial for mitigating immediate overload risks.
Accurate modeling of EVCS demand is challenging due to several sources of variability,
including user behavior, temporal charging habits, and contextual factors such as weather,
holidays, and special events. Capturing the complex, often non-linear, dependencies in time
series facilitates the usage of advanced modeling techniques capable of learning both temporal
trends and sudden demand shifts.
To address this, the study proposes a bagging model, which focus on aggregating multiple
unique base models, which will be referred to as the ensemble throughout the report. In doing
so, the goal is to utilize different predictions from unique models to leverage the strengths of
diverse model architectures, further described in Section 5.3. This is hypothesized to improve
the predictive reliability of the models. However, this assumption has the prerequisite that
the standalone models each are stable and can generate reliable and accurate results, since
failing that could decrease its effectiveness due to its reliance on multiple model predictions.
Although electricity demand forecasting is generally framed as a regression task, identifying
and mitigating transformer overloads requires an additional classification perspective. Clas-
sification metrics serve as additional tools to evaluate how effectively a model captures peak
EVCS consumption, since critical periods pose a high risk of overloading transformers over
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an extended period of time.
In this study, both regression and classification tasks are integrated to provide a compre-
hensive evaluation of model performance. Regression assesses the accuracy of consumption
forecasts, while classification measures the model’s ability to capture critical overload events.
Together, these perspectives aim to support proactive grid management and ensure the reli-
ability of EVCS infrastructure under increasing demand. The following section outlines the
scope of the study and the methodological approach used to evaluate and compare forecasting
models.

3.7 Scope of the Study

This study focuses on forecasting the electricity consumption of EVCS by analyzing time
series with the objective of providing information on demand and identifying transformer
overloads. The time series are aggregated at an hourly resolution with a forecast horizon of
24 hours. The data is divided into a training, validation, and test set using a 60/20/20 split.
By analyzing EVCS charging sessions, the study aims to identify peak consumption periods,
potential overload scenarios, and temporal trends in charging behavior. These insights are
intended to address the challenges previously described by transformer overloading.
To this end, the study evaluates a range of forecasting models, with a particular emphasis on
creating the ensemble. By aggregating predictions from multiple unique models, the ensemble
is hypothesized to provide improved reliability and robustness of the predictions, which may
prove useful in counteracting transformer overloads. The effectiveness of the ensemble is
assessed against standalone models to determine their value in accurately forecasting EVCS
demand and capturing overload events.
To detect potential overloads, the study formulates the problem as a classification task.
Specifically, it determines whether a transformer is expected to be overloaded based on
the combined forecast of EVCS electricity consumption, the local baseload, and the local
transformer rating. The classification can result in either a true positive (TP), true negative
(TN), false positive (FP) or a false negative (FN).

• TP: an overload is correctly predicted

• TN: a non-overload is correctly predicted

• FP: an overload is falsely predicted, and no overload actually occurs

• FN: an actual overload occurs, but is not predicted

Of these four outcomes, an FN means an overload event was not captured, which can have
very severe effects and lead to transformer overloading. Since it was not anticipated, it
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gives less time to mitigate overloads and adjust EVCS consumption. This particular sce-
nario therefore poses a significant risk, which is important to handle properly to ensure
infrastructure reliability.

3.7.1 Formal Definition of the Forecasting Problem

To formalize the forecasting task, consider an EVCS electricity consumption as a multivariate
time series with hourly granularity. The input sequence consists of a lookback window length
T, representing the previous historical observations. This is mathematically expressed as:

X = (xt−T+1, xtT +2, . . . , xt)

where xt ∈ RM represents the multivariate observation at time t, and M denotes the number
of features (e.g. electricity consumption, day of the week, season etc.). The objective is to
predict the electricity consumption for the next 24 hours, i.e. a forecasting horizon H = 24.
The prediction sequence is defined as:

X̂ = (x̂t+1, x̂t+2, . . . , x̂t+H)

.
where each predicted value x̂t+i ∈ RM corresponds to the univariate forecast at hour t + i.
Thus, the input lookback sequence is x ∈ RM×T and the predicted output sequence x ∈
RM×H .
The total load on the transformer is then given as: L̂t+H = X̂ev,t+H +Xbase,t+H where X̂evcs

is the total load forecast and Xbase is the baseload.
To evaluate the performance of predictive models, several error metrics are commonly used,
each offering unique insights into forecasting accuracy.
One of the most intuitive metrics is the Mean Absolute Error (MAE), which calculates the
average magnitude of the errors between predicted and actual values, without considering
their direction. This gives a straightforward measure of overall prediction accuracy being
[23]:

MAE =
1
H

H∑
t=1

||xt − x̂t||

where xt is the actual value, x̂t is the predicted value at time t, and H is the forecast
horizon. Since all errors contribute equally, MAE provides a clear, unbiased estimate of
typical forecast error.
In contrast, the Mean Squared Error (MSE) emphasizes larger errors by squaring the differ-
ences. MSE is defined as [23]:

MSE =
1
H

H∑
i=1

(yi − ŷi)
2
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This makes MSE particularly sensitive to outliers, as large deviations have a disproportion-
ately large impact on the result. While this can be advantageous when large errors are
especially undesirable, it may also skew evaluation in the presence of occasional anomalies.
For situations where interpretability is key, the Mean Absolute Percentage Error (MAPE)
is often preferred. By expressing errors as percentages of the actual values, MAPE offers a
scale-independent perspective defined as [23]:

MAPE =
1
H

H∑
t=1

||xt − x̂t

xt
||

This makes it easy to understand the typical error in relative terms, though it can become
unstable when actual values approach zero.
When comparing performance across different datasets, the Normalized Root Mean Square
Error (NRMSE) is useful. It adjusts the RMSE by a normalization factor, such as the range
of the actual values seen in the equation [24]:

NRMSE =

√
1
H

∑n
i=1(yi − ŷi)2

ymax − ymin

This normalization allows NRMSE to reflect error in proportion to the variability of the
data, making it suitable for cross-dataset comparisons.
Lastly, Huber loss offers a balanced alternative that combines the strengths of MAE and
MSE. It behaves like MSE for small errors, encouraging precision, but transitions to a linear
MAE-like form for large errors, which helps reduce sensitivity to outliers. Huber loss is
defined as [25]:

Lδ(xt, x̂t) =


1
2 (xt − x̂t)2 if |xt − x̂t| ≤ δ

δ
(
|xt − x̂t| − 1

2δ
)

otherwise

where δ > 0 is a tunable threshold that controls the transition between quadratic and linear
behavior. The lower values of δ emphasize the linear behavior of the loss function, increasing
the robustness to outliers, while the higher values shift the focus to quadratic behavior,
increasing the sensitivity to smaller deviations.

3.7.2 Formal Definition of the Overload Classification Problem

The overload can formally be defined as a binary classification problem where an overload
occurs when the electricity consumption exceeds a certain threshold T , which is defined as:

Ŷ =

1 if L̂t+H > T (overload)

0 otherwise
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To evaluate the model’s ability to correctly identify transformer overloads, the study has
implemented three classification metrics: accuracy, precision, and recall. [26]
Accuracy measures the overall correctness of the predictions:

Accuracy =
TP + TN

TP + TN + FP + FN

This metric provides a general overview of predictive performance, but this can be misleading.
To illustrate that, assume 100 total predictions were made, where 10 of them are actual
overloads. Of these, only 7 overloads (TP) are predicted, whereas 5 are missed (FN), and
85 out of 90 are correctly classified as non-overloads (TN), and 3 were wrongly classified as
overloads (FP). The accuracy would then be:

Accuracy =
7 + 85

100 = 0.92

Although it can give a good understanding of the accuracy of the predictions, it hides the
fact that 5 of the overloads were missed, which means that other metrics are needed.
Precision evaluates the reliability of overload predictions by measuring the proportion of
predicted overloads that are genuinely overload events:

Precision =
TP

TP + FP

Considering the previously introduced example, where 7 correctly classified overloads and 3
non-overloads were incorrectly classified as overloads, the precision is calculated as:

Precision =
7

7 + 3 = 0.7

This indicates that 70% of the predicted overloads were correct, while 30% were false alarms.
Although a precision of 0.7 suggests moderate reliability in overload predictions, it only tells
part of the story, since it does not account for the missed overloads, which are most critical,
as the recall metric.
Recall measures the model’s ability to detect all overloads and whether the overloads were
correctly identified:

Recall = TP

TP + FN

Continuing from the previous example, where 7 overloads were correctly identified and 5
overload events were missed, the recall is:

Recall = 7
7 + 5 = 0.58

This illustrates that only 58% of the actual overloads were detected successfully by the model,
while 42% were missed, representing a more accurate picture of the model’s ability to capture
overloads. In scenarios where failing to detect an overload can have serious consequences,
recall becomes a particularly important metric.
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Although accuracy, precision, and recall will all be used to evaluate model performance, this
study prioritizes recall due to its critical importance in effective overload detection. The
other metrics will serve to support and validate the reliability of the recall metric.
Based on the considerations above, the following problem definition is proposed:

3.8 Problem Definition

How can an ensemble model, aggregating unique model predictions, enhance the
reliability of EVCS electricity consumption forecasting and aid in effective trans-
former overload capturing?
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4 — Related Work

This chapter reviews existing forecasting models, highlighting their approaches and scope
limitations. The chapter introduces recent state-of-the-art forecasting models that have been
examined in the EVCS domain. Furthermore, the chapter explores powerful general fore-
casting models that have the potential to enhance the robustness of aggregated forecasting
models and improve their effectiveness in detecting transformer overloads.

4.1 State-of-the-Art Models for EVCS Consumption Fore-
casting

A wide range of forecasting strategies have been developed to predict electricity consumption
at EVCS. This study focuses on two major categories: deep learning models, particularly
Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) networks, and ensem-
ble methods, such as Gradient Boosting, Random Forest, and AdaBoost. Each has shown
varying degrees of success in modeling EVCS consumption patterns.
Among deep learning models, LSTM and GRU are among the most frequently used for EVCS
forecasting due to their effectiveness in modeling temporal dependencies across a variety of
domains [27, 28, 29, 30, 7]. A 2022 study [28] evaluated the performance of LSTM, GRU,
Artificial Neural Networks (ANN), and Recurrent Neural Networks (RNN) using data from
two public EVCS in Morocco, comprising of 2,000 observations. The models were tested
with one to three hidden layers, where GRU demonstrated superior performance, achieving
a MAPE of 2.90% with a single hidden layer, compared to LSTM’s best result of 3.42% with
three hidden layers.
The ensemble learning models: Gradient Boosting, Random Forest, Ada Boosting, have also
been used widely for EVCS electricity consumption forecasting. [31, 32, 33] A notable study
from 2024 [31] compared various ensemble and deep learning models on a comprehensive
dataset from Germany consisting of over 500 charging locations. The models examined
include Ada Boosting, Random Forest, LSTM, and Gradient Boosting. The study employed a
forecasting horizon of 24 hours with a 15-minute granularity and used a rolling window setup
spanning one week. Here, AdaBoost and Random Forest had the best results with normalized
Root Mean Squared Error (nRMSE) scores of 0.418 and 0.411 respectively. Comparatively,
LSTM and Gradient Boosting achieved worse scores of 0.610 and 0.508 showing the relative
robustness of some of the traditional ensemble methods.
Some recent studies aim to combine linear and non-linear modeling approaches to capture
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both trend and complexity in consumption behavior. A notable example is a 2022 study
[34] that proposed a hybrid model combining Seasonal AutoRegressive Integrated Moving
Average (SARIMA) with LSTM. SARIMA first models the linear, seasonal components of
the data. The residuals, representing the non-linear portion, are then predicted using an
LSTM network. The final forecast is constructed by summing the SARIMA and LSTM
outputs.
This hybrid model was tested on an EVCS dataset from Spain with hourly resolution
and an 80/20 train-test split. The SARIMA–LSTM model outperformed several alterna-
tives, including ARIMA, LSTM, Extreme Learning Machine, Support Vector Regression,
and ARIMA–LSTM. It achieved a MAPE of 4.61%, outperforming the next-best model
(ARIMA–LSTM) which had a MAPE of 5.86%.

4.2 State-of-the-Art General Time Series Forecasting Models

This section presents three recent general time series forecasting models that can be added to
the aggregate of multiple individual models due to their strong predictive performance in a
variety of datasets, which can improve the reliability of predictions. Specifically, the models
considered are the Deep-shallow multi-frequency Pattern Disentangling neural network (D-
PAD), Exponential Patch (xPatch), and PatchMixer. These models have demonstrated
exceptional performance across seven widely benchmarked real-world datasets, according
to the rankings provided by Papers with Code [35] (accessed on 05/03/2025). The seven
datasets are:

• ETT captures the electricity transformer temperature with an hourly granularity for
four datasets: ETTh1, ETTh2, ETTm1, and ETTm2. [36]

• An hourly electricity consumption data of 321 clients from 2012 to 2014. [37]

• Traffic with hourly data describing the road occupancy rates measured by 862 sensors
on San Francisco Bay area freeways. [37]

• Weather data with 21 weather sensors with a 10-minute granularity at the Weather
Station of the Max Planck Biogeochemistry Institute in 2020. [38]

4.2.1 Deep-Shallow Multi-Frequency Patterns Disentangling Neural Net-
work (D-PAD)

D-PAD [39] is a model that consists of two modules, see Figure 4.1. The decomposition-
reconstruction-decomposition (D-R-D) module is responsible for decomposing the signals
into simpler signals to leverage the various local characteristics of the signals and learn
information scattered and mixed among different components, whereas the interaction and
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fusion (IF) module represents these different frequency patterns in graphs to model their
potential interactions between the patterns.
The decomposition of the signals, see Figure 4.1(a), is found in the multi-component decom-
posing (MCD) block within the D-R-D module, which utilizes mathematical morphology, a
field based on set theory, to transform the signals in the time series. In detail, the morphol-
ogy operations: dilation and erosion are applied to calculate and generate an upper and lower
envelope curve of the time series. The upper envelope, obtained by dilation, extends the sig-
nal by emphasizing the local maxima, expanding the function’s range upward. Similarly, the
lower envelope, found by erosion, follows the local minima and shrinks the signal downward.
By morphing the different frequency signals with these operations, the local characteristics
of the frequency are captured. These MCD blocks are layered on top of tree-like structured
D-R blocks, see the lower part of Figure 4.1(a), that integrate a branch guidance generator
(BGG), see Figure 4.1(b), to guide the selection of the components obtained by the MCD
block, together with numerous MLPs.
As a result, the best selection of components is then selected among a tree-like structure of
decomposition-reconstruction (D-R) blocks, where each component is passed on to the IF
module.
The information passed to the IF module is then decomposed into a graph representation,
see the upper part of Figure 4.1(a), to capture the different frequency patterns and to model
the potential interactions among them. These potential interactions are mapped onto a
self-adaptive adjacency matrix, where different interactions between components of different
signal frequency patterns are mapped onto multiple graphs.
These features are then summed up and passed to an MLP for a final prediction:

X̂ = MLP (Zout)

where Zout is the output of the IF module.
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Figure 4.1: Architecture of D-PAD from the original paper. [39] (a) D-PAD consisting of two parts,
the D-R-D module and interaction and fusion (IF) module. (b) The D-R block decomposes a series into
multiple components and reconstructs them to two new series. (c) BGG combines convolutions and projections
generating Q and K to guide the branch selection for each component.

4.2.2 Exponential Patch (xPatch)

xPatch [40] is a model composed of two layers, a linear layer and a non-linear layer, which
uses an Exponential Moving Average (EMA) scheme to decompose the time series into a
seasonal component and a trend component. These components differ in their focus on
the dataset, where the trend component captures the long-term direction of the data, and
the seasonal component captures the repeating patterns found at e.g. a daily, weekly, and
monthly intervals, resulting in non-linearity.
The trend component is handled with a linear block that is based on an MLP network, see
the lower part of Figure 4.2. The first part of the block consists of two consecutive blocks
consisting of a fully connected layer, average pooling, and layer normalization. Here, the
linear layer and average pooling operations compress the dimensions of the feature to retain
only the most significant features of the smoothened trend, thus fitting the available space
effectively. After the two blocks, the result is upscaled to merge with the result from the
non-linear block for a final prediction.
The seasonal component is handled with a non-linear block based on a patching scheme
and a CNN-based model, see the upper part of Figure 4.2. In this scheme, the time series
is divided into smaller, fixed-length segments called patches. These patches are extracted
by sliding a window across the sequence using a specified stride. This approach reduces
computational load while preserving important temporal patterns within each patch. [41]
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Consequently, the patching unfolds the time series using a sliding window, enabling the
block to focus on the repetitive seasonal features and the dependencies between the patterns.
Following that, the CNN-based stream, consisting of a depthwise convolution and pointwise
convolution, is used to capture the spatio-temporal patterns and inter-patch correlations,
focusing on the non-linear features of the seasonal data. The depthwise convolution captures
temporal features of the patches, whereas the pointwise convolution captures the inter-patch
feature correlations. Both of the CNN-blocks are followed by the Gaussian Error Linear Units
(GELU) activation function to smoothen transitions around zero normalized via BatchNorm.
For the depthwise convolution, a residual stream is utilized together with the embedding from
the depthwise convolution to retain the patching embeddings further into the stream. These
predictions are then processed to merge with the linear block for the final prediction.
The final prediction merges the blocks to a final prediction, resulting in:

X̂ = Linear(concat(X̂i
lin, X̂i

nonlin))

where X̂i
lin is the prediction in the linear block and X̂i

nonlin is the prediction in the non-linear
block.

Figure 4.2: The architecture of xPatch from the original paper. [40] The time series is decomposed into a
seasonal and trend component and processed through a linear and non-linear block.

4.2.3 PatchMixer

PatchMixer [42], see Figure 4.3, employs a single stream block based on a CNN network,
named the PatchMixer block. The model utilizes mean and standard deviation to normalize
the time series. Then, similar to xPatch, Patch Embedding is used to split the time series into
patches to capture local temporal patterns. Here, a residual connection, called Linear Flatten
Head, is used to preserve the global trends in the time series without further processing and
merge it into the final prediction.
Afterwards, the PatchMixer block consisting of a depthwise and pointwise convolution is
used followed by the GELU and BatchNorm scheme, also seen in xPatch.
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Lastly, an MLP consisting of a flatten, fully-connected, GELU, and fully-connected layer is
deployed to capture the nonlinear and broad dynamics of the temporal patterns, and merged
with the Linear Flatten Head residual connection for a final prediction.

X̂ = concat(X̂MLP , X̂resid)

where X̂MLP is the prediction after the processing of the PatchMixer block and the MLP
flatten head, and X̂resid is the residual output from the learned projection matrix from the
Patch Embedding.

Figure 4.3: The architecture of PatchMixer from the original paper. [42] It employs a patch-based depthwise
convolution module called Patch-Mixer Block together with an MLP based model to predict on the time series.

25



Chapter 5. Methodology

5 — Methodology

This chapter begins by introducing the datasets utilized in the study, along with the prepro-
cessing techniques applied to prepare them for analysis. It then outlines the models selected
for evaluation and the technologies used for their implementation. Lastly, the experimen-
tal design is described in detail, including dedicated sections on the hyperparameter tuning
process and the core experimental procedures.

5.1 Analysis of Data

Accurate forecasting of EV energy consumption relies on access to high-quality data from
charging stations. However, such data has been difficult to obtain in Denmark, as many
municipalities and private companies do not make their datasets publicly available. To
address this limitation, this study draws on two distinct data sources, each offering valuable
but different insights into EV charging behavior.
The first is a publicly accessible dataset from Colorado, USA, which contains real-world data
from public EV charging stations. This dataset provides a practical foundation for under-
standing large-scale, real-world usage patterns in public charging infrastructure. This data is
supplemented by a baseload dataset that describes the overall consumption of Colorado. The
second is a synthetic dataset based on residential charging behavior in Denmark, developed
as part of a Ph.D. thesis. Although synthetic, it is tailored to emulate Danish residential
charging and allows for analysis of residential charging patterns.
By incorporating both datasets, with one reflecting actual public charging behavior and the
other simulating residential use, this study is able to explore a broader range of forecasting
scenarios and model the diverse nature of EV energy consumption more comprehensively.

5.1.1 Colorado Dataset

The Colorado dataset is a real-world dataset for the City of Boulder in Colorado, USA. The
dataset contains charging sessions from city-owned level 2 EVCS, spanning from 01-01-2018
to 30-11-2023. It initially includes 19 EVCS, but the rapid expansion of charging stations
increases the number to 46 by the end of the dataset. The dataset, see Table 5.1, contains
sessions with information on energy consumption, charging time duration, location, station
name, and more. [43]
To enable time series analysis, the charging session data was converted to an hourly format.
The aggregation method distributes each session’s total electricity consumption proportion-
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Station
Name

Address
State
Province

Zip/Postal
Code

Start
DateTime

End
DateTime

Total
Duration

Charging
Time

Energy
Consumption

BOULDER / JUNCTION ST1 2280 Junction Pl Colorado 80301 2018-01-01 17:49:00 2018-01-01 19:52:00 0 days 02:03:02 0 days 02:02:44 6.504000
BOULDER / JUNCTION ST1 2280 Junction Pl Colorado 80301 2018-01-02 08:52:00 2018-01-02 09:16:00 0 days 00:24:34 0 days 00:24:19 2.481000
BOULDER / JUNCTION ST1 2280 Junction Pl Colorado 80301 2018-01-02 21:11:00 2018-01-03 06:23:00 0 days 09:12:21 0 days 03:40:52 15.046000
BOULDER / ALPINE ST1 1275 Alpine Ave Colorado 80304 2018-01-03 09:19:00 2018-01-03 11:14:00 0 days 01:54:51 0 days 01:54:29 6.947000
BOULDER / BASELINE ST1 900 Baseline Rd Colorado 80302 2018-01-03 14:13:00 2018-01-03 14:30:00 0 days 00:16:58 0 days 00:16:44 1.800000

Table 5.1: First five entries of the original Colorado dataset

ally throughout the session duration. This results in an hourly electricity consumption data
presented in Figure 5.1.

Figure 5.1: Charging session split into corresponding hours

Since the energy consumption was negatively impacted by COVID-19, seen in the year 2020,
the dataset was filtered to only contain data from 30-05-2021 to 30-05-2023. The dataset is
divided into a 60/20/20 split, consisting of a 60% training set, 20% validation set, and 20%
test set, as seen in Figure 5.2.

Figure 5.2: The filtered dataset with a train, validation, and test 60/20/20 split

The average daily energy consumption for a week, see Figure 5.3, remains relatively consis-
tent, where consumption peaks on Fridays and Saturdays, and drops around Sundays and
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Mondays. This pattern can be attributed to the fact that EVCS are generally located in
public spaces, where more traffic is expected during peak hours.

Figure 5.3: Average energy consumption per day of the week

As shown in Figure 5.4, EV charging occurs between 06:00 and 21:00 primarily, with peak
consumption observed between 10:00 and 11:00. This trend may be due to the charger’s
location, often located in commercial and public areas where users typically charge their
vehicles during daytime hours while at work, shopping, or running errands.

Figure 5.4: The average hourly energy consumption

5.1.2 SDU Dataset

The SDU dataset is a synthetic dataset based on a published PhD thesis [44] by Kristoffer
Christensen. The publication uses a multi-agent-based simulation framework to generate
the synthetic dataset simulating home charging to evaluate the development of the grid
load in the future. This dataset is significantly different from the Colorado dataset, since it
is a synthetic dataset modeled after residential charging to simulate the yearly residential
charging increase and how grid overloads can occur in the future. The simulation is based
on the Danish radial distribution network with 126 residents, each with their respective
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residential charger. The table of the dataset can be seen in Table 5.2. The original dataset
spans from 01-01-2020 to 31-12-2032 with an hourly granularity and contains information
about the total number of EVs, total number of charging EVs, total grid load, aggregated
baseload, aggregated charging load, and overload duration.

Timestamp Total number of EVs Number of charging EVs Number of driving EVs Aggregated base load Aggregated charging load Overload duration [min]

0 2020-01-01 00:00:07 1.00 0.00 0.00 62.94 0.00 0.00
1 2020-01-01 01:00:07 1.00 0.00 0.00 53.19 0.00 0.00
2 2020-01-01 02:00:07 1.00 0.00 0.00 49.46 0.00 0.00
3 2020-01-01 03:00:07 1.00 0.00 0.00 45.42 0.00 0.00
4 2020-01-01 04:00:07 1.00 0.00 0.00 39.57 0.00 0.00

Table 5.2: Overview of the SDU Dataset, with some features excluded

The simulation initially consists of one EVCS in 2024, with the number of EVs gradually
increasing yearly. This study focus on the period from December 31, 2029 to December 31,
2030 and has divided the dataset into a training, validation, and test sets using a 60/20/20
split, as illustrated in Figure 5.5. The slight upward trend of consumption, seen in Figure in
Figure 5.5 can be attributed to the increasing number of EVs over time, where the number
of EVs goes from 49 to 69 during the specified period.

Figure 5.5: Charging session for the SDU Dataset

The hourly electricity consumption, illustrated in Figure 5.6, reveals a sparse dataset charac-
terized by a high frequency of zero values. Most consumption values remain at zero between
04:00 and 13:00, followed by a noticeable peak between 15:00 and 19:00. This pattern aligns
with typical residential charging behavior, where charging predominantly begins after work
hours. As the battery approaches full capacity, the charging rate naturally decreases, con-
tributing to the gradual decrease over time.
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Figure 5.6: Hourly average electricity consumption for the SDU dataset

5.1.3 Colorado Baseload Dataset

As this study focuses on detecting transformer overload events, it is essential to establish a
reliable baseload for the Colorado dataset. The baseload data is sourced from the IA-930
dataset, published by the U.S. Energy Information Administration (EIA), which provides
hourly electricity demand data across 48 U.S. states. [43]
For Colorado specifically, the data are reported by the Public Service Company of Col-
orado (PSCO), which serves as the balancing authority (BA) for the region. Although this
dataset does not provide electricity consumption figures exclusive to Boulder, it represents
the aggregated demand across the entire PSCO service area, which includes Boulder.
Since the data is aggregated at the BA level, it does not offer insights into sector-specific
consumption. However, according to the EIA, the commercial and residential sectors com-
bined account for approximately 75% of Colorado’s total electricity use, with the industrial
sector contributing just over 25%. [45] The baseload is measured in the period from August
8, 2022 to March 3, 2023, which can be seen in Table 5.3.

BA Code Timestamp Demand (MWh) Demand Forecast (MWh) Net Generation (MWh) Total Interchange (MWh)

PSCO 8/11/2023 12 a.m. MDT 5842 5690 5950 108
PSCO 8/11/2023 1 a.m. MDT 5430 5272 5702 272
PSCO 8/11/2023 2 a.m. MDT 5079 4969 5398 319
PSCO 8/11/2023 3 a.m. MDT 4956 4726 5247 291
PSCO 8/11/2023 4 a.m. MDT 4846 4535 5059 213

Table 5.3: Power demand and generation data for PSCO on August 11, 2022

Figure 5.7 presents the hourly electricity consumption for the PSCO service area. The
dataset is split into two parts, the validation set and the test set, since the baseload is only
required in evaluating the overload capturing.
The dataset includes some missing data, with the most notable gap occurring between Febru-
ary 28 and March 6, 2023.
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The consumption pattern shows a clear seasonal trend for the baseload. The demand peaks
at August 2022, followed by a sharp decline throughout October. A subsequent rise is
observed during the winter months of December and January, before slightly decreasing
again, approaching March 2023. The peak consumption seen in August is caused by a
widespread use of air-conditioning during the warmer periods in Colorado, with a slight
increase again in colder periods due to heating.

Figure 5.7: The baseload electricity consumption in Colorado

5.2 Data Preprocessing

This section outlines the preprocessing of the data. The first part of this section briefly covers
how the three datasets have been preprocessed. Then, the applied features are presented
along with contextual explanations of their relevance and functionality.

5.2.1 Colorado

As outlined in Section 5.1.1, the Colorado dataset provides EV charging sessions, includ-
ing the start time, charging duration, and electricity consumption of individual charging
sessions. However, the dataset presents several inconsistencies, such as changing date and
time formats, empty values, duplicate entries, and irregular whitespace. Consequently, a
comprehensive data cleaning process was performed to remove inconsistencies. Afterwards,
the dataset is converted to an hourly granularity, which involves splitting the sessions into
individual hours and fairly dividing the total electricity consumption of the charging session
among the hours of the session. From the original 16 columns, including State, Gasoline
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Savings, only three are used after converting the Colorado dataset, being: Timestamp, Elec-
tricity Consumption, and Session Count. The session count was not part of the original
dataset, but was added during the conversion to help the models understand how many EVs
are charging during each hour.

5.2.2 SDU

The SDU dataset has an inherent hourly granularity, where the only preprocessing step was
to round the timestamp to the nearest hour. The dataset originally consists of 14 columns,
including columns such as Total Grid Load, Passed hour in the simulation, and Aggregated
base load. The study has selected 9 columns based on their relevance to the forecasting
and classification task. These include Timestamp, Aggregated charging load, Total number
of EVs, Number of driving EVs, Number of charging EVs, as well as the temporal features
Year, Month, Day, and Hour. This subset was chosen to retain the key temporal and
operational characteristics necessary for the models to effectively learn and predict charging
demand patterns. The study has chosen to exclude the Overload Duration [min] column,
since another threshold for overloads is applied, see Section 5.7.2.

5.2.3 Colorado Baseload Dataset

As mentioned in Section 5.1, this dataset serves as complementary data on the baseload.
Section 5.1.3 showed the plot for the baseload, which contains missing data. To bypass this,
the study chose to utilize a smaller region for the test set, skipping over a segment with
missing data from January 4, 2023 to February 4, 2023. This results in a test set ranging
from February 5, 2023 to February 28, 2023, from which the classification experiments will
be conducted on.

5.2.4 Features

To enhance the predictive performance of the models, a plethora of features are added. These
features provide additional context and structure that help the model learn more efficiently
by highlighting relevant patterns and relationships within the dataset. The features of this
study can be divided into: time-based features, cyclic features using cosine (cos) and sine
(sin) transformation, and historical consumption-based features.

Timed-Based Features

Time-based features are designed to capture the cyclical and seasonal elements in the dataset.
These features influence user behavior where adding these features can help the models
better understand the underlying context and temporal patterns of electricity consumption,
which can influence future values. Features such as day, month, weekend, year, and season

32



Chapter 5. Methodology

are commonly used to capture temporal patterns together with a holiday feature, granting
the models context to the time perspective of the data. The holiday feature, especially, is
useful to signify a probable change in user behavior, where events such as Christmas and
Thanksgiving can greatly impact the user behavior. Additionally, a day/night indicator was
included to differentiate between daytime and nighttime usage, with the division set at 06:00
and 18:00, respectively.
The time-based features used in this study are:

• Day of Week

• Month of Year

• Weekend

• Year

• Day/Night (Boolean)

• Is Holiday?

• Season of year

Cosine and Sine Transformed Cyclic Features

Most of the time-based features, such as hour, date, and month, are inherently cyclical.
Representing these features as linear integers can mislead the models, since e.g. hour 23 and
hour 0 are close time-wise but numerically distant. cos and sin can be applied to show the
models the inherent cyclic nature in this type of data, capturing the data from both sides of
the cycle.[46] The data is then transformed using trigonometric functions [47], resulting in
the following cos and sin representations:

sin
(2πh

P

)
, cos

(2πh

P

)
where P is the period and h is the values being transformed, e.g, hour 2. The transformed
features included are:

• Hour (Sin)

• Hour (Cos)

• Day of Week (Sin)

• Day of Week (Cos)

• Month (Sin)

• Month (Cos)
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Weather Features

The weather has a notable impact on EV charging behavior, since the ambient temperature
affects consumption patterns on real world data. The weather data used in this study comes
from Meteostat [48], which is a weather and climate database for thousands of weather
stations worldwide. The hourly temperature is incorporated as a feature exclusively in the
Colorado dataset.

• Current Temperature °C

Historical Consumption Features

Historical consumption features are important in time series forecasting, as they provide
context to the model about past behavior, potentially improving the model’s capability to
detect patterns, trends, and seasonality. This study divides the historical features into two
categories: lag features and rolling averages. Lag features are used to give context about the
electricity consumption at previous time steps. Rolling average calculates the average from
the current time step and back to the previous time steps, which helps smooth out potential
short-term fluctuations. Both datasets apply the historical features, which are the following:

• Lag

– Electricity Consumption 1h

– Electricity Consumption 6h

– Electricity Consumption 12h

– Electricity Consumption 24h

– Electricity Consumption 1 Week

• Electricity Consumption Rolling Average 24 h

Selected Features for the Colorado and SDU dataset

The Colorado dataset applies all the previously mentioned features, since these added context
about real-world consumption and temporal patterns. Contrarily, the SDU dataset utilizes
far fewer features, since it is a synthetic dataset, and many features do not constructively add
to the overall understanding of the dataset. This includes features such as: rolling average,
6h, 12h and 1w lag features. The rolling average and lag features negatively impacted the
quality of forecasting, since the SDU dataset is sparse.
The final features for the datasets are as following:
Colorado Dataset (22 features in total):

• Original features: Session count
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• Time-Based: Day of Week, Month, Weekend, Year, Hour, Day/Night, Holiday, Season

• Cyclical: Hour (Sin/Cos), Day of Week (Sin/Cos), Month (Sin/Cos)

• Weather: Temperature

• Historical: Lag (1h, 6h, 12h, 24h, 1w), Rolling Average (24h)

SDU Dataset (16 features in total):

• Original features: Aggregated charging load, total number of EVs, number of charging
EVs, number of driving EVs

• Time-Based: Day of Week, Month, Year, Hour

• Cyclical: Hour (Sin/Cos), Day of Week (Sin/Cos), Month (Sin/Cos)

• Historical: Lag (1h, 24h)

5.3 Model Selection

The selection of models in this study is grounded in both their proven performance in prior
literature, see Section 4 and their complementary strengths in capturing different aspects of
the temporal patterns in EVCS electricity consumption forecasting. This also benefits the
proposed ensemble architecture which can benefit from including a diverse set of models and
utilizing bootstrap sampling with replacement i.e. multiple elements can be sampled more
than once, seen in Section 2.4. This combination enables diverse base learners to contribute
to an aggregated forecast with their unique perspectives on the time series.
By combining these models, the study aims to exploit the strengths of each category to create
diversity for constructing an ensemble that, as a goal, can generate more reliable results than
standalone models, both for forecasting EVCS consumption and in the context of predicting
overload scenarios.
Unlike traditional bagging, which typically relies on a single model architecture to aggregate
predictions, this ensemble incorporates diverse model architectures as base learners that
each generate predictions. These predictions are aggregated through an averaging operation,
ensuring each model contributes to the final prediction. To achieve this, the models included
in the ensemble are:

LSTM and GRU

LSTM and GRU, see Section 2.3.1 and 2.3.2 are included due to their widespread usage in
time series forecasting tasks, particularly in EVCS consumption forecasting. Their gating
mechanisms are well-suited for capturing long-range dependencies in sequential data and
have been proven to be stable at EVCS consumption forecasting.
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Random Forest, Gradient Boosting, and AdaBoost

Random Forest, Gradient Boosting, and AdaBoost, see Section 2.4.1, 2.4.3, and 2.4.2, are se-
lected for their robustness, interpretability, and efficiency. These models have demonstrated
consistent strong performances in previous EVCS studies and serve as strong, complementary
models to deep learning models.

xPatch and PatchMixer

xPatch and PatchMixer, see Section 4.2.2, 4.2.3, and 4.2.1, are more recent architectures
designed to capture complex temporal dependencies with great performance over different
types of datasets. Their inclusion introduces architectural diversity and allows for well-
performing generalist predicting models to contribute to the ensemble. DPAD, although
also attractive to implement, has a large computational cost which was not supported with
the hardware setup, see Section 7.1.1, available for this study.

5.4 Technologies

This section presents the key technologies utilized in this study and outlines their respective
roles and contributions.

5.4.1 PyTorch

PyTorch [49] is an open-source deep learning framework originally developed by Meta AI
that provides a flexible and efficient platform for developing and training ML models. It is
widely used in both academic research and the industry due to its intuitive API and strong
community support. PyTorch provides a straightforward integration with CUDA, allowing
operations to be offloaded to NVIDIA GPUs for high-performance computing (HPC), and
GPU acceleration.
PyTorch is used in this study to implement deep learning models, manage the training
pipeline, and perform tensor-based computations efficiently. It provides the foundation for
implementing and training deep learning models such as LSTM, GRU, and xPatch with loss
function implementations for MAE, MSE, and Huber loss.

5.4.2 PyTorch Lightning

PyTorch Lightning [50] is a high-level framework built on top of PyTorch, which simplifies
the process of training, validating, and testing deep learning models. The key principle
behind PyTorch Lightning is the modularization of code into reusable and standardized
components. PyTorch Lightning handles the boilerplate code related to device placement,
distributed training, precision settings, and more. This study applies PyTorch Lightning for
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the aforementioned upsides and applies its broad options for processes related to training
and optimizing deep learning models.

5.4.3 scikit-learn

Scikit-learn [51] is one of the most widely used open-source Machine Learning (ML) libraries
in Python. The library provides simple and efficient tools for data preprocessing, model
training, evaluation, and more. Scikit-learn enables consistent and easy to implement fit and
predict methods, simplifying the process of constructing and evaluating ML pipelines. In this
study, scikit-learn is primarily used to implement baseline models, including Random Forest,
Gradient Boosting, and AdaBoost. Furthermore, scikit-learn supports data preprocessing,
which this study uses to divide the time series data into training, validation, and test sets.
Other important features in this library include the Min-Max Scaler, Max Abs Scaler, and
resample function, enabling bootstrap sampling to be deployed.

5.4.4 Optuna

Optuna [52] is an open-source hyperparameter optimization framework designed to automate
the process of tuning models. It uses an efficient search algorithm to find the best set of
hyperparameters for a given model by minimizing or maximizing an objective function related
to model performance on a validation set. Optuna also enables parallelization over multiple
threads without modifying code and allows the user to define the search space in intuitive
Python syntax. In this study, Optuna serves as a tool for hyperparameter tuning the models
and tuning the ensemble for an optimal architecture.

5.5 Experimental Design

This section outlines the design of the experiments carried out to measure the ability of the
models to forecast the EVCS consumption and capture overloads. The models are evaluated
on both the Colorado and SDU dataset, where the Colorado dataset utilizes MAE, and
the SDU dataset uses Huber Loss, further described in Section 5.6.3. The experiments are
divided into two phases being: Model Tuning and Model Evaluation.
Model Tuning

• Hyperparameter tuning:

– Performed independently under two different optimization objectives with and
without bootstrap sampling:

1. Tuning to minimize loss function
2. Tuning to maximize recall and minimize loss function
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• Architecture tuning:

– Also conducted as two distinct experiments:

1. Optimizing the configuration to minimize loss function
2. Optimizing the configuration to maximize recall while minimizing loss func-

tion

Model Evaluation

• Forecasting EVCS electricity consumption using models trained without bootstrap
sampling, to assess their accuracy and the effectiveness of the ensemble.

• Evaluating models trained without bootstrap sampling with the ensemble to measure
each model’s ability to capture overload events, with a focus on recall as the primary
evaluation metric.

The model tuning phase consists of hyperparameter tuning models for the experiments con-
ducted. The models trained with bootstrap sampling are used in architecture tuning to
find an optimal ensemble configuration. The five best ensemble configurations will also be
included to evaluate which models benefit the ensemble the most at each task.
For the EVCS electricity consumption forecasting experiment, the models are tuned to min-
imize MAE or Huber Loss, depending on the dataset examined. The experiment compares
models trained without bootstrap sampling with the ensemble to evaluate their effectiveness
in forecasting EVCS electricity consumption.
For the experiment of overload classification, the models are tuned to balance two objectives:
maximizing recall to measure the effectiveness of overload capturing and minimizing MAE
/ Huber Loss to minimize the overall prediction error. This approach ensures the model not
only detects overload events but also maintains accuracy in its forecasts.
Each of these phases is described in more detail in the following sections. Section 5.6 presents
the hyperparameter and architecture tuning decisions made during the Model Tuning phase.
Section 5.7 discusses the choices made for the Model Evaluation phase, which involves both
the EVCS electricity consumption forecasting and overload classification.

5.6 Model Tuning

5.6.1 Hyperparameter Tuning

The hyperparameter tuning phase, as mentioned in Section 5.5, attempts to find the optimal
hyperparameters for consumption forecasting and overload classification in both the Colorado
and SDU datasets.
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The hyperparameter space was explored using Bayesian optimization, which is implemented
through Optuna’s Tree-structured Parzen Estimator (TPE) sampler. [53] Bayesian opti-
mization builds a probabilistic model of the objective function to make informed decisions
on which hyperparameter to sample next. The TPE sampler specifically models the objective
function as a probabilistic distribution and selects the hyperparameter configurations most
likely to improve the performance, based on previous evaluations. This approach enables
more promising regions of the hyperparameter space to be explored.
The hyperparameter selection is based on the standard configurations proposed in the original
papers for each model. The default values of their proposed methods served as a reference
for the construction of a tuning range by selecting values below and above the reference
value. The search spaces for the models are detailed in Appendix A.1. A constant random
seed of 42 was used to facilitate reproducibility for the experiments in the study.
To manage computational resources, the number of optimization trials was limited to 150
for tuning the models. The architecture tuning was set to run 100 trials, since it required
substantially more time and resources, where DPAD was excluded due to its large compu-
tational costs, see Section 5.6.2. Furthermore, to optimize computational efficiency, 16-bit
mixed precision was employed to reduce the numerical precision of operations, decreasing
the memory usage and accelerating training speed, with a minimal trade-off in numerical
accuracy. [54]
To fully utilize the available GPU resources on AAU’s HPC platform, AI-LAB (see Section
7.1.1), a parallel training strategy was necessary. For this purpose, Distributed Data Parallel
(DDP) was employed, which enables efficient training across multiple GPUs by distributing
the workload across multiple workers [55]. In DDP, each GPU is assigned its own training
process that performs both the forward and backward passes independently using a subset
of the data. After computing the gradients locally, these processes synchronize with each
other to average the gradients before updating the model parameters [56]. This ensures
that all GPUs contribute to and benefit from the collective learning progress, significantly
accelerating training while maintaining consistent model updates across devices.
The hyperparameter tuning may take more than 12 hours, which is the upper limit for tasks
on AI-LAB. Therefore, the tuning is set to stop after 10.5 hours, so it stops before exceeding
the 12-hour execution limit on AI-LAB. The 10.5-hour limit was selected to ensure sufficient
time for Optuna to complete the ongoing trial, as the time constraint is only evaluated upon
the completion of each trial, not during its execution. The study is then saved in a pickle
file, which can be loaded to continue the study. This is accompanied by a safeguard of the
objective, which allows failed trials to be skipped if, e.g. the trial attributes more GPU
memory than possible resulting in the trial crashing safely.
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5.6.2 Architectural Tuning

The objective of this process is to find an optimal configuration, where the base learners
contribute to a robust aggregated forecasting model. To construct the ensemble, all possible
subsets of the available individual models are generated, under the constraint that each model
is used only once per subset and that each subset must contain at least three base learners to
have sufficient diversity and ensemble strength. The model has n = 7 base learners, which
means the total number of possible subsets are:

Total subsets =
n∑

r=1

(
n

r

)
= 2n − 1

= 27 − 1
= 127

(5.1)

where r is the number of subsets.
By applying the constraint that only subsets of size r ≥ 3 are considered, the number of
valid subsets for architectural tuning becomes:

Total subsets with r ≥ 3 = 2n − 1 − n − n(n − 1)
2

= 27 − 1 − 7 − 7(7 − 1)
2

= 99

(5.2)

Each model uses its corresponding hyperparameters found during the earlier hyperparameter
tuning phase with bootstrap sampling. This ensures that each model contributes at its
optimized performance level within the ensemble context of bootstrap sampling.

5.6.3 Choice of Loss Functions

During the experimentation of EVCS consumption forecasting and overload classification,
MAE was found to work reliably in the Colorado data set, but showed sub-par results in
the SDU data set. This was seen in that the models struggled to capture the temporal
patterns due to the sparse nature of the SDU dataset. Furthermore, the models consistently
underpredicted peak consumption values, which is particularly problematic, as these peaks
are indicative of potential overload events.
This led the study towards exploring other options for the loss functions, namely MSE and
Huber Loss. MSE was specifically chosen as an attempt to punish larger errors. This, though,
affected the forecasts in the wrong direction, where MSE focused on minimizing the error at
the lower regions at the expense of capturing peaks. To change that, the study attempted to
fix this by using Hober Loss which contains both linear and exponential functions. Through
experimentation with different δ values, it was found that δ = 0.25 helped stabilize several
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models in some experiments. However, some models continued to mainly fit the lower and
middle consumption ranges.

5.7 Model Evaluation

5.7.1 EVCS Consumption Forecasting

To assess the impact of the ensemble on forecasting accuracy, the ensemble are compared
against standalone models that were not trained using bootstrap sampling. The models are
evaluated to gain a perspective into its accuracy and identify where the models may struggle
to capture the time series dynamics. Each model is executed with their best performing
hyperparameters.

5.7.2 Overload Classification

The process of classifying overloads differs substantially between the two datasets. This
section clarifies the approach and specifications used to derive overload classifications for
the Colorado dataset, followed by a description of how classification is handled for the SDU
dataset.

Colorado

The overload classification consists of a baseload, seen in the Colorado consumption dataset
in Section 5.2.3 and the predictions from the standalone models and the ensemble. However,
these values are substantially far apart, with the baseload reaching 3415 to 6716 MWh in
the test set, whereas the EVCS consumption remains between 0 to 82 kW in the Colorado
dataset.
To accommodate this, the study will assume a transformer of 500kVA with a power factor
of 1, meaning it can transmit 500kW of electricity, using the equation from Section 3.7.1.
The time period for this transformer is set to 1 hour, resulting in the hourly electricity
consumption of 500kWh.
The baseload is downscaled to reflect a localized scenario that a single transformer might
encounter. In this context, downscaling refers to dividing the original aggregated state-level
consumption by a constant factor, making the data representative of a smaller geographic
and operational scope. Since the maximum value of the Colorado baseload dataset Xbase,t is
6716 MWh, it is downscaled by a factor of 13 to simulate a proportion of the grid served by
a single transformer. This results in a new maximum value of:

max(
Xbase,t

13 ∗ 1000kWh
) =

6716MWh

13 ∗ 1000kWh
≈ 516.62kWh
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This adjusted value approaches the transformer capacity limit of 500 kWh, making the setup
useful for detecting potential overloads, as shown in Figure 5.8.

Figure 5.8: Colorado baseload with its downscaled baseload and transformer threshold

Meanwhile, EVCS consumption and model predictions are upscaled by a factor of 2 to further
emphasize its contribution to total load. This results in the maximum upscaled consumption
of:

max(Xevcs,t) × 2 = 89.04kW × 2 = 178.08kW

SDU

As mentioned in Section 5.1.2, the SDU dataset already contains information on overload
with a defined grid overload threshold of 400 kW. However, the overload events almost exclu-
sively occur as a rare event in the last year of simulation. Instead, this study pursues another
region of the dataset, ranging from December 31, 2029 to December 31, 2030, mentioned in
Section 5.5. To accommodate for that, the study has reduced the threshold to 250 kW to
trigger more overload events, while retaining the original baseload values. An example of
the baseload and EVCS consumption can be seen below:

Figure 5.9: The baseload electricity consumption for the SDU dataset
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6 — Implementation

This chapter outlines the implementation details of the study. The first section presents the
core components of the setup, with particular emphasis on the rolling window technique and
the methodologies employed for model training and prediction. The second section elaborates
on the structure of the experimental framework and the overall flow of the program.

6.1 Setup

6.1.1 Rolling Window Technique

The rolling window technique, see Figure 6.1, involves using a fixed-size window that slides
across the time series, generating input sequences for the model to make predictions. In
this study, a fixed forecast horizon H = 24 is used with a fixed lookback window of T =

7 × 24 = 168. The 1 : 7 ratio between the forecasting horizon and lookback window is used
to fairly evaluate the models with the fixed-sized window. Following this, the stride S = 24
determines the step size that the window shifts after each prediction. In this setup, the stride
is equivalent to the forecast horizon, ensuring each time step in the dataset is predicted only
once. The rolling window technique is used in both the deep learning and ensemble learning
setups, but requires different implementations.

Figure 6.1: The rolling window technique
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6.1.2 Deep Learning Setup

Each dataset is encapsulated within its own data module, which is a subclass of the PyTorch
Lightning LightningDataModule. This module is responsible for setting up the time series
for deep learning models by handling all data-related operations. This includes implementing
data sampling, data preprocessing, data splitting, data loader setup, and the rolling window
technique.
The data sampling process involves sampling the data to aggregate sessions and remove
inconsistencies in the datasets, as mentioned in Section 5.2. Then, data preprocessing is
implemented to extract the features described in Section 5.2.4.
Afterwards, the data is split into a 60% training set, 20% validation set, and 20% test set, as
seen in Section 5.1. The data is then scaled with the Min-Max Scaler or MaxAbsScaler. This
helps stabilize and accelerate the training process by preventing features with larger magni-
tudes from dominating the learning. Since larger values produce larger gradients, the model
may prioritize minimizing larger errors over smaller ones and potentially ignore important
information from smaller-scale temporal patterns. The scaling allows the pattern to spread
more fairly across the input, leading to more balanced learning and better convergence.
The data loaders utilize both bootstrap sampling and the rolling window technique. The
bootstrap sampling is applied via scikit-learn’s resample function, which allows resampling
with replacement, i.e. bootstrap sampling, to be implemented. Bootstrap sampling can
be enabled or disabled based on the specific requirements of each experiment. To properly
adapt this into the data loader, a custom class was implemented in the data loader, as seen
in Figure 6.1. dataset size describes the size of the dataset to be bootstrapped, whereas
random state determines which seed is used. iter implements the iterator to generate
bootstrap samples, where the indices to be sampled are selected within the resample function,
which the data loader uses to sample from.

1 class BootstrapSampler:
2 def __init__(self, dataset_size, random_state=None):
3 self.dataset_size = dataset_size
4 self.random_state = random_state
5

6 def __iter__(self):
7 indices = resample(range(self.dataset_size), replace=True,
8 n_samples=self.dataset_size, random_state=self.random_state)
9 return iter(indices)

10

11 def __len__(self):
12 return self.dataset_size

Listing 6.1: Bootstrap sampling class
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To implement the rolling window technique into the data loader, another custom class was
created, see Listing 6.2. This class utilizes the rolling window specifications mentioned in
Section 6.1.1 to properly handle the various rolling window configurations and properly shift
the window by the stride length. In getitem , the start index is determined by taking the
current index and multiplying it by the stride. Then, the X window, i.e. the lookback window,
and y target, i.e. the forecast window, are found by slicing the dataset, and returned to
the data loader.

1 class TimeSeriesDataset(Dataset):
2 ...
3 def __getitem__(self, index):
4 start_idx = index * self.stride
5 x_window = self.X[start_idx: start_idx + self.seq_len]
6 y_target = self.y[start_idx + self.seq_len: start_idx + self.seq_len + self.pred_len]
7 return x_window, y_target

Listing 6.2: Rolling window logic inside TimeSeriesDataset class

Training the deep learning models, see Listing 6.3, consists of wrapping the model in a
LightningModel class with information such as the loss metric, optimizer, and learning
rate of the optimizer. The trainer is then initialized to train the models with 16-bit mixed
precision and the DDP-strategy, mentioned previously in Section 5.6.1.
For inference, deep learning models use only one device, since PyTorch Lightning does not
manage the device placement as strictly during inference as during training, which can cause
runtime errors and incorrect results, if the device is not set to 1.

1 model = LightningModel(model=model, criterion=criterion_map.get(args.criterion)(),
optimizer=optimizer_map.get(args.optimizer), learning_rate=_hparams['learning_rate'])↪→

2 trainer = L.Trainer(max_epochs=_hparams['max_epochs'], log_every_n_steps=100,
precision='16-mixed', callbacks=[pred_writer], enable_checkpointing=False,
strategy='ddp_find_unused_parameters_true')

↪→

↪→

3 trainer.fit(model, colmod)
4

5 trainer = L.Trainer(max_epochs=_hparams['max_epochs'], log_every_n_steps=100,
precision='16-mixed', callbacks=[pred_writer], enable_checkpointing=False,
devices=1)

↪→

↪→

6 trainer.predict(model, colmod)
7

Listing 6.3: Trainer Setup where mixed precision and ddp strategy is deployed
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6.1.3 Ensemble Learning Setup

The ensemble learning model’s data are also managed within the LightningDataModule
to collect all data management in one place. The setup is made with a function called
sklearn setup, which is a separate setup for bootstrap sampling and rolling window tech-
nique. As seen in Listing 6.4, the training set has the optionality of being implemented with
or without bootstrap sampling, as required for the experiments. Then, the rolling window
technique is applied with the built-in Python function called Parallel, which uses multiple
workers from all available CPU cores to generate the windows for faster processing speed.
When this process is finished, every lookback window and forecast horizon is returned in
separate NumPy arrays.

1 def sklearn_setup(self, set_name: str = "train"):
2 if set_name == "train":
3 if args.individual == 'False':
4 X, y = resample(self.X_train, self.y_train, replace=True,

n_samples=len(self.X_train), random_state=SEED)↪→

5 else:
6 X, y = self.X_train, self.y_train
7 elif set_name == "val":
8 X, y = self.X_val, self.y_val
9 elif set_name == "test":

10 X, y = self.X_test, self.y_test
11

12 max_start = len(X) - (seq_len + pred_len) + 1
13

14 results = Parallel(n_jobs=-1)(
15 delayed(process_window)(i, X, y, seq_len, pred_len) for i in range(0, max_start,

stride)↪→

16 )
17

18 X_window, y_target = zip(*results)
19 return np.array(X_window), np.array(y_target)

Listing 6.4: The scikit-learn setup for ensemble learning models, where max start is the last possible start
point for a window

Training and predicting with ensemble learning models remains relatively straightforward
with the scikit-learn library, as seen in Listing 6.5. The sklearn setup function is used to
sample both the training and validation/test set, depending on the experiment. The model
is then fit to the data, whereas a prediction is made for the validation/test set.
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1 X_train, y_train = colmod.sklearn_setup("train")
2 X_val, y_val = colmod.sklearn_setup("val")
3

4 model.fit(X_train, y_train)
5 y_pred = model.predict(X_val)

Listing 6.5: Training and predicting with ensemble learning models

6.2 Hyperparameter Tuning

The hyperparameter tuning is made for two separate objectives, as mentioned in Section
5.6.1, with one being exclusive for MAE, and the other with a multi-objective setup for the
recall score and MAE.
Table 6.1 shows the shared hyperparameters among the models. Here, the batch size is tuned
because optimal performance can vary across models. Some models may benefit from more
frequent gradient updates with smaller batches, while others may perform better with larger
batches and more stable updates. For the DPAD model, a reduced batch size is used due to
memory constraints because of the model’s size.
The learning rate is selected from a logarithmic scale ranging from 10−2 to 10−4, which
is a commonly effective range for the Adam optimizer. To explore this space efficiently,
log-uniform sampling is applied using Optuna, allowing values to be sampled evenly across
several orders of magnitude. This approach ensures a fair search in logarithmic space, where
small changes in learning rate can have a significant impact on training dynamics.
The epochs are tuned exclusively for the deep learning models, between 1000 and 2000
epochs, to make sure that the deep learning models can train for a stable amount of time
while keeping the runtime somewhat low.

Hyperparameter Colorado SDU
Batch size 32 to 128, step 16 32 to 256, step 16
Learning rate 1e-4 to 1e-2, logarithmic 1e-4 to 1e-2, logarithmic
Max Epochs 1000 to 2000, step 100 1000 to 2000, step 100

Table 6.1: The hyperparameters used for every model. Step describes the step size that can be explored in
the search space

The hyperparameter tuning process, illustrated in Figure 6.2, follows a structured pipeline
to find optimal hyperparameters for each model.

47



Chapter 6. Implementation

Figure 6.2: A flow chart of the hyperparameter tuning process

Initialize study

The tuning process begins by specifying key arguments, including the dataset used, forecast
horizon, model used, and whether mixed precision is enabled. These parameters are passed
to the study initialization, with the number of trials set to 150.

Initialize objective

It attempts to load an existing study to resume from previous trials, and if none is found, a
new study is created.
Next, the objective function is defined to minimize the loss function. The study is configured
to run for up to 150 trials or until a timeout of 10.5 hours is reached, ensuring that any
ongoing trial is allowed to complete before termination, assuming a trial does not take more
than 1.5 hours. The objective function is also safeguarded by a try except to allow the study
to ignore trials that have failed and continue running, until 150 trials are reached.

6.2.1 Initialize Setup and Hyperparameters

The setup follows the process described in Section 6.1, where the window setup is initialized
with the rolling window setup, using the fixed lookback window, forecast horizon, and stride.
Afterward, Optuna suggests hyperparameters based on the selected model, previously ex-
plained in Section 5.6.1.
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Fit and predict

In this step, the models are fit to the training set to create a prediction on the validation set,
which computes the MAE score or recall score and MAE score, depending on the experiment
chosen.

Return objective

The metric score(s) are returned through the objective, where the tuning will terminate if
the maximum number of trials or maximum runtime has been reached. Otherwise, it will
start a new trial with a new configuration of hyperparameters.

Save metric score(s) and best hyperparameters

The metric score(s) are then saved in a local CSV file with information on the model name,
the trial reached, the best validation loss, and the best hyperparameters.

6.3 Architectural Tuning

The architecture tuning involves finding an optimal configuration of the models to aggregate
the models. The study examines both objectives of minimizing MAE and the multi-objective
of maximizing recall and minimizing MAE as described in Section 5.6.2. A flow chart of the
architectural tuning can be seen in Figure 6.3.

Figure 6.3: Flow chart of the architecture tuning process
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Load hyperparameters

The first step loads the hyperparameters found in the hyperparameter tuning phase, where
the base learner models are trained with bootstrap sampling.

Initialize subsets for bagging configurations

Optuna is used to tune different ensemble configurations by evaluating every possible subset
of the available models trained with bootstrap sampling. Each subset, containing at least
three unique base learners, is initialized and suggested as a categorical option. To ensure di-
versity, each model appears only once within a given subset, resulting in ensembles composed
of distinct learners, as previously mentioned in Section 5.6.2.

Initialize study and objective

This study is then set up to attempt to optimize the metric score(s) by experimenting with
different model configurations.

Train each model individually

Each trial selects a specific subset of model configurations, which are then run using Optuna.
Once a subset is chosen, the corresponding models are initialized with their tuned hyperpa-
rameters and prepared for the prediction phase. The models are trained individually, where
each of the predictions are saved to prepare for the prediction aggregation.

Aggregate predictions

After the individual models have made their predictions, the results are aggregated by com-
puting the average of all the predictions of the base learners, which is then evaluated using
the objective function(s).
Following this, the metric score(s) are calculated. If the study reaches the limit of 100 trials
or exceeds the 10.5-hour time span, it will save the metric score(s).

Save metric score(s) and top 5 best configurations

The metric score(s) are lastly saved in a CSV file with the top 5 best-performing model
configurations to get a better understanding on which models are typically featured in the
best performing configurations.
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6.4 EVCS Consumption Forecasting

The process of evaluating individual models and the ensemble is done using the process seen
in Figure 6.4.

Figure 6.4: Flow chart of the EVCS consumption forecasting process

Train and predict

The process starts by picking either a model or the ensemble. Once the selection is made,
the model is trained using its best hyperparameters. After training, it generates predictions
for the test set.

Apply evaluating metrics + plot

Once the predictions are ready, a plot is created that shows the predictions and actual values.
This plot is saved for later review. Then, MAE and MSE are calculated and saved in a CSV
file.

6.5 Overload Classification

Finally, the overload classification process evaluates how effectively both the individually
tuned models without bootstrapping and the ensemble detect overloads. The classification
metrics described in Section 3.7.2 are applied, with recall serving as the primary metric to
measure the models’ ability to capture overload events together with MAE to capture its
general forecasting ability.
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Figure 6.5: Flow chart of the classification process

Load standalone models and ensemble

Either a standalone model or the ensemble is loaded with its best-tuned hyperparameters.

Capture overload

To capture the overload, several processes are needed. Firstly, the model should predict with
various setups for classification, including the scaling and downscaling for the Colorado and
SDU dataset, as mentioned in Section 5.7.2. The overload is then classified using a region of
the test set, as explained in Section 5.1.3 and 5.7.2.

Apply classification metrics and store results

The classification metrics are finally applied to evaluate the model’s accuracy, precision,
recall, and other metrics, depending on the experiment. Finally, the results are stored in a
CSV with these metrics.
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7 — Experiments and Results

This chapter presents the experiments conducted in this study. The chapter starts with a
brief overview of the hardware specifications used during the experiments. Following that,
the analysis of each experiment is presented in two subsections following the experiment
design described in Section 5.5.

7.1 Experiment Specifications

7.1.1 AI-LAB

AI-LAB [57] is a HPC platform available exclusively for students at Aalborg University, de-
signed to support computationally intensive workloads. It employs Slurm for job scheduling
and task management, where Singularity containers are used to encapsulate the packages
and dependencies.
The platform is powered by AMD EPYC 7543 processors with 32 cores and 128 CPU threads.
It has 11 computing nodes in total, each equipped with eight NVIDIA L4 GPUs with 24 GB
of RAM. These nodes are available for students at Aalborg University, where only one node
is allowed to use during peak hours. It should be clarified that no nodes are guaranteed for
us to be used, sometimes resulting in long queue times. During off hours, more nodes may
be available, but this is limited by the traffic on AI-LAB.

7.2 Model Tuning

This section presents the results of hyperparameter tuning performed on the Colorado and
SDU datasets with varying objective functions. The goal of this section is to provide optimal
hyperparameters with the set objective, which is applicable to the main experiments for
EVCS consumption forecasting and overload classification.

7.2.1 Tuning Results for Minimizing MAE for the Colorado Dataset

Table 7.1 shows the MAE scores for the non-bootstrap sampled and bootstrap sampled
models on the Colorado dataset. Across all models, PatchMixer achieved the lowest MAE
score in both scenarios.
Overall, the results show that deep learning models generally outperform ensemble learning
models, where AdaBoost has a significantly higher MAE score than PatchMixer with 10.53
and 6.50, respectively. This may indicate that ensemble learning models have a greater
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difficulty capturing the temporal patterns of the Colorado dataset. Furthermore, it is also
seen that bootstrap sampling greatly reduces the MAE score of ensemble models.

Model Non-Bootstrap Sampling (MAE) Bootstrap Sampling (MAE)
AdaBoost 10.53 14.11
GRU 6.69 6.75
Gradient Boosting 8.20 14.35
LSTM 6.64 8.86
PatchMixer 6.50 6.58
Random Forest 9.76 14.54
xPatch 6.53 6.72

Table 7.1: MAE scores for models with and without bootstrap sampling on the Colorado dataset

Figure 7.1 shows that PatchMixer generally follows the trends but struggles to fully capture
the upper regions. This limitation is even more pronounced in Figure 7.2, where AdaBoost
focuses exclusively on the lower regions to minimize MAE, neglecting higher-value areas. A
similar behavior is observed in its bootstrap-sampled version (Figure 7.3), which concentrates
mainly on the middle regions. In contrast, Figure 7.4 demonstrates that GRU captures a
broader range of values but still fails to capture peak values accurately.

Figure 7.1: Non-bootstrap sampled PatchMixer for minimizing MAE
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Figure 7.2: Non-bootstrap sampled AdaBoost for minimizing MAE

Figure 7.3: Bootstrap sampled AdaBoost for minimizing MAE
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Figure 7.4: Bootstrap sampled GRU for minimizing MAE

7.2.2 Tuning Results for Minimizing Huber Loss for the SDU Dataset

As seen in Table 7.2, xPatch significantly outperformed every model with a Huber loss
score of 2.59 for non-bootstrap sampling, where only GRU has a competitive Huber loss of
2.68. It is observed that the ensemble learning models generally perform the worst with
3.97 and 4.23 for AdaBoost and Random Forest, respectively. Gradient Boosting, however,
achieved a Huber loss score comparable to LSTM and PatchMixer, different from the previous
experiment, see Section 7.2.1. Overall, the ensemble models are still substantially worse when
bootstrap sampling is applied.

Model
Non-Bootstrap
Sampling
(Huber Loss)

Bootstrap
Sampling
(Huber Loss)

Non-Bootstrap
Sampling
(MAE)

Bootstrap
Sampling
(MAE)

AdaBoost 3.97 48.21 16.00 48.71
GRU 2.68 10.60 10.81 10.93
Gradient
Boosting

3.32 45.03 13.39 45.53

LSTM 3.16 12.46 12.71 12.78
PatchMixer 3.40 12.90 13.73 13.38
Random Forest 4.23 53.01 17.01 53.50
xPatch 2.59 10.32 10.46 10.67

Table 7.2: Huber Loss and MAE scores for SDU dataset

As shown in Figure 7.5, 7.6, 7.7, and 7.8, the forecast outputs display a repetitive and
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smoothed pattern with minimal variation over time. Their limited responsiveness to temporal
fluctuations implies an inability to capture the dynamic nature of the underlying time series,
especially in the upper regions.

Figure 7.5: Non-Bootstrap sampled xPatch for minimizing Huber Loss

Figure 7.6: Non-Bootstrap sampled AdaBoost for minimizing Huber Loss
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Figure 7.7: Bootstrap sampled xPatch for minimizing Huber Loss

Figure 7.8: Bootstrap sampled GRU for minimizing Huber Loss

7.2.3 Tuning Results for Maximizing Recall and minimizing MAE for the
Colorado Dataset

Table 7.3 presents the results of the multi-objective tuning process for the Colorado dataset.
This shows that PatchMixer achieves the highest recall score of 0.91, whereas GRU and
xPatch come close with 0.81 and 0.82, respectively. Looking at their MAE scores, it is seen
that PatchMixer has a relatively higher MAE score of 23.05, capturing more overload events,
whereas GRU and xPatch have lower MAE scores of 13.97 and 14.23, respectively. This
indicates that PatchMixer may be overshooting on its predictions to get a higher recall score,
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at the expense of the MAE score. For ensemble learning models, AdaBoost and Random
Forest capture slightly above half of the overload events, indicating weaker performance on
the recall metric.

Non-bootstrap sampling Bootstrap sampling
Model Recall MAE Recall MAE
AdaBoost 0.54 21.11 0.70 30.16
Gradient Boosting 0.72 28.02 0.81 38.04
GRU 0.81 13.97 0.81 13.95
LSTM 0.73 14.13 0.76 14.28
PatchMixer 0.91 23.05 0.83 16.55
Random Forest 0.57 19.74 0.68 32.04
xPatch 0.82 14.23 0.86 16.99

Table 7.3: MAE and Recall scores for models with and without bootstrap sampling on the Colorado dataset

Table 7.9, 7.10, and 7.11 shows three substantially good models for GRU without bootstrap
sampling and Bootstrap sampled xPatch and Gradient Boosting. Both GRU and xPatch
exhibit good capturing in most regions, with slight misses on the upper regions. Gradient
Boosting focus almost solely on the upper regions, hence its higher MAE score.

Figure 7.9: Non-Bootstrap sampled GRU for maximizing Recall and minimizing MAE
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Figure 7.10: Bootstrap sampled xPatch for maximizing Recall and minimizing MAE

Figure 7.11: Bootstrap sampled Gradient Boosting for maximizing Recall and minimizing MAE

7.2.4 Tuning Results for Maximizing Recall and minimizing Huber Loss
for the SDU Dataset

Table 7.4 presents the tuning results for overload classification on the SDU dataset. Both
PatchMixer and xPatch successfully detect all or nearly all overload events. However, a
notable difference between these two non-bootstrap sampling methods lies in their Huber loss
scores. xPatch retains a stable Huber loss score of 3.30, while PatchMixer has significantly
increased this score to 8.49, which was 3.40 in Table 7.2. GRU and Gradient Boosting remain
around the 0.5 recall score mark, but it is seen that GRU has a significantly lower Huber
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loss score, signifying that GRU may fit to lower regions, which only partially captures the
overload events. More extreme cases of this can be seen for AdaBoost, LSTM, and Random
Forest, which inadequately modeled overload events likely for the same reason. It was also
observed that especially Gradient Boosting’s Huber loss score got massively reduced, due to
bootstrap sampling.

Non-bootstrap sampling Bootstrap sampling
Model Recall Huber Loss Recall Huber Loss
AdaBoost 0.05 3.95 0.0 10.84
Gradient Boosting 0.5 4.81 0.61 20.17
GRU 0.33 2.56 0.22 2.34
LSTM 0.0 3.00 0.0 2.98
PatchMixer 1.0 8.49 1.0 10.94
Random Forest 0.0 3.92 0.0 12.75
xPatch 0.94 3.30 0.89 3.09

Table 7.4: Recall and Huber Loss scores for the SDU dataset

Figure 7.5 and 7.13 shows the best performances for non-bootstrap sampling. Here, it is
observed that PatchMixer overshoots more extensively than xPatch, which is closer aligned to
the actual values of the time series. Figure 7.14 and 7.15 shows GRU, with the lowest Huber
loss score, and Gradient Boosting with the highest Huber loss. Here, it is seen that GRU
undershoots the predictions slightly in most cases. Gradient Boosting, on the other hand,
significantly overshoots many different patterns from the actual values shown, indicating that
bootstrap sampling may have reduced its effectiveness in capturing the temporal patterns.

Figure 7.12: Non-Bootstrap sampled PatchMixer for minimizing Huber Loss and maximizing Recall
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Figure 7.13: Non-Bootstrap sampled xPatch for minimizing Huber Loss and maximizing Recall

Figure 7.14: Bootstrap sampled GRU for minimizing Huber Loss and maximizing Recall
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Figure 7.15: Bootstrap sampled Gradient Boosting for minimizing Huber Loss and maximizing Recall

7.3 Architecture Tuning

The architecture tuning experiment investigates the optimal ensemble configuration for each
model on each dataset, aiming to identify the top 5 configurations that yield the lowest MAE
/ Huber loss score for the first experiment, or with the highest recall score and lowest MAE
/ Huber loss score.

7.3.1 Optimizing the Architecture to Minimize MAE for the Colorado
Dataset

The best performing configuration combines Random Forest, Gradient Boosting, GRU,
PatchMixer and xPatch, as seen in Table 7.5. This configuration achieves the lowest MAE
and MSE score of 6.44 and 78.67, respectively, indicating a slightly stronger performance
than the best performing standalone model: PatchMixer with an MAE score of 6.50, see
Section 7.2.1. This result looks promising, since the strength of combining diverse model
predictions can slightly improve the best standalone model. Looking at the configurations, it
is seen that removing Random Forest from the top-performing configuration slightly worsens
both MAE and MSE, suggesting it contributes positively to the forecast despite a weaker
standalone performance. Furthermore, it seems like the smaller configurations of 3-4 models
also tend to perform well.
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Configuration MAE MSE
Random Forest, Gradient Boosting, GRU, PatchMixer, xPatch 6.44 78.67
Gradient Boosting, GRU, PatchMixer, xPatch 6.58 84.01
Random Forest, LSTM, GRU, PatchMixer 6.63 82.93
LSTM, PatchMixer, xPatch 6.75 89.41
LSTM, GRU, PatchMixer 6.79 89.27

Table 7.5: The top 5 configurations for the architecture tuning of the Colorado dataset

Table 7.16 and 7.17 show a different story, where it is generally observed that the ensemble
for this experiment only focuses on the lower/mid regions. The ensemble therefore is not
optimal in capturing the actual fluctuations and intricacies when tuned to minimize MAE
for the Colorado dataset.

Figure 7.16: The Configuration with the lowest MAE score from the top-5
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Figure 7.17: The Configuration with the highest MAE score from the top-5

7.3.2 Optimizing the Architecture to Minimize Huber Loss for the SDU
Dataset

As seen in Table 7.6, the best performing configuration is GRU, PatchMixer and xPatch with
the Huber loss score of 2.78. This finding is consistent with expectations, where specifically
xPatch and GRU have the best results. The plots showed that xPatch and GRU tended to
undershoot the upper regions, whereas PatchMixer had better success capturing the upper
parts. Combining the predictions highlights the potential of prediction aggregation and the
concept of the ensemble as a whole. Our findings also reveal that ensemble learning models
did not contribute to the best configurations for the SDU dataset.

Configuration Huber Loss MAE MSE
GRU, PatchMixer, xPatch 2.78 11.26 430.43
LSTM, GRU, PatchMixer 3.08 12.45 550.38
AdaBoost, LSTM, GRU,
PatchMixer, xPatch

4.25 17.14 839.30

Random Forest, LSTM,
GRU, PatchMixer, xPatch

4.46 17.95 794.61

AdaBoost, GRU, PatchMixer, xPatch 4.53 18.24 895.91

Table 7.6: The top-5 configurations for the architecture tuning of the SDU dataset

The plots, shown in Figure 7.18 and 7.19, show the best and worst top-5 configuration. Here,
it is clear that the best performing configuration captures the upper region better compared
to the worst performing configuration. Although better at capturing the lower and middle
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regions, it still struggles to capture the upper parts and its intricacies, demonstrating room
for improvement.

Figure 7.18: Plot for the configuration with the top-5 lowest Huber loss score

Figure 7.19: Plot for the configuration with the top-5 highest Huber loss score

7.3.3 Optimizing the Architecture to Maximize Recall while Minimizing
MAE for the Colorado Dataset

Table 7.7 shows the ensemble and the highest recall scored configurations for capturing
overloads. By examining the recall score, it is clear that the models effectively capture most
of the overload events. However, as seen previously in this table, the MAE score is high,
hinting that the model may overshoot to achieve this recall score. This can also be attributed
to the choice of models, which consists mainly of the ensemble models that have been seen
to overshoot in the Colorado dataset. The other configurations combine mainly LSTM and
GRU with the ensemble learning models, which reduces the capacity to capture overloads,
in exchange for a lower MAE and MSE score.
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Configuration Recall MAE MSE
Random Forest, Gradient Boosting, AdaBoost 0.86 44.51 2771.38
Random Forest, Gradient Boosting, GRU 0.80 34.82 1645.96
Random Forest, Gradient Boosting, AdaBoost, LSTM 0.79 34.45 1624.00
Random Forest, Gradient Boosting, AdaBoost, GRU 0.78 33.27 1514.72
Random Forest, AdaBoost, LSTM 0.77 34.34 1618.06

Table 7.7: Best performing ensemble configuration for classifying overloads, by maximizing recall and
minimizing Huber loss for the Colorado dataset

However, when looking at Figure 7.20, 7.21 and 7.22, it is observed that the ensemble does
not overshoot fully above the actual values. Rather, it follows the upper regions of the data,
thus effectively capturing most of the overload events. One thing to notice is that it does
that at the expense of capturing the lower regions, which is reasonable with the objective of
solely capturing overloads.

Figure 7.20: Plot for the configuration with the top-5 highest recall score

Figure 7.21: Plot for the 4th placed configuration
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Figure 7.22: Plot for the configuration with the top-5 lowest recall score

7.3.4 Optimizing the Architecture to Maximize Recall While Minimizing
Huber loss for the SDU Dataset

Table 7.8 shows the results for the overload classification for the SDU dataset. Here, the
models are proficient in capturing overload, with recall scores between 0.94 and 0.83 with
relatively low MAE scores. This suggests that the configuration was able to capture the
temporal features. Especially the 5th place configuration, although slightly lower in recall
score, achieves a lower Huber loss and MAE, indicating that it is effective at minimizing the
forecast error.

Configuration Rec Huber MAE
Gradient Boosting, AdaBoost, GRU, PatchMixer, xPatch 0.94 4.17 16.81
Gradient Boosting, LSTM, PatchMixer 0.94 6.83 27.43
Gradient Boosting, AdaBoost, LSTM, PatchMixer 0.89 3.64 14.69
Random Forest, Gradient Boosting, PatchMixer, xPatch 0.89 27.77 111.19
RandomForestRegressor, AdaBoostRegressor,
LSTM, PatchMixer, xPatch

0.83 3.09 12.47

Table 7.8: The top-5 best performing configurations for the SDU dataset

Figure 7.23, 7.24, and 7.25 showcase some of the best configurations for overload classification
for the SDU data. From this, it is observed that especially the best performing configura-
tion in Figure 7.23 and the second placed configuration on Figure 7.24 have a tendency of
overshooting their predictions. This improves the rate of TPs, but nevertheless decreases
the precision score, given that more FPs are prominent because of the overshooting at peak
hours. However, Figure 7.25 follows the forecasting error more closely, hence its lower Huber
loss and MAE score seen in Table 7.8.
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Figure 7.23: Plot for the configuration with the top-5 highest recall score

Figure 7.24: Plot for the 2nd placed configuration

Figure 7.25: Plot for the configuration with the top-5 lowest recall score

7.4 EVCS Consumption Forecasting

The EVCS consumption forecasting experiments assess the performance of each standalone
model and the ensemble with the best configuration, specifically for the EVCS consumption
forecasting task.
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7.4.1 EVCS Consumption Forecasting for Colorado Dataset

Table 7.9 presents the MAE and MSE results for the EVCS consumption forecasting exper-
iment in the Colorado dataset. It indicates that deep learning models may perform better
than ensemble learning models. This is reflected in the MAE scores generally being lower,
where PatchMixer and AdaBoost have an MAE score of 7.59 and 8.05, respectively, showcas-
ing the deviation. Furthermore, it is observed that the ensemble performs the worst, which
was also expected to some extend since the best configuration for this ensemble, see Table
7.16, strictly captures the middle regions for minimizing MAE.

Model MAE MSE
Ensemble 9.29 168.80
AdaBoost 8.05 127.73
Gradient Boosting 8.48 136.05
GRU 8.04 127.96
LSTM 7.93 122.74
PatchMixer 7.59 110.81
Random Forest 8.54 146.20
xPatch 7.63 113.82

Table 7.9: MAE and MSE results from EVCS consumption forecasting for the Colorado dataset

In Figure 7.26, PatchMixer’s predictions closely align with the actual values, indicating strong
performance, though largely missing the peak values. Figure 7.27 shows that while xPatch
captures the general trends of the test data, it tends to underestimate slightly consistently.
In Figure 7.29, the ensemble model demonstrates difficulty capturing the overall pattern,
with predictions consistently lower than the actual values. Similarly, Figure 7.30 illustrates
that Random Forest insufficiently learned the upper and lowest parts. Finally, Figure 7.28
shows Gradient Boosting, which produces predictions that are generally close to the actual
values. However, instances of overprediction at non-peaking hours contribute to its higher
error metrics. This indicates that MAE may not be an appropriate loss function to effectively
capture all regions of the time series, especially the upper region.
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Figure 7.26: Plot for EVCS Consumption forecasting using PatchMixer on Colorado Dataset

Figure 7.27: Plot for EVCS Consumption forecasting using xPatch on Colorado Dataset
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Figure 7.28: Plot for EVCS Consumption forecasting using Gradient Boosting on Colorado Dataset

Figure 7.29: Plot for EVCS Consumption forecasting using Ensemble on Colorado Dataset
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Figure 7.30: Plot for EVCS Consumption forecasting using Random Forest on Colorado Dataset

7.4.2 EVCS Consumption Forecasting for SDU Dataset

Table 7.10 shows the result for the EVCS consumption forecasting. Here, it is observed
that PatchMixer has the best performing scores substantially outperforming the rest of the
models. Again, the ensemble learning models seem to have a weaker performance. Surpringly,
though, xPatch has a worse score overall, which is different from the expected outcome based
on its corresponding hyperparameter tuning phase, seen in Section 7.2.2. In this experiment,
the ensemble seems to have a stable performance that can be attributed to the rather stable
models across the board.

Model Huber Loss MAE MSE
Ensemble 4.66 18.78 1140.04
AdaBoost 4.75 19.11 1233.07
Gradient Boosting 5.31 21.34 1417.83
GRU 4.59 18.46 1085.39
LSTM 4.62 18.57 1109.68
PatchMixer 4.05 16.32 880.26
Random Forest 4.52 18.18 1086.17
xPatch 6.12 24.60 1915.38

Table 7.10: The MAE, MSE, and Huber Loss scores from EVCS consumption for SDU Dataset

Figure 7.31, 7.32, 7.33, 7.34, and 7.35 showcase rather flat predictions, ignoring the upper
regions as seen previously. Gradient boosting, however, seems to capture some patterns,
though not close to the upper part and not showcasing the same consumption pattern as the
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upper part.

Figure 7.31: Plot for EVCS Consumption forecasting using PatchMixer on SDU Dataset

Figure 7.32: Plot for EVCS Consumption forecasting using Ensemble on SDU Dataset
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Figure 7.33: Plot for EVCS Consumption forecasting using xPatch on SDU Dataset

Figure 7.34: Plot for EVCS Consumption forecasting using GRU on SDU Dataset
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Figure 7.35: Plot for EVCS Consumption forecasting using Gradient Boosting on SDU Dataset

7.5 Overload Classification

The overload classification experiment evaluates the performance of standalone models trained
without bootstrap sampling against the best-performing ensemble model for each dataset.
The primary objective is to assess the models’ capacity to detect overload events, as measured
by the recall metric.

7.5.1 Colorado

Table 7.11 shows the overload classification for Colorado. PatchMixer achieves the highest
recall score of 0.88. However, it is seen that it loses some of its precision during that
process, indicating that it contributes to numerous FPs. Oppositely, GRU, xPatch and
LSTM, although with slightly lower recall score, achieve a significantly higher precision,
indicating that these models are less likely to overshoot. The ensemble in this experiment
shows a somewhat low recall score of 0.41 compared to its tuning phase, which had a recall
score of 0.86, see Table 7.7.
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Model MAE Acc Pre Rec
Ensemble 31.02 0.91 0.88 0.41
AdaBoost 32.94 0.88 1.0 0.14
Gradient Boosting 32.61 0.92 0.76 0.59
GRU 14.73 0.95 0.87 0.76
LSTM 15.35 0.95 0.98 0.67
PatchMixer 20.84 0.91 0.63 0.88
Random Forest 31.41 0.92 0.89 0.45
xPatch 14.87 0.95 0.88 0.71

Table 7.11: The MAE and classification metric scores for the Colorado dataset

Figure 7.36, 7.37, and 7.38 visually seem relatively effective at capturing overloads. This
is especially the case for PatchMixer, which overshoots but ensures that it captures almost
all overload events. GRU captures slightly less, but follows the forecasting error much more
closely, compared to xPatch and PatchMixer. The ensemble, see Figure 7.39, however does
not follow the data equally well. This can be attributed to its configuration mainly, where
the models in general perform substantially worse than its best performing counterparts.

Figure 7.36: Overload classification for PatchMixer for Colorado Dataset
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Figure 7.37: Overload classification for GRU for Colorado Dataset

Figure 7.38: Overload classification for xPatch for Colorado Dataset
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Figure 7.39: Overload classification for Ensemble for Colorado Dataset

7.5.2 SDU

For table 7.12, it is clear that only xPatch and PatchMixer captures overloads at an ac-
ceptable rate. The cause of this can be attributed to the larger gap between the baseload
and threshold, making it necessary to capture the upper regions effectively. The ensemble,
nevertheless, gets a 0.10 rec score, which is not sufficient.

Model MAE Huber Acc Pre Rec
Ensemble 37.41 9.32 0.88 1.0 0.10
AdaBoost 21.52 5.36 0.87 0 0.0
Gradient Boosting 23.67 5.89 0.87 0.67 0.05
GRU 20.46 5.09 0.87 0 0.0
LSTM 20.17 5.02 0.87 0 0.0
PatchMixer 25.44 6.33 0.91 0.67 0.54
Random Forest 20.36 5.06 0.87 0 0.0
xPatch 26.49 6.59 0.88 0.53 0.64

Table 7.12: Overload classification for the SDU dataset

Figure 7.40 and 7.41 showcases different performances, where xPatch consistently predicts
the overloads, but not in a sufficient timeframe to capture the full duration of the overloads,
hence its not a higher score. Contrarily, PatchMixer, although with a good recall score, does
not fully capture the temporal patterns and overshoots in the middle parts of the data. This
finding suggests that it may not fully capture the upper regions optimally. Figure 7.42 and
7.43 reveal the upper regions were largely missed, hence their low recall score.
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Figure 7.40: Overload classification for xPatch

Figure 7.41: Overload classification for PatchMixer
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Figure 7.42: Overload classification for Ensemble

Figure 7.43: Overload classification for Gradient Boosting
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8 — Discussion

8.1 Evaluating Hyperparameter Tuning Results

The hyperparameter tuning experiments across the Colorado and SDU datasets reveal that
ensemble learning models are overall ineffective, on this setup, at capturing the upper regions
of the data in almost all cases. Contrary to the study in Section 4.1 finding that Random
Forest and AdaBoost outperformed LSTM and Gradient Boosting in EVCS consumption
forecasting, this study suggests that these neural network-based approaches are better suited
to capture the underlying patterns and complexities of the dataset, leading to improved
consumption forecast accuracy and better event detection capabilities.
Among the deep learning models, PatchMixer and xPatch achieve strong performances across
the board, suggesting the patching technique and their architectures are very effective at
forecasting and classifying EVCS consumption data.
When looking at the MAE and Huber loss hyperparameter tunings, it is clear that the models
are capable of capturing the lower and middle regions of the time series but fail substantially
at capturing the upper part. This came as a surprise, as it was expected that the models
were able to capture some of the seasonality and not almost exclusively remain on the same
range.
The overload hyperparameter tunings generally went as expected for the Colorado dataset,
where PatchMixer, GRU, and xPatch outperformed the other models. The Colorado dataset
went substantially well, with most models achieving above 0.50 overload capturing, indicating
that MAE + recall may be an effective combination to achieve better capture of the upper
regions of the data. Alternatively, the SDU dataset went surprisingly different than expected,
since e.g. LSTM and GRU had relatively low scores in many models, with only xPatch and
xPatch achieving great results. This highlights the instability that the models has on the
SDU dataset.

8.2 Evaluating Architecture Tuning Results

Overall, the ensemble results showed an underwhelming performance in the MAE and Huber
loss experiments, where it struggled to account for the upper regions. However, during the
multi-objective tuning, it was somewhat surprising that tuning on both recall and a loss
function was effective at capturing the upper regions in the tuning phase. Another surprise
was the multi-objective Colorado dataset tuning, where the three ensemble learning models
combined outperformed the other models, when classifying overloads for Colorado. This
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strategy of staying at the upper regions achieves a solid MAE score, which would rank top
2 with the found score in Table 7.3.
Classification tuning for the SDU dataset was also extremely good, almost capturing all
overloads in most configurations. These high scores were somewhat expected as the threshold
and baseload were relatively close, but nevertheless impressive. The results can therefore be
misleading in representing their effectiveness in unseen data.

8.3 Evaluating EVCS Consumption Forecasting

The consumption forecasts came with relatively expected results for most of the models.
PatchMixer and xPatch, although with the best scores, inadequately modelled the upper
regions, also seen in almost all other models. Gradient Boosting, though, achieved a sub-
stantially better result, which successfully captures all regions of the data, though with a
slightly lower MAE score. However, this is generally better, since underrepresenting regions
of data is not optimal, and also not in EVCS consumption forecasting. The ensemble in gen-
eral had a slightly weak performance across the architecture tunings with flat and repetitive
patterns not capturing the time series properly.

8.4 Evaluating Overload Classification Results

The overload classification had different results when comparing both datasets. The Colorado
dataset had the models retain most of its recall score from the tuning phase, which indicates
that the models still were able to generalize to new data to a large extent. The same cannot
be said for the SDU dataset, where only xPatch and PatchMixer retained an acceptable
recall score. One major factor for this result comes from the major gap between baseload
and threshold, which requires capturing the upper regions of the forecast substantially to
get acceptable scores.

8.5 DPAD + Fredformer Issues with Crashing During Tuning

It was initially planned for both DPAD and a recent good performing transformer-based
model, called Fredformer to be a part of the ensemble. However, both of these models
required an impressive amount of computational power, which was not feasible for the AI-
LAB hardware setup. Fredformer tended to crash instantly on initialization. DPAD on the
other hand was able to train and sometimes generate predictions. However, most of the
time, the model stops suddenly, even though the model was significantly downscaled. This
occurred despite implementing safeguards in the objective function to handle failed trials
and allow the tuning process to continue tuning. It appeared that the model exceeded the
available memory capacity on the GPU nodes, causing the underlying job to be terminated
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by the system. However, these terminations are not always correctly captured or reported
by the Slurm workload manager. As a result, the job may appear to still be running in
Slurm’s interface, while in reality, the process has stalled or been forcefully killed due to a
memory fault. This effectively destroyed a lot of progress in ensemble architecture tuning,
where about 10 studies were attempted with DPAD, but without success. The next plan
was to implement it as an individual model, but since the deadline was getting close, this
was not actualized.

8.6 Limitations of the study

The study has several limitations that need to be addressed. First of all, the diversity of
the ensemble was not as broad as planned, since DPAD and Fredformer especially killed a
lot of progress in the grand time scheme. Adding more diversity could have better repre-
sented the capabilities of the ensemble, especially in cases where most models underperform
significantly, thus reducing all scores of the ensemble (if in the configuration).
Another limitation was the availability of AI-LAB, since the traffic at times made the HPC
service almost impossible to use, with up to an hour of wait time. Combined with the
fact that these models could not be run on one of the students’ computer, a lot of possible
progress was also lost. Furthermore, the scheduling of AI-LAB was not optimally made,
where smaller tasks were not stacked on the same node, but rather allocated to separate
individual nodes. As our project required a full resource capabilities of one whole node, this
delayed the tasks even further, in some cases, where better scheduling could have saved a
lot of time.
Third of all, a substantial amount of progress was also lost in pursuing on using the whole
SDU dataset for training, validation, and testing. This required remarkably longer training
times, and with very poor results overall from these old experiments, resources and time
could have been placed differently.
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9 — Conclusion

The increasing adoption of electric vehicles (EVs), driven by international sustainability
goals, has led to a rapid expansion of electric vehicle charging stations (EVCS). While this
transition supports carbon neutrality, it introduces substantial challenges to the existing
power infrastructure, particularly the risk of transformer overload, degradation, and voltage
instability due to rising and volatile electricity demand.
This study focuses on forecasting the electricity consumption of EVCS by analyzing time
series data, aiming to evaluate standalone models with a proposed ensemble model on EVCS
electricity consumption forecasting and measuring their ability to capture overloads. A real-
world EVCS dataset based in Colorado is examined together with a synthetic dataset for
Danish residential charging. The time series are aggregated at an hourly resolution with a
24-hour forecast horizon. The dataset is split into training, validation, and test sets using a
60/20/20 ratio.
The ensemble model introduced combines diverse learners, including tree-based algorithms
and deep learning architectures, to improve forecasting accuracy and overload detection.
The models evaluated include xPatch, PatchMixer, LSTM, GRU, Random Forest, Gradient
Boosting and AdaBoost.
Deep learning models, particularly PatchMixer and xPatch, consistently outperformed both
ensemble and standalone models across all experiments in electricity consumption forecasting
and overload classification. These models achieved the lowest forecasting errors overall,
demonstrating strong capabilities in learning temporal patterns in EVCS electricity demand.
However, a key limitation was their difficulty in modeling extreme upper consumption values,
which affected their accuracy during periods of peak load—an important factor in energy
planning and infrastructure protection.
Despite this, their performance in overload detection was promising on the Colorado dataset,
achieving high recall scores of 0.88 (PatchMixer) and 0.71 (xPatch), indicating effective
identification of potential transformer stress events. Performance on the SDU dataset proved
more challenging, with lower recall scores of 0.54 and 0.64, partly due to a wider gap between
baseload and threshold levels.
In contrast, the ensemble models delivered mixed results. While the architecture had the
potential to combine complementary strengths, its performance was limited by unstable
configurations and inconsistent or underperforming base learners. This instability hindered
its ability to generalize effectively across both datasets and forecasting objectives.
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10 — Future Work

10.1 Better Preprocessing for Sparse Datasets such as the
SDU Dataset

Forecasting on the SDU dataset requires a more comprehensive preprocessing pipeline to al-
low models to effectively capture underlying patterns. One of the main challenges arises from
especially the SDU dataset’s sparse nature, specifically the prevalence of zeros, which often
leads to instability during training and underfitting. To address this, a broader exploration
of preprocessing techniques may be necessary, including strategies such as masking zeros and
interpolating between consecutive zeros. For example, applying linear or quadratic interpo-
lation can help smooth transitions in the data, with linear interpolation fitting a straight
line and quadratic interpolation fitting a curved line between non-zero values that bracket
sequences of zeros. Methods such as these, may allow the models to better capture the
temporal patterns in the data.

10.2 Exploring the Feature Attribution and Failure Points

Understanding why some models underperform on certain datasets, e.g. SDU in this case,
could benefit from a comprehensive feature selection analysis. This process can identify
whether any features may have negatively impacted the results in both the context of elec-
tricity consumption forecasting and transformer overload capturing, and if some certain types
are specifically effective.

10.3 Different Forecasting Horizons

Although this study focuses solely on a 24-hour forecasting horizon, incorporating additional
horizons of 6 and 12 hours could yield better results. This can be attributed to the fact that
shorter forecasts are generally more accurate to do. These shorter time frames also mimic
how real world implementations of overload detection can operate. This, however, could also
entail a smaller granularity of the data, e.g. 15 minuter or 30 minutes, effectively allowing
overload signs to be captured earlier with finer granularity.
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A — Appendix

A.1 The search space for every model

The section contains the Optuna search space for all models.

1 AdaBoost = {
2 'n_estimators': trial.suggest_int('n_estimators', 50, 200),
3 'learning_rate_model': trial.suggest_float('learning_rate_model', 0.01, 1.0),
4 }
5 RandomForest = {
6 'n_estimators': trial.suggest_int('n_estimators', 50, 200),
7 'max_depth': trial.suggest_int('max_depth', 1, 20),
8 'min_samples_split': trial.suggest_int('min_samples_split', 2, 20),
9 'min_samples_leaf': trial.suggest_int('min_samples_leaf', 1, 20),

10 'max_features': trial.suggest_float('max_features', 0.1, 1.0),
11 }
12 GradientBoosting = {
13 'n_estimators': trial.suggest_int('n_estimators', 50, 200),
14 'max_depth': trial.suggest_int('max_depth', 1, 20),
15 'min_samples_split': trial.suggest_int('min_samples_split', 2, 20),
16 'min_samples_leaf': trial.suggest_int('min_samples_leaf', 1, 20),
17 'max_features': trial.suggest_float('max_features', 0.1, 1.0),
18 'learning_rate_model': trial.suggest_float('learning_rate_model', 0.01, 1.0),
19 }

Listing A.1: Search space for all ensemble learning models
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1 LSTM = {
2 'hidden_size': trial.suggest_int('hidden_size', 50, 200),
3 'num_layers': trial.suggest_int('num_layers', 1, 10),
4 'dropout': trial.suggest_float('dropout', 0.0, 1),
5 }
6 GRU = {
7 'hidden_size': trial.suggest_int('hidden_size', 50, 200),
8 'num_layers': trial.suggest_int('num_layers', 1, 10),
9 'dropout': trial.suggest_float('dropout', 0.0, 1),

10 }
11 PatchMixer = {
12 "enc_in": params['input_size'],
13 "seq_len": params['seq_len'],
14 "pred_len": params['pred_len'],
15 "batch_size": params['batch_size'],
16 "patch_len": trial.suggest_int("patch_len", 4, 32, step=4),
17 "stride": trial.suggest_int("stride", 1, 16, step=1),
18 "mixer_kernel_size": trial.suggest_int("mixer_kernel_size", 2, 16, step=2),
19 "d_model": trial.suggest_int("d_model", 128, 1024, step=64),
20 "dropout": trial.suggest_float("dropout", 0.0, 0.5, step=0.05),
21 "head_dropout": trial.suggest_float("head_dropout", 0.0, 0.5, step=0.05),
22 "e_layers": trial.suggest_int("e_layers", 1, 4),
23 }
24 xPatch = {
25 "seq_len": params['seq_len'],
26 "pred_len": params['pred_len'],
27 "enc_in": params['input_size'],
28 "patch_len": trial.suggest_int('patch_len', 12, 48, step=6),
29 "stride": trial.suggest_int('stride', 12, 48, step=6),
30 "padding_patch": trial.suggest_categorical('padding_patch', ['end', 'None']),
31 "revin": trial.suggest_int('revin', 0, 1),
32 "ma_type": trial.suggest_categorical('ma_type', ['reg', 'ema']),
33 "alpha": trial.suggest_float('alpha', 0.0, 1.0),
34 "beta": trial.suggest_float('beta', 0.0, 1.0),
35 }
36

Listing A.2: Search space for all deep learning models
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Specific Search space for PatchMixer, Gradient Boosting and xPatch for
SDU

1 PatchMixer = {
2 'enc_in': params['input_size'],
3 'seq_len': params['seq_len'],
4 'pred_len': params['pred_len'],
5 'batch_size': params['batch_size'],
6 'patch_len': trial.suggest_int("patch_len", 4, 32, step=4),
7 'stride': trial.suggest_int("stride", 2, 16, step=2),
8 'mixer_kernel_size': trial.suggest_int("mixer_kernel_size", 2, 16, step=2),
9 'd_model': trial.suggest_int("d_model", 128, 1024, step=64),

10 'dropout': trial.suggest_float("dropout", 0.0, 0.8, step=0.1),
11 'head_dropout': trial.suggest_float("head_dropout", 0.0, 0.8, step=0.1),
12 'e_layers': trial.suggest_int("e_layers", 1, 10),
13 }
14

15 GradientBoosting = {
16 'n_estimators': trial.suggest_int('n_estimators', 100, 500),
17 'max_depth': trial.suggest_int('max_depth', 1, 10),
18 'min_samples_split': trial.suggest_int('min_samples_split', 2, 20),
19 'min_samples_leaf': trial.suggest_int('min_samples_leaf', 1, 20),
20 'max_features': trial.suggest_float('max_features', 0.1, 1.0),
21 'learning_rate_model': trial.suggest_float('learning_rate_model', 0.01, 1.0),
22 'subsample': trial.suggest_float('subsample', 0.3, 1.0),
23 }
24

25 xPatch = {
26 'seq_len': params['seq_len'],
27 'pred_len': params['pred_len'],
28 'enc_in': params['input_size'],
29 'patch_len': = trial.suggest_int('patch_len', 2, 16, step=2),
30 'stride': trial.suggest_int('stride', 1, 7, step=2),
31 'padding_patch': trial.suggest_categorical('padding_patch', ['end', 'None']),
32 'revin': trial.suggest_int('revin', 0, 1),
33 'ma_type': trial.suggest_categorical('ma_type', ['reg', 'ema']),
34 'alpha': trial.suggest_float('alpha', 0.0, 1.0),
35 'beta': trial.suggest_float('beta', 0.0, 1.0),
36 }
37

Listing A.3: Specific Search space for PatchMixer, Gradient Boosting and xPatch for SDU
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A.2 Tuning Results

This sections covers all the tuning results from both Colorado dataset and the SDU dataset

A.2.1 Colorado Tuning Result

This section covers the full tuning results for the Colorado dataset.

Tuning minimizing MAE With Bootstrap Sampling

Model MAE Parameters

AdaBoost 14.11
{’batch size’: 32, ’learning rate’: 0.0009137344842562993,
’max epochs’: 1300, ’num workers’: 10, ’n estimators’: 123,
’learning rate model’: 0.657301480230918}

GRU 6.75
{’batch size’: 128, ’learning rate’: 0.002183521345460817,
’max epochs’: 1600, ’num workers’: 9, ’hidden size’: 143,
’num layers’: 1, ’dropout’: 0.23265791159785204}

Gradient Boosting 14.35

{’batch size’: 128, ’learning rate’: 0.0018689669036629699,
’max epochs’: 1900, ’num workers’: 6, ’n estimators’: 122,
’max depth’: 1, ’min samples split’: 11,
’min samples leaf’: 18, ’max features’: 0.4917613280300664,
’learning rate model’: 0.031397442469832317}

LSTM 8.86
{’batch size’: 48, ’learning rate’: 0.005177372559029542,
’max epochs’: 1400, ’num workers’: 7, ’hidden size’: 124,
’num layers’: 8, ’dropout’: 0.709007457107967}

PatchMixer 6.58

{’batch size’: 32, ’learning rate’: 0.0001120549333127051,
’max epochs’: 1700, ’num workers’: 5, ’patch len’: 32,
’stride’: 11, ’mixer kernel size’: 8, ’d model’: 256,
’dropout’: 0.45, ’head dropout’: 0.15, ’e layers’: 3}

Random Forest 14.54

{’batch size’: 48, ’learning rate’: 0.0001483174723491183,
’max epochs’: 1200, ’num workers’: 8, ’n estimators’: 63,
’max depth’: 13, ’min samples split’: 2,
’min samples leaf’: 19, ’max features’: 0.9794293248463268}

xPatch 6.72

{’batch size’: 32, ’learning rate’: 0.0001835073640022036,
’max epochs’: 1300, ’num workers’: 9, ’patch len’: 12,
’stride’: 24, ’padding patch’: ’end’, ’revin’: 0,
’ma type’: ’ema’, ’alpha’: 0.839193453449457, ’beta’: 0.7190804218731096}

Table A.1: Hyperparameter Tuning Results for Minimizing MAE with Bootstrap Sampling
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Tuning minimizing MAE Without Bootstrap Sampling

Model MAE Parameters

AdaBoost 10.53
{’batch size’: 80, ’learning rate’: 0.008963332707659527,
’max epochs’: 1700, ’num workers’: 11, ’n estimators’: 61,
’learning rate model’: 0.8546071447383281}

Gradient Boosting 8.20

{’batch size’: 32, ’learning rate’: 0.0006333956308102298,
’max epochs’: 1200, ’num workers’: 10, ’n estimators’: 144,
’max depth’: 18, ’min samples split’: 15, ’min samples leaf’: 4,
’max features’: 0.6592172883644293, ’learning rate model’: 0.388634205880954}

GRU 6.69
{’batch size’: 96, ’learning rate’: 0.0024656915080670467,
’max epochs’: 1800, ’num workers’: 7, ’hidden size’: 91,
’num layers’: 1, ’dropout’: 0.44611302927266927}

LSTM 6.64
{’batch size’: 80, ’learning rate’: 0.00544215587526865,
’max epochs’: 1900, ’num workers’: 9, ’hidden size’: 67,
’num layers’: 1, ’dropout’: 0.27527815284264673}

PatchMixer 6.50

{’batch size’: 48, ’learning rate’: 0.00021128018387968383,
’max epochs’: 1200, ’num workers’: 8, ’patch len’: 32,
’stride’: 9, ’mixer kernel size’: 2, ’d model’: 128,
’dropout’: 0.35, ’head dropout’: 0.0, ’e layers’: 1}

Random Forest 9.76

{’batch size’: 80, ’learning rate’: 0.000737097364475848,
’max epochs’: 1800, ’num workers’: 10, ’n estimators’: 113,
’max depth’: 1, ’min samples split’: 13,
’min samples leaf’: 15, ’max features’: 0.1268005874199549}

xPatch 6.53

{’batch size’: 48, ’learning rate’: 0.00015659795416669107,
’max epochs’: 1000, ’num workers’: 6, ’patch len’: 12,
’stride’: 36, ’padding patch’: ’None’, ’revin’: 0,
’ma type’: ’reg’, ’alpha’: 0.7972611256000964,
’beta’: 0.17020757865248334}

Table A.2: Hyperparameter Tuning Results for Minimizing MAE without Bootstrap Sampling
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Tuning minimizing MAE and Maximizing Recall With Bootstrap Sampling

Model Recall MAE Parameters

AdaBoostRegressor 0.7021 30.17 {’batch size’: 64, ’learning rate’: 0.0009260691434031928,
’max epochs’: 1200, ’num workers’: 6, ’n estimators’: 132, ’learning rate model’: 0.9313535667341897}

GradientBoostingRegressor 0.8109 38.05

{’batch size’: 48, ’learning rate’: 0.00010824735790287389,
’max epochs’: 1500, ’num workers’: 5, ’n estimators’: 150, ’max depth’: 20,
’min samples split’: 19, ’min samples leaf’: 2, ’max features’: 0.13710322525399174,
’learning rate model’: 0.2557229816731754}

GRU 0.8083 13.95
{’batch size’: 64, ’learning rate’: 0.001552187907543553,
’max epochs’: 1700, ’num workers’: 9, ’hidden size’: 91, ’num layers’: 1,
’dropout’: 0.7107218143412196}

LSTM 0.7591 14.29
{’batch size’: 32, ’learning rate’: 0.002763612267571373,
’max epochs’: 1400, ’num workers’: 12, ’hidden size’: 76, ’num layers’: 1,
’dropout’: 0.22721670516047598}

PatchMixer 0.8342 16.55

{’batch size’: 48, ’learning rate’: 0.005415696015300989,
’max epochs’: 1800, ’num workers’: 5, ’patch len’: 16, ’stride’: 12,
’mixer kernel size’: 8, ’d model’: 832, ’dropout’: 0.4, ’head dropout’: 0.0,
’e layers’: 2}

RandomForestRegressor 0.6813 32.04
{’batch size’: 48, ’learning rate’: 0.00016068210171536588,
’max epochs’: 1700, ’num workers’: 5, ’n estimators’: 93, ’max depth’: 16,
’min samples split’: 13, ’min samples leaf’: 1, ’max features’: 0.675461333214573}

xPatch 0.8627 16.99

{’batch size’: 32, ’learning rate’: 0.009375393931457811,
’max epochs’: 1800, ’num workers’: 11, ’patch len’: 48, ’stride’: 24,
’padding patch’: ’None’, ’revin’: 0, ’ma type’: ’reg’, ’alpha’: 0.8205177177113407,
’beta’: 0.5824502202238674}

Table A.3: Hyperparameter tuning minimizing MAE and maximizing Recall With Bootstrap Sampling

Tuning minimizing MAE and Maximizing Recall Without Bootstrap Sampling

Model Rec MAE Parameters

AdaBoost 0.5430 21.11 {’batch size’: 128, ’num workers’: 10, ’learning rate’: 0.00033210742092950875,
’max epochs’: 1500, ’n estimators’: 56, ’learning rate model’: 0.8292611812822679}

GradientBoosting 0.7151 28.02

{’batch size’: 128, ’num workers’: 10, ’learning rate’: 0.0013602132014801727,
’max epochs’: 1700, ’n estimators’: 303, ’max depth’: 5, ’min samples split’: 20,
’min samples leaf’: 6, ’max features’: 0.7422010599616656, ’learning rate model’: 0.9777609683476102,
’subsample’: 0.7288036971785529}

GRU 0.8145 13.97
{’batch size’: 256, ’num workers’: 10, ’learning rate’: 0.00416833788862982,
’max epochs’: 2000, ’hidden size’: 103, ’num layers’: 1, ’dropout’: 0.47421195537747074}

LSTM 0.7339 14.13 {’batch size’: 48, ’num workers’: 10, ’learning rate’: 0.00238897789029602,
’max epochs’: 1700, ’hidden size’: 185, ’num layers’: 1, ’dropout’: 0.3451288320034417}

PatchMixer 0.9140 23.05
{’batch size’: 192, ’num workers’: 10, ’learning rate’: 0.0029608318844730765,
’max epochs’: 1500, ’patch len’: 12, ’stride’: 8, ’mixer kernel size’: 8, ’d model’: 768,
’dropout’: 0.8, ’head dropout’: 0.0, ’e layers’: 3}

RandomForest 0.5699 19.74
{’batch size’: 112, ’num workers’: 10, ’learning rate’: 0.00017945347215010435,
’max epochs’: 1700, ’n estimators’: 158, ’max depth’: 1, ’min samples split’: 3,
’min samples leaf’: 2, ’max features’: 0.29006409036536485}

xPatch 0.8172 14.23
{’batch size’: 32, ’num workers’: 10, ’learning rate’: 0.0022504039576051542,
’max epochs’: 1200, ’patch len’: 12, ’stride’: 1, ’padding patch’: ’None’, ’revin’: 0,
’ma type’: ’reg’, ’alpha’: 0.7576358668280231, ’beta’: 0.26169390850128227}

Table A.4: Results from tuning with minimizing MAE and maximizing recall Without Bootstrap Sampling

A.2.2 SDU Tuning Result

This section covers the full tuning results for the SDU dataset.
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Appendix A. Appendix

Tuning minimizing Huber loss With Bootstrap Sampling

Model Huber loss Parameters

AdaBoost 12.15
{’batch size’: 48, ’learning rate’: 0.005360475246066047,
’max epochs’: 1700, ’num workers’: 6, ’n estimators’: 111,
’learning rate model’: 0.01665617825134066}

Gradient Boosting 11.35

{’batch size’: 112, ’learning rate’: 0.001321503620156157,
’max epochs’: 1700, ’num workers’: 9, ’n estimators’: 430,
’max depth’: 4, ’min samples split’: 14,
’min samples leaf’: 18, ’max features’: 0.8948724470619752,
’learning rate model’: 0.5622454397802673, ’subsample’: 0.5428375829157808}

GRU 2.71
{’batch size’: 256, ’learning rate’: 0.0084404811425464,
’max epochs’: 1700, ’num workers’: 6, ’hidden size’: 169,
’num layers’: 1, ’dropout’: 0.19749305236112333}

LSTM 3.17
{’batch size’: 240, ’learning rate’: 0.006737826136406453,
’max epochs’: 1800, ’num workers’: 8, ’hidden size’: 168,
’num layers’: 1, ’dropout’: 0.08926779431569574}

PatchMixer 3.31

{’batch size’: 256, ’learning rate’: 0.0004646414616809131,
’max epochs’: 2000, ’num workers’: 9, ’patch len’: 4,
’stride’: 10, ’mixer kernel size’: 2, ’d model’: 320,
’dropout’: 0.4, ’head dropout’: 0.0, ’e layers’: 10}

Random Forest 13.34

{’batch size’: 64, ’learning rate’: 0.0002765831743953899,
’max epochs’: 1300, ’num workers’: 8, ’n estimators’: 194,
’max depth’: 2, ’min samples split’: 15,
’min samples leaf’: 19, ’max features’: 0.11993729200314268}

xPatch 2.64

{’batch size’: 64, ’learning rate’: 0.0004865675722861067,
’max epochs’: 1400, ’num workers’: 14, ’patch len’: 6,
’stride’: 1, ’padding patch’: ’end’, ’revin’: 0,
’ma type’: ’reg’, ’alpha’: 0.4689754211609729,
’beta’: 0.6857634099892445}

Table A.5: Hyperparameter Tuning Results for Minimizing Huber loss with Bootstrap Sampling
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Appendix A. Appendix

Tuning minimizing Huber loss without Bootstrap Sampling

Model Huber loss Parameters

AdaBoostRegressor 3.97
{’batch size’: 112, ’learning rate’: 0.001180923466722264,
’max epochs’: 1100, ’num workers’: 9, ’n estimators’: 151,
’learning rate model’: 0.9143031551070804}

GradientBoostingRegressor 3.32

{’batch size’: 128, ’learning rate’: 0.0008348704574042893,
’max epochs’: 1300, ’num workers’: 9, ’n estimators’: 325,
’max depth’: 2, ’min samples split’: 2,
’min samples leaf’: 12, ’max features’: 0.7905460467424213,
’learning rate model’: 0.38415814166769624, ’subsample’: 0.39729124539174876}

GRU 2.68
{’batch size’: 160, ’learning rate’: 0.008214250139084259,
’max epochs’: 1700, ’num workers’: 10, ’hidden size’: 179,
’num layers’: 1, ’dropout’: 0.8081170085414112}

LSTM 3.16
{’batch size’: 192, ’learning rate’: 0.008405810836213588,
’max epochs’: 1800, ’num workers’: 12, ’hidden size’: 144,
’num layers’: 1, ’dropout’: 0.624867070588652}

PatchMixer 3.40

{’batch size’: 64, ’learning rate’: 0.0008146399215302535,
’max epochs’: 1700, ’num workers’: 6, ’patch len’: 32,
’stride’: 6, ’mixer kernel size’: 6, ’d model’: 960,
’dropout’: 0.4, ’head dropout’: 0.0, ’e layers’: 2}

RandomForestRegressor 4.23

{’batch size’: 80, ’learning rate’: 0.0024309462831591075,
’max epochs’: 2000, ’num workers’: 10, ’n estimators’: 111,
’max depth’: 16, ’min samples split’: 3,
’min samples leaf’: 3, ’max features’: 0.9596702162606467}

xPatch 2.59

{’batch size’: 208, ’learning rate’: 0.0006554334484062519,
’max epochs’: 2000, ’num workers’: 8, ’patch len’: 16,
’stride’: 5, ’padding patch’: ’None’, ’revin’: 0,
’ma type’: ’reg’, ’alpha’: 0.6803081419478867,
’beta’: 0.7493277554345201}

Table A.6: Hyperparameter Tuning Results for Minimizing Huber loss without Bootstrap Sampling
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Appendix A. Appendix

Tuning minimizing Huber Loss and maximizing Recall with Bootstrap Sampling

Model Recall Huber Loss Parameters

AdaBoostRegressor 0.0 10.8374 {’batch size’: 256, ’num workers’: 10, ’learning rate’: 0.0025081870046723045,
’max epochs’: 1000, ’n estimators’: 54, ’learning rate model’: 0.0584444870721746}

GRU 0.2222 2.3371
{’batch size’: 128, ’num workers’: 10, ’learning rate’: 0.0036149068236998,
’max epochs’: 1800, ’hidden size’: 156, ’num layers’: 1, ’dropout’: 0.3070727620397399}

GradientBoostingRegressor 0.6111 20.1735

{’batch size’: 192, ’num workers’: 10, ’learning rate’: 0.0005934535032636055,
’max epochs’: 1400, ’n estimators’: 488, ’max depth’: 1, ’min samples split’: 17,
’min samples leaf’: 6, ’max features’: 0.6098031852726209,
’learning rate model’: 0.9488819068920191, ’subsample’: 0.9070970684413281}

LSTM 0.0 2.9810 {’batch size’: 48, ’num workers’: 10, ’learning rate’: 0.00696072774267959,
’max epochs’: 1800, ’hidden size’: 194, ’num layers’: 6, ’dropout’: 0.2953120207344502}

PatchMixer 1.0 10.9357
{’batch size’: 256, ’num workers’: 10, ’learning rate’: 0.002739975780721063,
’max epochs’: 1300, ’patch len’: 16, ’stride’: 8, ’mixer kernel size’: 16,
’d model’: 512, ’dropout’: 0.8, ’head dropout’: 0.0, ’e layers’: 5}

RandomForestRegressor 0.0 12.7543
{’batch size’: 256, ’num workers’: 10, ’learning rate’: 0.00287052409356019,
’max epochs’: 1000, ’n estimators’: 159, ’max depth’: 2, ’min samples split’: 5,
’min samples leaf’: 18, ’max features’: 0.9983553622788395}

xPatch 0.8889 3.0871
{’batch size’: 224, ’num workers’: 10, ’learning rate’: 0.004404840341980456,
’max epochs’: 1700, ’patch len’: 16, ’stride’: 7, ’padding patch’: ’None’, ’revin’: 0,
’ma type’: ’reg’, ’alpha’: 0.6397468821662603, ’beta’: 0.2902473814947507}

Table A.7: Results from tuning with minimizing Huber loss and maximizing Recall with Bootstrap Sampling

Tuning minimizing Huber Loss and Maximizing Recall without Bootstrap Sam-
pling

Model Recall Huber Loss Parameters

AdaBoostRegressor 0.0556 3.9520 {’batch size’: 64, ’num workers’: 10, ’learning rate’: 0.00017729405605056275,
’max epochs’: 1400, ’n estimators’: 58, ’learning rate model’: 0.9722194994346534}

GradientBoostingRegressor 0.5 4.8077

{’batch size’: 224, ’num workers’: 10, ’learning rate’: 0.0009265401570267737,
’max epochs’: 1400, ’n estimators’: 338, ’max depth’: 3, ’min samples split’: 19,
’min samples leaf’: 14, ’max features’: 0.13996840741548092,
’learning rate model’: 0.8208930394073057, ’subsample’: 0.8785629204400206}

LSTM 0.0 2.9963 {’batch size’: 192, ’num workers’: 10, ’learning rate’: 0.00526833387860358,
’max epochs’: 1600, ’hidden size’: 164, ’num layers’: 1, ’dropout’: 0.9297010312416186}

PatchMixer 1.0 8.4945
{’batch size’: 144, ’num workers’: 10, ’learning rate’: 0.0008285155531289423,
’max epochs’: 1400, ’patch len’: 8, ’stride’: 14, ’mixer kernel size’: 16,
’d model’: 320, ’dropout’: 0.8, ’head dropout’: 0.1, ’e layers’: 4}

RandomForestRegressor 0.0 3.9177
{’batch size’: 176, ’num workers’: 10, ’learning rate’: 0.0014413815103835393,
’max epochs’: 1300, ’n estimators’: 144, ’max depth’: 9, ’min samples split’: 5,
’min samples leaf’: 5, ’max features’: 0.8399588878134902}

xPatch 0.9444 3.3034
{’batch size’: 96, ’num workers’: 10, ’learning rate’: 0.004895508586161393,
’max epochs’: 1900, ’patch len’: 14, ’stride’: 7, ’padding patch’: ’None’, ’revin’: 0,
’ma type’: ’reg’, ’alpha’: 0.9217499028959255, ’beta’: 0.29425111586615627}

GRU 0.3333 2.5610
{’batch size’: 224, ’num workers’: 10, ’learning rate’: 0.00874224191832517,
’max epochs’: 1700, ’hidden size’: 156, ’num layers’: 3, ’dropout’: 0.31926899758389626}

Table A.8: Results from tuning with minimizing Huber loss and maximizing Recall without Bootstrap
Sampling
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