# Epidemiology of Stroke and Death in Atrial Fibrillation

## Presentation

This section is an appendix to the article; “Age-Dependent Risk of Stroke and Death in Young Patients with Atrial Fibrillation: A Nationwide Cohort Study”. As part of the study project, the subsequent pages are a theoretical supplement to the article, where the following topics will be discussed in relation to the article; epidemiological aspects of research including causation, bias and confounding, controlling bias and confounding, types of epidemiologic study designs, and limitations of register studies. Furthermore, the epidemiology of atrial fibrillation (AF) pathophysiology of AF, subtypes of AF, etiology of AF, consequences of AF, AF and a subsequent diagnosis of stroke, guidelines for management of stroke in AF, and finally risk of bleeding with antithrombotic therapy will be discussed.

## Introduction

Epidemiology was first set as a scientific discipline in the 20th century with the aim of uncovering the causes of diseases1. The study of diseases in the population was first applied on epidemics but today it is used to study quantitative descriptions and analysis of a variety of health conditions in specific patient groups and in the general population2. Epidemiology can be used to study single cases of rare diseases or larger patient groups of well-known diseases2. In this present study, several epidemiological aspects exist. The human body is a complex organism and in combination with individual life styles, risk of stroke in AF patients is multifaceted involving many biological and environmental factors. By investigating the risk of stroke in patients diagnosed with AF it is possible to identify which factors increase or decrease the risk of stroke, and thereby, to estimate which risk factors should be in focus for the prevention of stroke or early death in AF patients aged <65. However, the causal association between certain risk factors and stroke may be complex.

## 2.1 Causation

The concept of causation is primarily based on observations1. Several models of causation have been developed illustrating principles of causation1,3,4. The most important principle is that every causal factor involves the combination of

a multitude of components divided into genetic and environmental determinants that contribute to the overall complex of causality1. All diseases have both genetic and environmental determinants since both elements always play a role in the causality of a disease but do not necessarily act at the same time in the cascade of the causal mechanism1. Strength of causal effects is often used to describe the association between a causal factor and a disease but should not be used as a criterion for causality1. Strength of association can vary in every case of every disease and it is usually only the environmental factors that can be altered; however, this will probably be different in the future as biomedical technology advances1. A strong cause can be defined as a component that plays a crucial role in a large proportion of cases and a weak cause to be a causal component in a small proportion of cases1. Though, the strength of a cause is also depending on the prevalence of other causal factors of a given disease1. From a biological point of view, causation corresponds to each individual factor’s cause in a causal mechanism and the way in which several factors interact to generate disease1. Thus, the strength of a cause does not depict the biology of causation and each causal factor has an individual role in each case of a disease1. On the other hand, temporality, implying that cause comes before disease, is a true criterion regarding causality but the sequence of cause and outcome is difficult to determine5. It is possible to collect information about risk factors and events but the exact causal effect cannot be observed directly, only prophesized2. Thus, causality is a complex issue requiring the combination of biological knowledge and a thorough line of thinking.

## 2.2 Bias and Confounding

In designing an epidemiology study, sources of error should be reduced. Two types of error exist; random error and systematic error, which should be taken into consideration during both the design of a study and during the interpretation of the results1. Random error denotes error due to sampling variability for example by chance6, and which can be overcome by using a sufficiently large sample size. Systematic errors, or bias, are errors that remain even in an infinitely large study, in contrast to the random errors that are reduced towards zero if a study becomes large enough1. In research methodology, an estimate of association obtained from a biased study differs systematically from the true association in the source population of the study7. Furthermore, statistical significance does not reflect the presence or absence of bias6. When taking account of bias in a study, it is important to estimate how much bias exists and to what extent existing bias could influence the conclusions6.

Bias can be classified into three broad categories; selection bias, information bias, and confounding1. Selection biases are errors that result from the procedures to select subjects and from factors that influence study participation. It occurs when the association between exposures and disease differs for those who participate and who do not participate in a study1. Information bias is typically seen in the form of misclassification bias1, for example when truly exposed individuals are erroneously classified as unexposed or vice versa8. Information biases can arise if wrong information about the subjects in a cohort is given resulting in an incorrect estimate2.

Confounding is a problem that pervades many epidemiologic studies. Confounding is the confusion of effects where the effect of the exposure is mixed with the effect of another variable leading to bias9. A confounding variable must be associated with the disease either being a cause of the disease or a marker of a cause; thus, a marker for the underlying biology1. However, a confounding variable must not be an effect of the disease and should be associated with the exposure, but not be an effect of the exposure (see figure 1a) 1,10. A confounder is a predictor of disease occurrence, though, not every predictor of disease is a confounder. A predictor of disease must also be imbalanced across exposure categories to be confounding, and a confounder can cause either an overestimate or underestimate of an effect or even reverse the apparent direction of an effect1. In this present study, the causal factor is AF and the outcome of interest is stroke and death. Confounding factors are, among others, smoking, alcohol, BMI, etc., which were not included in the analysis.



Figure 1a: Relationship of a Confounding Factor with a Causal Factor and the Outcome. See text for details regarding confounding factors.

## 2.3 Controlling Bias and Confounding

A good way to resolve the extent to which one variable’s effect explains the apparent effect of another is to examine both effects simultaneously1. To take confounding into account it is necessary to approach a deeper causal understanding of the underlying biology of the disease and exposure1. Otherwise, three scientific methods exist to prevent or limit confounding; randomization, restriction, and matching1. Randomization is used primarily in experimental studies and results in similar groups which often prevent both known and unknown confounding factors2. Restriction involves selecting subjects who all have the same value for a variable that would otherwise be a confounding variable1. Matching attempts to produce a control group that is similar to the study group with regard to the distribution of selected confounding factors and thereby prevent confounding7. However, when using matching in register studies where data are already stored in databases, matching will result in excluding some subjects from the study, because other subjects will be closer matches and are chosen instead1. Nonetheless, this will give a better control, even though some subjects are excluded.

Two other methods deal with confounding and are used in the data analysis; stratification and regression models1,2. Stratification creates sub-groups in which the confounding factor either does not vary at all or only varies very little within a stratum1,6. A stratified analysis proceeds under the assumption that within the categories of the stratified variable there is no meaningful variability of a potential confounding factor and the data analysis is performed separately in each stratum1,2. When comparing strata it is estimated if any crucial effect modification has occurred, and a common weighted estimate is calculated if necessary2. Sometimes the end result of stratification is nothing more than presentation of data within each stratum1. Additionally, feasibility of stratification is limited when there are multiple confounders, because a stratum has to be constructed for each possible confounder combination6. Regression models are used to give a summarized description of a dependent variable’s correlation with one or more independent variables2. Thus, regression models can be used to evaluate the causal role of one or more exposures while simultaneously controlling for possible confounding effects1. It is possible to predict the amount of confounding from the general characteristics of the confounding variables; thus, predicting the associations of a confounder with both exposure and disease. Confounding can be measured directly by measuring the statistical significance when adding the confounding variable to the model1. However, this approach requires that you are aware of the confounding factors. In reality, this scenario is rare, and therefore, it is very important to become aware of as many confounders as possible and use this knowledge when analyzing and interpreting the results.

## 2.4 Epidemiological Study Designs

Epidemiological studies aim at estimating a single risk, incidence rate, prevalence, or comparing measures of disease occurrence1. The general concepts of how bias is introduced into a study apply equally to RCTs, prospective observational and retrospective studies6. An important difference between the designs is how much opportunity the investigator has to avoid bias and influence the accuracy of measurements, ranging from full control in RCTs to almost no control in studies of automated databases6. Investigators should aim to avoid bias in the design of a study, adjust for bias in the study analysis if necessary, and quantify and discuss the effects of residual bias on study results6.

The two main types of epidemiological studies are cohort studies and case-control studies1. Case-control studies are observational studies of a cohort with an outcome variable of interest and a suitable control group, a so-called comparison or reference group. The potential relationship of a suspected dependent factor is examined by comparing the cases and controls with regard to how frequently the factor is present or the level of the factor in each group11. In a cohort study, the cohort is defined as “any designated group of individuals who are followed or traced over a period of time”11. This type of study involves measuring the occurrence of disease within one or more cohorts during a period of follow-up usually to compare the disease rates in the cohorts1. In a prospective cohort study, like in this register study, the cohorts are identified from recorded information and observed during the selected follow-up period, here a 5-year period. With a cohort study, it is often convenient to study many different disease outcomes in relation to a given exposure1, like in the present study examining stroke and death.

## 2.5 Limitations of Register Studies

Since register studies must rely on existing records, valuable data may be missing or incorrect. In spite of this, this type of study offers a much less costly and much quicker way of obtaining information1. Very little control over patient selection is usually available in register studies with automated data collection. However, it is essential that equal inclusion criteria and ascertainment procedures for the exposed and unexposed patients are applied and that all patients ideally stem from the same source population6. Investigators have limited control over measurements, especially in register studies with automated databases, where the measurements have already occurred. It is therefore crucial for the investigator to learn as much as possible about how measurements were made and how data were coded6. Sometimes the investigators may be able to locally assess the specifics and the quality of data retrieval; however, in other settings, it may be necessary to validate data entries against medical records6. In this present study, data in the used registers were very reliable which a previous study has concluded after validating these data12,13. However, often investigators do not have in-formation regarding how the indications are diagnosed, and therefore cannot determine on what grounds an indication is given or when in the process of diagnosis it is given14. Nonetheless, observer bias is diminished in this type of data collection9. In the present study, only information in the national Danish registers is available, for example data on effects of tobacco, dyslipidemia, or body mass index are not accessible, which can result in sampling bias if some of these characteristics are underrepresented or overrepresented in the study population9. Therefore, residual confounding may be evident, although it is possible to attempt to adjust for baseline clinical characteristics in the statistical analysis15.

The validity of data can be a limitation. However, the positive predictive value of the diagnosis of atrial fibrillation is high (99%) based on a previous validation study16. In the current study, data on prescription claims are accurate which has been estimated in a previous study17. However, it is only possible to access diagnoses medically treated, but the degree of disease is not available18. Furthermore, aspirin can be bought over the counter, and therefore some patients may be in some degree of anticoagulant therapy resulting in inclusion bias. The frequencies of risk factors in the study population may also be underestimated because patients with for example heart failure, hypertension, and diabetes are identified from prescription claims and thus patients treated with diet control and lifestyle interventions alone are not detected, which may be the case with some of these patients resulting in a low sensitivity of these diagnoses18. Furthermore, the study population is primarily of Caucasian origin and therefore, the conclusions may not be translational to other ethnical populations or even outside Denmark, where there may be very different environmental and societal factors present.

The major strengths of this type of study are the well-validated outcomes and the large sample size15. Additionally, register studies offer fast data in an inexpensive method, since data has already been collected, especially, when observing an outcome with an often long time-to-outcome period. Another advantage of this type of study design is the lack of bias because the outcome of current interest was not the original reason for the data to be collected. However, for the same reason some of the necessary data might not be accessible9. Further-more, a single study can examine various outcome variables as in this present study, and cohorts permit calculations of the effect of each variable on the probability of developing the outcome of interest9. However, where a certain outcome is rare then a prospective cohort study is inefficient9. Based on the pros and cons of epidemiological studies, as mentioned above, and on the specific data used in the current study, it is hypothesized that the results of this study are generalizable and not only applicable in the present study population but also in the general population of AF patients.

# Epidemiology of AF

Atrial fibrillation is the most common cardiac arrhythmia in the general population19, affecting approximately 1% of the total adult population19 and increasing to 9% in individuals over 80 years20. However, AF is a heterogeneous disorder, with variable origin, clinical presentation, and natural history21.

## 3.1 Pathophysiology of AF

AF is defined as a cardiac arrhythmia of the atria. The initiation and continuation of a tachy-arrhythmia like AF requires both triggers for its onset and a substrate for its maintenance23. These mechanisms are not mutually exclusive and are likely to co-exist at various times22. During AF, the atria pump insufficiently and become useless as primer pumps for the ventricles22. Blood flows passively through the atria into the ventricles, and the efficiency of ventricular pumping is decreased 20 to 30 per cent24.

The pathophysiology of AF involves focal mechanisms in the form of numerous small depolarization waves that spread in all directions through the atria contributing to the initiation and continuation of AF25. Because the waves are weak and many of opposite polarity at any given time, the waves usually almost completely neutralize electrically one another. Therefore, in the electrocardiogram (ECG), either no P waves from the atria or only a fine, high-frequency, very low voltage wavy record are present24. Conversely, the QRS-T complexes are normal unless there is some pathology of the ventricles, but the timing and rhythm is irregular22. During AF, impulses arrive from the atrial muscle at the A-V node rapidly, and because the A-V node will not pass a second impulse for about 0.35 second after a previous one, at least 0.35 second must elapse between one ventricular contraction and the next24. An additional interval of 0 to 0.6 second occurs before one of the irregular atrial impulses arrive at the A-V node24. Thus, the interval between successive ventricular contrac-tions varies from a minimum of about 0.35 second to a maximum of about 0.95 second, causing a very irregular heartbeat, which is also one of the clinical symptoms present in AF22,25. Due to the rapid rate of the impulses in the atria, the ventricle is driven at a fast heart rate, usually between 125 and 150 beats per minute, which a person can live with for years, although, at reduced efficiency of overall heart pumping, and heart failure very often develops22.

Pathophysiologically, AF is caused by circular movement of impulses25. The background conditions that can initiate an impulse to continue travel around the circles causing re-entry and lead to “circus movements” in the atria are: (1) the pathway around the circle is too long so the originally stimulated muscle is no longer refractory, for example due to a dilated heart, (2) the velocity of conduction becomes decreased causing a longer time interval for the impulses to travel around so the originally stimulated muscle is no longer refractory, for example due to heart muscle ischemia, and (3) the refractory period of the muscle might become greatly shortened allowing re-entry of the impulse into previously excited heart muscle within a much shorter time than normally22,23,26, so the impulse again continues around the circle, for example due to drugs such as epinephrine or after repetitive electrical stimulations24. Re-entry can cause abnormal contractions and rhythms of the heart due to its ignoring of the sinus node’s control of the heart rhythm27. The division of impulses also contributes to the pathophysiology, because when a de-polarization wave reaches a refractory area in the heart, it converts into two impulses, which are divided again when these reach another refractory area. This initiates a chain reaction that causes many circuitous routes for the impulses to travel, greatly lengthening the conductive pathway sustaining the fibrillation24.

Recently, the mechanisms involved in the progression of AF were pointed out to be due to electrical remodeling such as changes in the electrical properties of the atrium and loss of rate adaption, and further to be due to structural remodeling associated with adaptive and maladaptive changes in the tissue and cellular components. The role of atrial remodeling has over time become the new pathophysiological mechanism of AF26.

## 3.2 Subtypes of AF

Many risk factors for AF have been described and they include; old age, cardiomyopathy, valvular disease, ischemic heart disease, heart failure, thyroid disease, hypertension and diabetes mellitus28–30. In some patients, its etiology remains unknown, and up to 30% of AF patients may be free of any known structural cardiopulmonary disease19,31–33. Lone AF is defined as AF occurring in otherwise healthy individuals before the age of 60 years without any evidence of associated cardiopulmonary or other comorbid diseases34,35; if a patient is older than 60 years and has no underlying disease, AF is designated as idiopathic33. The importance of family history for lone AF has been determined in several studies36–39.

AF can manifest in five different types (see Figure 2a). Generally, AF can be divided into first-diagnosed, paroxysmal, persistent, long-standing persistent and permanent AF22. Asymptomatic or silent AF is also a subtype and is relevant in about one third of all AF cases. Furthermore, AF progresses from short, rare episodes, to longer and more frequent attacks22. Over time, many patients will develop sustained forms of AF 22 and only 2-3% of patients will remain in paroxysmal AF40. Generally, the course of AF can vary markedly over months or years in each patient41. Asymptomatic AF is common even in symptomatic patients, irrespective of whether the initial presentation was persistent or paroxysmal. This has important implications for continuation of therapies aimed at preventing AF-related complications22, which will not be discussed here.

Another common type of atrial arrhythmia is atrial flutter. It gives many of the same symptoms as AF but differs in that the electrical signal travels as a single large wave always in one direction in a circus movement in the atrial muscle22. Atrial flutter causes a rapid rate of contraction of the atria, usually between 200 and 350 beats per minute, but because one side of the atria is contracting while the other side is relaxing, the amount of blood pumped by the atria is slight24. Additionally, the signals reach the A-V node too rapidly for all of them to be passed into the ventricles, because the refractory periods of the A-V node and A-V bundle are too long to pass more than a fraction of the atrial signals. Thus, usually two to three beats of the atria for every single beat of the ventricles are present giving a 2:1 or 3:1 rhythm22. In the electrocardiogram, the P waves are strong because of contraction of semi-coordinated masses of muscle. However, a QRS-T complex follows an atrial P wave only once for every two to three beats of the atria, as just mentioned22. In the present study, a diagnosis of AF or atrial flutter will not be distinguished. However, it is still being questioned if subtype of AF influences the risk of stroke and death, but lone AF patients have convincingly the most favorable prognosis42.

##

Figure 2a: Subtypes of AF. CV is an abbreviation for cardioversion. Modified from Camm et al. 2010.

## 3.3 Etiology of AF

Familial AF was first reported in 194343, and familial clustering of AF has been demonstrated in several studies afterwards36,39,44–46. The first chromosomal location of an AF susceptibility gene was reported in 1997 based on genetic mapping studies in three families47. Several genetic variants have since then been linked to risk of AF48–56. During the past years, numerous inherited cardiac syndromes associated with AF have been identified22. The pathophysiological role of other genetic defects in the initiation and continuation of AF is currently unknown57, but several clinical studies are presently investigating the genetic etiology of AF58. However, prior stroke, valvular disease, congestive heart failure, diabetes, and hypertension are independent risk factors of AF59. In the majority of patients, AF is accompanied by underlying heart disease, most frequently heart failure, valvular disease and hypertension60. Despite the use of antiarrhythmic agents for sinus rhythm maintenance in cardioverted AF patients, a considerable proportion of patients relapse to AF29. It is generally believed that these recurrences are associated with older age, atrial dilatation, and long duration of AF61. Studies have also suggested that female sex, obesity, personal history of AF events, decreased renal function, increased circulating markers of cardiomyocyte injury are risk factors of recurrence62.

## 3.4 Consequences of AF

Several pathophysiological changes occur after the initiation of AF. Loss of coordinated atrial contraction, high ventricular rates, irregularity of the ventricular response, and decrease in myocardial blood flow, as well as long-term alterations such as atrial and ventricular cardio-myopathy are just some of the changes22. Acute loss of coordinated atrial mechanical function after the onset of AF reduces cardiac output by 5–15%22. High ventricular rates limit ventricular filling due to the short diastolic interval, and irregularity of the ventricular rate can reduce cardiac output22. Furthermore, persistent elevation of ventricular rates above 120–130 bpm may produce ventricular tachycardiomyopathy63.

The complication of AF with the strongest association to early death is stroke. Risk of stroke and systemic embolism in patients with AF is linked to a number of underlying pathophysiological mechanisms27. Abnormalities in blood flow are evidenced by stasis within the left atrium and with reduced left atrial appendage flow velocities, which is the dominant source of embolism (90%) in non-valvular AF27. Endocardial abnormalities include progressive atrial dilatation and fibroelastic infiltra-tion of the extracellular matrix22. Abnormalities of blood constituents are well described in AF and include hemostatic and platelet activation, as well as inflammation and growth factor abnormalities27. One part of AF management is reduction of the heart rate which may restore normal ventricular function and prevent further dilatation and damage to the atria22.

## 3.5 Subsequent Diagnosis of Stroke

Thromboembolic stroke is one of the most feared complications associated with AF64. AF may have an even stronger relation with stroke than was previously appreciated65. AF is an independent risk factor for stroke and thromboembolism and results in an independent increase in mortality66. AF predisposes to stroke in association with thrombogenesis27,67. Several studies have previously reported an adverse prognosis of AF patients in terms of a subsequent diagnosis of stroke, congestive heart failure and mortality66,68–70. The major cause of excess mortality among patients with chronic AF is non-ischemic heart disease, with ischemic cardiovascular and cerebrovascular disease also contributing70. Heart failure is likely to be a result of the adverse hemodynamic consequences of AF, including chronically elevated heart rate, elevated cardiac filling pressure, irregular ventricular rate, lack of effective atrial contraction, and loss of atrioventricular synchrony, which can impair ventricular function71. Recently, two meta-analyses demonstrated that patients with both AF and heart failure had a more than three times higher risk of death than patients with AF alone72,73. Thus, comorbidities such as heart failure may significantly increase the risk of stroke in patients with AF. However, the association between new-onset AF, heart failure progression, and increased mortality does not prove causality - AF may be a marker for the intensity or duration of exposure to common risk factors associated with adverse events65.

Mortality from AF is especially high in the first year after diagnosis74, but AF is also associated with a long-term increased mortality, with a death rate among patients newly diagnosed with chronic AF being almost three times that in the general population during four years of follow-up75. Prognosis of patients with AF highly depends on the underlying cardiovascular comorbidity76. Obviously, active treatment of present cardiovascular diseases and, even more importantly, prevention of development of new cardiovascular diseases during follow-up can significantly improve the prognosis of patients with AF21.

## 3.6 Guidelines for Management of Stroke Prevention in AF

The risk of stroke in AF is not homogenous and varies according to various risk factors77. Due to the high risk of stroke it is crucial to identify which patients are especially at risk and offer preventive action. Multiple stroke risk scoring schemes have been developed based on the identification of various clinical risk factors22, which enables clinicians to assign AF patients to a category of stroke risk based on the presence of these stroke risk factors77. More than a dozen schemes for stratifying stroke risk in patients with non-valvular AF have been published78. A comparison of twelve published risk-stratification schemes to predict stroke in patients with non-valvular AF resulted in the current international guidelines for preventive management of stroke22. Estimating stroke risk is a critical first step when balancing the potential benefits and risks of chronic anti-thrombotic therapy for stroke prevention. Although there is considerable overlap, differences among the scoring schemes alter the predicted risk status of AF patients resulting in various prescription strategies and inconsistent use of anticoagulation79.

The most frequently included predictive features in the risk schemes are previous stroke/TIA, patient age, hypertension, and dia-betes78. Most scoring systems have categorized the risk of stroke into ‘high’, ‘moderate’, and ‘low’ risk levels22. When applied to the same cohorts, the fractions of patients categorized by the different schemes as low risk varied from 9% to 49% and those categorized by the different schemes as high-risk varied from 11% to 77%78. Thus, it is important to evaluate these different schemes and assess which one should be used as a standardized risk scoring system in international guidelines.

In the present guidelines by the European Society of Cardiology from 2010, the use of ‘low’, ‘moderate’, and ‘high’ risk categorizations is toned down due to the poor predictive value of such artificial categories, and instead the guidelines emphasize risk as a continuum22. Thus, the European Society of Cardiology encourages to a risk factor-based approach for more detailed stroke risk assessment, recommending the use of anti-thrombotic therapy on the basis of the presence or absence of stroke risk factors22. Support for this approach comes from various published analyses, where even patients at ‘moderate risk’ still derive significant benefit from oral anticoagulants over aspirin use22. Based on the results of this present study, some risk factors weight higher with regard to the risk of stroke and death, especially prior stroke, vascular disease and diabetes. Therefore, to obtain the most reliable division, it is important to look at which risk factors are present.

Today, the simplest risk assessment scheme is the CHADS2 score (Congestive heart failure, Hypertension, Age, Diabetes, Stroke [Doubled]), which has been used in guidelines previously. The CHADS2 risk scoring system evolved from the AF Investigators and Stroke Prevention in Atrial Fibrillation (SPAF) Investigators criteria, and it is based on a point system in which 2 points are assigned for a history of stroke or TIA and 1 point each is assigned for age >75 years, a history of hypertension, diabetes, or recent cardiac failure80. Thus, the CHADS2 stroke risk stratification scheme was presented as an initial, rapid, and easy-to-remember tool in assessing stroke risk and is still in use due to these pros22. In patients with a CHADS2 score ≥2, chronic oral anticoagulant therapy with a vitamin K antagonist is recommended in a dose-adjusted approach to achieve an international normalized ratio (INR) target of 2.5, unless contraindicated22. Such a practice appears to translate to better outcomes in AF patients in routine care81,82, and there is a clear relationship between CHADS2 score and stroke rate80.

The original validation of this scheme classified a CHADS2 score of 0 as low risk, 1–2 as moderate risk, and 2 as high risk. However, the CHADS2 score categorize most subjects as ‘moderate risk’ and does not include many stroke risk factors22. Other ‘stroke risk modifiers’ need to be considered in a comprehensive stroke risk assessment scheme22. Risk factors such as vascular disease, age 65–74, and sex category (female) has also been estimated to categorize AF patients at higher risk and further, the simultaneous presence of two or more clinically relevant ‘non-major’ risk factors would justify a stroke risk that is high enough to require anticoagulation. Therefore, the CHA2DS2-VASc (Congestive heart failure, Hypertension, Age ≥75 (doubled), Diabetes, Stroke (doubled), Vascular disease, Age 65–74, and Sex category (female)) score was developed (see Table 1a)83. This scheme is based on a point system in which 2 points are assigned for a history of stroke or TIA, and age ≥75; and 1 point each is assigned for age 65–74 years, a history of hypertension, diabetes, recent cardiac failure, vascular disease and female sex. This expanded scheme extends the CHADS2 scheme by adding extra stroke risk factors that may influence a decision whether or not to give anticoagulant therapy22. In a previous study evaluating various risk stratification schemes, the CHA2DS2-VASc score classified 94.2% as being at ‘high risk’, whereas most other risk scoring schemes categorized two-thirds as being at ‘high risk’84. In a study of 184 thromboembolic events, 98.4% occurred in patients identified as being at ‘high risk’ by the CHA2DS2-VASc schema and there was a stepwise increase in thromboembolic events with increasing CHA2DS2-VASc score84. The percent of patients categorized as ‘not high risk’ and being free from thromboembolic events was for the CHA2DS2-VASc score 99.5%.

The current guidelines for the management of stroke prevention in AF, therefore, recommend the use of the CHA2DS2-VASc score in clinical practice22. However, patients’ preferences should still be considered as some patients will still decline anticoagulant treatment for a variety of reasons85. Some patients find the reasons; inconvenience of dosing adjustments and regular blood tests to monitor INR levels, dietary restrictions, and the risk of minor and major bleeding as valuable reasons not to accept anticoagulant treatment77. However, it should be clearly assessed that the patient fully understand the situation and not underappreciate or due to lack of knowledge regarding the risk of stroke decline the anticoagulant therapy77,85.

Table 1a: CHA2DS2-VASC Score. LV dysfunction is an abbreviation for left ventricular dysfunction. TIA is an abbreviation for transient ischemic attack. Modified from Camm et al. 2010.



## 3.7 Risk of Bleeding

In assessing the risk of stroke and before starting preventive treatment with anticoagulation agents, it is important to evaluate the risk of bleedings22,85. Today, rates of intracerebral bleedings are considerably lower than in the past, typically between 0.1 and 0.6% in study reports22. This may be due to lower anticoagulation intensity, more careful dose regulation, better control of hypertension in the clinics today or safer agents22. However, greater clarity about antithrombotic strategies for patients with the cardiovascular conditions of AF is necessary86.

Currently, the level of anticoagulation is expressed as the INR, which is derived from the ratio between the actual prothrombin time and that of a standardized control serum22. According to current guidelines from the European Society of Cardiology, an INR of 2.0–3.0 is the optimal range for prevention of stroke and systemic embolism in patients with non-valvular AF, based on achieving a balance between low stroke risk and low bleeding risk22. Several cohort studies suggest a 2-fold increase in stroke risk at INR 1.5–2.0 and, thus, an INR <2.0 is not recommended87,88. Intracranial bleeding increases with INR values >3.5–4.0, but there is no increase in bleeding risk with INR values between 2.0 and 3.0 compared with lower INR levels which supports the preferable INR range22. One of the many problems with anticoagulation is the high inter-individual and intra-individual variation in INRs85. In clinical trials, patients usually stay within the intended INR range of 2.0–3.0 for 60–65% of the time, but many ‘real-life’ studies suggest that this may be <50% in clinical settings22. Maintenance of an adequate time in the therapeutic

range is more difficult to attain in practice, but is of vital importance in anticoagulated AF patients at high risk in order to reduce the risk of stroke or major hemorrhage84. Some patients may require more frequent INR testing and dose adjustment, and therefore, self-monitoring may be considered in order to keep the INR in the preferred range, if suitable for the patient both physically and cognitively22,84.

Anticoagulant treatment might consist of oral anticoagulants or vitamin K antagonists. A recent paradigm shift toward a preference for anti-coagulation over antiplatelet therapy for stroke thromboprophylaxis highlights the importance of the ability of stroke risk schemes to identify patients at moderate or high risk of stroke89. Various bleeding risk scores have been validated for bleeding risk in anticoagulated patients, but all have different evaluations of bleeding risks and catego-rization into low-, moderate-, and high-risk strata22. A systematic search and appraisal of the published literature by Hughes et al. identified the following patient characteristics as having supporting evidence for being risk factors of anticoagulation-related bleeding complications: advanced age, uncontrolled hypertension, history of myocardial infarction or ischemic heart disease, cere-brovascular disease, anemia or a history of bleeding, and the concomitant use of other drugs such as antiplatelet drugs90. Using a ‘real-world’ cohort of 3978 European subjects with AF from the EuroHeart Survey, a new simple bleeding risk score, the HAS-BLED (Hypertension, Abnormal renal/liver function, Stroke, Bleeding history or predisposition, Labile INR, Elderly (>65), Drugs/alcohol concomitantly), was developed (see Table 2a)91. It would seem reasonable to use the HAS-BLED score to assess bleeding risk in AF patients, whereby a score of ≥3 indicates ‘high risk’85. Though, some caution and regular review of the patient is needed before and following the initiation of antithrombotic therapy22. Bleeding risk stratification should be considered as an integral part of anticoagulant treatment decision making85. In a prior study, the net clinical benefit of anticoagulant therapy and bleeding favored anticoagulant therapy except for patients at very low risk of stroke with a CHA2DS2-VASc score of 0 and moderately elevated bleeding risk92. Further, in that study, the CHA2DS2-VASc score was able to identify does patients with no clinical benefit or even disadvantage of anti-coagulant therapy92.

****

Table 2a: HASBLED Score. INR is an abbreviation for international normalized ratio. Modified from Pisters et al. 2010.

The administration of oral anticoagulation as thromboprophylaxis also has an economic side. The antithrombotic treatment may be cost effective in high-risk patients, but not cost effective in low-risk patients. In those patients in whom oral anticoagulation is not cost effective, antiplatelet therapy or perhaps no treatment may be more appropriate. However, this is beyond the scope of the present study.

To conclude, the assessment of whether to give antithrombotic therapy is complicated. Many aspects must be considered, but it is clear that age and type of risk factor should highly influence this decision.
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