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ABSTRACT

This study introduces a tool that automates light manage-
ment in Virtual Production (VP), enhancing communica-
tion between key roles and improving lighting techniques
in Unreal Engine 5 (UES) through deep learning (DL) al-
gorithms. Preliminary interviews were conducted in the
form of focus groups with 10 participants attending VP
workshops, with varying levels of expertise in cinematog-
raphy and VP. Results showed that the limitations of a VP
set, specifically when it comes to lighting, created a steep
learning curve on their role as VP Directors of Photogra-
phy (DoP), as well as their communication with the Vir-
tual Art Department (VAD). The proposed tool aims to
automate a very basic procedure that would normally re-
quire extensive planning and collaboration between depart-
ments. Using DL algorithms, three models were created:
One predicting the light position for an input image, one
predicting the light color for an input image, and one pre-
dicting both. All three models were created and trained,
yet the strong focus point was the color predictor model,
as this was easier to test and verify. By creating a short
film with this tool, the study evaluates the effectiveness of
streamlining the VP process.

1. INTRODUCTION

Emerging innovative technologies have always been used
to advance cinematic storytelling and push the boundaries
of what was considered possible.

Lighting in cinema is an essential tool for storytelling,
creating atmosphere and directing audience focus. Early
pioneers such as Georges Mélies and Oscar Rejlander
invented methods and create visual illusions that could
not exist in real life (1). Additionally, technological
advancements are now pushing the boundaries of what is
possible on a narrative and psychological level as well as
physical.

In this new era of filmmaking, there is now more than ever
a vast unexplored area of creative decisions that can help
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guide both the creators as well as the audiences, towards
a cinematic future of real-time virtual environments and
immersive storytelling.

Despite the growing reliance on visual effects (VFX) in
modern film production, the VFX artists have become in-
creasingly marginalized, as claimed by Michael Curtin af-
ter studying the infamous case of Rhythm and Hues re-
garding Life of Pi ! (2). Curtin studies the “Broken Studio
Contract System” which results in VFX artists often being
paid for work that makes it into the final cut of the film.

The case to be made here, is that Virtual Production
(VP) offers a solution to many of the issues caused by the
”Broken Studio Contract System”. One key benefit is its
real-time visualization capabilities, which allow directors,
cinematographers, and production teams to see the final
visual effects directly on set, during filming, rather than
having to wait for post-production. This enables real-time
decision-making and collaboration, which reduces the
need for costly revisions later in the process (3) (4).

To fully streamline real-time decision-making, it is
essential to eliminate all technical and communication
bottlenecks, enabling different departments to focus solely
on meeting creative criteria.

In this study, the challenges of VP were identified
by professional filmmakers by conducting focus group
interviews, leading to the development of a tool that
aims to explore light management automation in VP, in
order to streamline the communication between Director
of Photography (DoP) and the Virtual Art Department
(VAD), with the help of advanced Machine Learning
(ML), and specifically Deep Learning (DL) algorithms.

A short film was then created using this tool to evaluate
the impact on the VP pipeline and assess improvements in
the overall process.

2. LITERATURE REVIEW
2.1 Technology affecting Storytelling

In traditional cinema, lighting was largely a manual
and creatively driven process, where cinematographers
used physical light sources to craft mood, texture, and
atmosphere (1).

! "Life of Pi”: dir. Ang Lee, 20th Century Fox, 2012
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Dynamic lighting systems are becoming increasingly
prominent, reducing the need for static light setups.
Dynamic lighting opens new avenues for creative ex-
pression, particularly in interactive environments like
video games and immersive virtual worlds (5). Addi-
tionally, as El-Nasr explains, dynamic lighting not only
improves visibility but also sets mood and atmosphere
in ways static setups could never achieve (5). This evo-
Iution highlights the ever increasing integration between
creative and technological possibilities in the film industry.

The Uncanny Valley, a concept proposed by Masahiro
Mori in 1970, describes the negative emotional response to
almost human-like characters (6). This phenomenon has
been observed in various media, including video games
and films, where near-photorealistic virtual humans can
appear eerie or creepy (7).

Similarly, the use of lighting can create a sense of unease
or uncanniness, as can the importance of virtual environ-
ments, such as the use of space liminality.

Liminal Spaces, characterized by deviations from ex-
pected design norms, can evoke feelings of discomfort
and unease in individuals (8). Research suggests that
the absence of people and objects in these spaces con-
tributes significantly to the sense of discomfort (9). Artis-
tically, liminal spaces challenge existing perceptions and
ways of knowing, creating opportunities for introspection
and meaning-making (10). The feeling of ambiguity and
heightened reflexivity can leave the audience in a state of
emotional uncertainty, fostering engagement with new per-
spectives (11).

The existence and artistic usage of such effects, causing
deep emotional responses, proves that the virtual scene in
this new era of filmmaking is more than just a background.

2.2 Current VP Pipelines

The rise of real-time rendering engines and VP techniques
have shifted how filmmakers approach lighting, enabling
them to adjust light and scene composition on the fly
during production (12) (3).

VP is revolutionizing filmmaking by enabling real-time
integration of live-action and digital elements, offering
new possibilities for narrative scope beyond realism. VP
allows filmmakers to visualize and manipulate digital
assets during shooting, enhancing production value and
reducing cost (4).

Director Yorgos Lanthimos uses VP combined with tradi-
tional cinematic techniques, allowing him to paradoxically
bend the boundaries of realism. A good example is that
of Poor Things 2 in which a world was crafted that feels
immersive yet deliberately disorienting (13).

Lanthimos evokes the visual language of early cinema
by deliberately employing techniques reminiscent of
rear projection and cycloramas, commonly used in the
nascent days of film. He does this by intentionally creating
environments that appear artificial, with a slightly surreal

2”Poor Things”, dir. Yorgos Lanthimos, Searchlight Pictures, 2023

and whimsical quality (13).

On the VES Handbook of VP by Zwerman and Okun (1)
it is noted that contrary to popular belief that Pixel Pitch
is the Holy Grail of Lighting for VP, a more accurate as-
sessment would be that the Holy Grail is a combination of
things: The light should be good color and quality, match
the LED wall and practical light on an actor’s face, and be
designed with lighting in mind (1) pp.324.

Double Negative (DNEG) offers a method for managing
colors on LED walls during in-camera VFX in VP (12).
This system allows filmmakers and visual effects artists to
create virtual environments accurately reflecting their in-
tended colors, adjusting the imaging process in real time.
It accommodates cinematographers’ preferences for expo-
sure and white balance, allowing them to focus on story-
telling.

The authors note that even though all productions are pre-
sumably using similar techniques for on-set light manipu-
lation, there is not enough public information to back that
claim.

Furthermore, it is noted that the authors’ goal is to en-
able seamless integration between digital images, LED
wall displays, and camera recordings, ensuring accurate
color reproduction and flexibility in adjusting exposure and
white balance for creative and technical purposes without
compromising visual quality. It is important to note that
even though they provide a complete solution for image
and color adjustments, they do not focus on light direction.
Additionally, their solution is tailored to LED-walls and
not a broader hardware-agnostic setup.

For DNEG purposes, this is useful, as they create lighting
setups and pipelines in their studios that can be callibrated
by themselves, based on the needs of each production.
However, a tool that aims to work in any set, on any
hardware and operated by any technician, should not be
limited to specific setups.

2.2.1 Color Framework in UES

OpenColorlO (OCIO) is an open-source color manage-
ment system that integrates with ACES (Academy Color
Encoding System) in Unreal Engine 5 (UES) to ensure con-
sistent color reproduction across different platforms and
displays (14). OCIO, developed under the Academy Soft-
ware Foundation, represents a major update with signifi-
cant engineering efforts to enhance color management ca-
pabilities (15).

Understanding the pipeline between OCIO and ACES is
vital in handling any lighting setup, as well as colors and
materials accurately in UES. Additionally, since ACES is a
suite of technical standards and tools designed to enhance
digital image interchange, color management, and long-
term archiving in the film and television industry, having
a good understanding of it proves beneficial from both a
technical and a creative standpoint when working in any
part of the VP pipeline. (16).



2.3 Al powered Computer Graphics in Cinema

Sial et. al. have published a method for estimating the
direction and color of a scene’s light source from a sin-
gle image (17). This method utilizes a synthetic dataset
with strong shadow effects and a DL architecture trained
on this dataset to accurately estimate the light source prop-
erties. The approach demonstrates testing on synthetic im-
ages and extends to real scenes by proposing a procedure to
obtain light positions from the Multi-Illumination dataset,
showcasing the model’s effectiveness in real-world appli-
cations.

The strongest application of this deep regression model
is to accurately predict light direction and color in com-
plex scenes for a wide variety of subjects. This model
is a complex inception-based encoder-decoder architecture
that predicts pan, tilt and RGB values using sin/cos trans-
formations for differences in angles, as well as combine
different loss functions for pan, tilt and color estimations,
as it was trained using 45.000 synthetic (SID2) images.
However, the model was not made to be used in real-time
applications. Additionally, it can be assumed that while
this model performs well given a wide variety of images, it
would be more accurate had it been trained to be used with
a specific subject.

This is something that a model trained specifically for
VP usage, would prove beneficial for. In VP, the most
common subject that is lit up is the actor(s). Thus, a model
to specifically predict how light acts on the human face,
should be trained on image datasets of human faces, and
not that of random objects. In case a VP shoot has different
subjects than human characters (e.g. commercial product),
new models can be trained and tailored depending on the
desired accuracy.

When it comes to training models specifically using the
human face as reference in order to calculate dynamic
lighting, Meka et al. proposed an innovative technique
allowing for photorealistic relighting of the human face
under any lighting condition. The authors used a U-Net
Convolutional Neural Network (CNN) designed to predict
an OLAT (one-light-at-a-time) image corresponding to a
specific lighting configuration. This novel technique was
developed for applications such as relighting in augmented
reality, virtual reality, and visual effects, yet its real-time
capabilities make it suitable for use in filmmaking, espe-
cially for scenarios requiring dynamic lighting (18).

The future of VFX and Artificial Intelligence (AI) in CGI
is rapidly evolving, with Al technologies transforming var-
ious aspects of creative industries. Al tools are being inte-
grated into VFX pipelines, enhancing efficiency and real-
ism (19).

ML algorithms, including CNNs, GANs, and RNNs, are
being applied across content creation, information analy-
sis, and post-production workflows (20). In their research
on Al in the creative industries, N. Anantrasirichai and D.
Bull conclude that: ”In the context of creative industries,
maximum benefit from Al will be derived where its focus
is human centric — where it is designed to augment rather
than replace, human creativity” (20).

Neural style transfer (NST) has evolved to enable real-
time video applications on mobile devices. Huang et al.
introduced adaptive instance normalization (AdalN) for ar-
bitrary style transfer in real-time (21). NST has since then
been used in a variety of Real-Time applications, ranging
from videos (22) to, more recently, game engines. As of
Unreal Engine 5.2 Neural Network Engine (NNE) went
from an experimental plugin (NNI), to a beta, built-in Un-
real Engine Plugin, able to perform real-time Neural Style
Transfer and other ML Model operations using the 2017
Microsoft open-source Al ecosystem Open Neural Net-
work Exchange ((ONNX) (23).

3. PRELIMINARY INTERVIEWS

The preliminary interviews were conducted before the de-
velopment of the prototype. The interviews were con-
ducted in the form of 3 focus groups, containing 3 or 4
participants in each and one facilitator (24) pp. 271-272.
Participants were cinematographers varying in experience,
expertise and tech-savviness.

All of the interviewees were attending the VP Workshop
”ViZARTS” at Aalborg University Copenhagen, and the
interviews were held on the last day of the workshop - and
thus, after an entire VP experimentation set. Participants
were encouraged to share and discuss their experience
with VP as cinematographers.

The basis of the conducted interviews were 3 generic
questions, followed by follow-up questions and a discus-
sion between the participants. This way, each of those fo-
cus groups had a semi-structured interview format. The
initial questions asked to all participants were:

1. ”What differences did you notice on the lighting
setup of a VP set, in comparison to that of a tradi-
tional film making set?”

2. ”’Did you notice any restrictions when lighting a VP
Set?”

3. ”If you could automate one of the procedures, what
would it be? - In relation to the VAD or on set”

The test participants (TP) professional backgrounds in
each focus group (FG) were:

* FGI:

— TP1: Professional cinematographer.  The
Workshop was their first time experimenting
with VP.

— TP2: Professional cinematographer.  Has
worked with green screen in the past but not
with VP.

— TP3: Professional cinematographer. Has at-
tended a VP set in the past, but did not have
any role in the crew.

* FG2:



— TP1: Professional cinematographer.  Has
worked with green screen but never on a VP
set.

— TP2: Professional cinematographer.  Has

worked with back-projection before, but never
with camera tracking.

— TP3: Professional cinematographer.  Has
worked once on a green screen VP set in the
past.

« FG3:

TP1: Semi-professional cinematographer. Has
never worked with VP Before.

— TP2: Professional cinematographer. Has never
worked with VP Before.

— TP3: Professional cinematographer.  Has
worked with green screen but never on a VP
set.

— TP4: Professional cinematographer. Has never
worked with VP Before.

3.1 Results

All interviews were coded and analysed using qualitative
content analysis (25). Even though the questions were the
same for all groups, the conversations that emerged slightly
varied. To be able to categorize the most important topics
and points of interest that were discussed, the arguments
and quotes were categorized in three categories:

* Lighting in VP

* Green Screen Pipeline vs LED Panel and Rear Pro-
jection

¢ Communication with the VAD

Within these topics, TPs discussed the current state
of and their experience with VP, their hopes for future
improvements and barriers they encountered during the
workshop.

The results and quotes were then color coded and divided
based on the results. See appendix 11.1 for the full analysis
and all citations.

3.1.1 Positives and Opportunities within VP

As the test participants mostly had limited experience with
VP but have been working in the industry for a varying
amount of years, the opportunity to experiment with this
new technology proved to be an interesting look into the
potential future of film making.

A common theme across the interviews when focusing
on the positives of VP, was to speak about the general
advancements in technology and compare it to traditional
film making, as well as previous studio techniques such as
using green screens. When talking about lighting in VP,
TP1 from FG1 noted:

”I [...] enjoy [...] that you can change the light in the
scene and then change the lights in the physical world as
well. But I think we still need to learn in which order to do
ir.”

Similarly, TP1 from FG2, while discussing the same
subject, went into more detail on the technical aspects of
film making in VP, quoting:

"How do you match the projectors contrast with the
contrast of the lighting that [...] we made on set [...] that
was good fun.”

Apart from the technical aspects of VP, a common re-
emerging theme that kept concerning the participants, was
the communication between the film crew and the VAD.
When discussing the cooperation between themselves and
the VP technician of that day’s set, TP2 from FG1 claimed
it was: ”[...] kind of like having a set designer, operator
and gaffer in one.”.

Most of the participants conceptualized the DoP in VP
pipeline by trying to figure out solutions that would make
the process more streamlined; some of which delved into
the possibility of an automated solution for lighting. TP1
from FG2 explained:

It it would be really interesting if there was a program
that [...] fit in with the way a camera works. [...] like, OK,
how much light is coming? Does this room have? How
many stops are we looking at?”

On a similar note, TP2 from FG2 continued:

”Because then you can talk about color correcting.
Then you can [work] on the look of the final picture
while working on the look of the background and kind of
complementing each other and [...] then you have to keep
the shadows clean or what’s the Max, my highlight, where
does that fall on the curve that we want for this look and
stuff like that might make a lot of sense.”

3.1.2 Learning Curve and Communication

A second recurring theme was the participants identifying
parts of the process that require for adjustment and learn-
ing, usually through improving the crew’s communication.
TP1 from FG1 wondered:

”If you should change the physical light first or you
should change the light in the digital (Virtual Background)

[first].”

On a more technical standpoint, TP2 from FG2 appeared
to have struggled with the contrast and the exposure whilst
attempting to match the subject’s shades to the virtual
background’s colors. They noted:

”The contrast ratio was really hard to get. You had to



kind of bake in the contrast a lot more than you would
when you’'d be shooting normally. I think [...], normally
we had a contrast ratio on the screen of [...] three to four
stops. So like the the blacks [...] weren’t actually black.
They were like just four stops under. [...] I found really
hard matching was that you didn’t have the same kind of
roll off in your exposure on your curve.”

Similarly, TP1 from FG1 struggled to achieve true color,
but they pinpointed it to the communication with the VAD:

[ think you just need to do it a couple of times with the

person and learn how they interpret. Like, should I just say
numbers or should I just say I want something warmer? Or
should I say I wanted A2, 3200 Kelvin? [...] It’s like more
intense? Or is it the temperature? [...] it’s still the same
terms we use, it’s just a new way of communicating it?”,
they noted. To what TP2 from the same group continued
in saying:
7 [...] The most new thing about this [is] the language
[used to] communicate with the person about this.” To
which they added: ”[...JAlso [I found confusing] the
steps. First you need to find. OK, this is going to be the
background you think, but you need to like turn the things
and they will find the background after?”

3.1.3 Limitations and Barriers

Apart from the general interest the participants showed in
the experiment and the opportunity they got to understand
this new technology, there was also a lot of skepticism on
whether VP is at a production-ready state. A common dis-
cussion topic throughout all three focus groups was the
counter arguments, limitations and requirements from a
DoP perspective.

An example of this skepticism was well described by
TP1 from FG2, saying:

”I don’t know if [VP is usable] where it is right now. [
don’t think I'd want to use the technology to do that. 1
think I'd much prefer to be on set in on a location and
work with that.” to which TP3 added: ”I couldn’t contain
as much light as there was in the the film like [I would] in
real life.”

TP2 from FG2 also had certain thoughts about the
limitations of lighting in VP. Regarding the technical
aspect, they wondered:

”You have to keep your your exposure quite low to be
able to expose for the screen. I find it quite limiting that
you had to expose for the screen also because it didn’t give
off light.”, continued by: “There’s one of the big problems
is that if you get close to the screen, you have the screen
that has like a it doesn’t have focus roll off. It’s just like
everything is in focus right now. [...]”.

However, they agreed that these issues might have been
specific to using VP with a back-projection, and could
have been solved, or become less apparent when working

with a Volume (LED) Panel.

TP2 from FG2 had another concern regarding the art
direction of the experiment:

”In regards to like creating an environment that lighting
environment that follows around, it needs to be super flexi-
ble to work because there’s also a lot of creative decisions
init.”

3.2 Conclusion

Through the interviews, data was extracted on the partici-
pants’ opinion on VP as a technology from a photographic
perspective. These proved to divide the common consen-
sus in three major categories:

1) The Positives; Opportunities of VP, the similarities with
traditional fim making and the improvements of the craft
through this advanced technology

2) The ”loose ends” of the DoP process in VP. Adjust-
ments that need to happen in order for this technology to
be ”production ready” with automated solutions and how
the crew can communicate with the VAD seamlessly.

3) The negatives, limitations and requirements of The
process. What scared them, annoyed them or made them
feel that traditional film making is not going away any
time soon.

In general, the participants seemed to have attained a
good understanding of the technology after being part
of each respective workshop. The opportunities that
the technology creates were quite clear, with certain
limitations bothering them retroactively in how they can
be solved and improved. The technical limitations were
mostly focused on the inability of the back projection
to emit light and they were positive that a LED panel
would not have the same restrictions. For the most part
they agreed that creatively, VP allows for more creative
freedom, as long as the process is streamlined to the extent
that the technology does not stand in the way of the artistic
expression.

It became apparent that VP as a process seemed to
them more intuitive in general than working with a Green
Screen, as “you can be more creative” without ”giving the
footage to someone and hoping for the best” (TP1 from
FG1).

Additionally, most of them commented on the new layer
of communication created between the DoP, the camera
department and the VAD. Most of the participants agreed
that whilst within the limits of the workshop the commu-
nication was smooth and intuitive, a larger set with a big-
ger VAD, the communication could exponentially become
problematic, and thus there is an immense need for figuring
out a "mutual language” that translates the terms between
those two drastically different departments.



4. METHODS

Methods, Hardware and Software used for the imple-
mentation as well as the creation of the short film:

The base of the implementation of the prototype was cre-
ated in Unreal Engine 5.2, using both the blueprint sys-
tem and the C++ system, creating custom classes in Visual
Studio 2022.

Testing the prototype was done using a Blackmagic De-
sign Cinema Pocket Camera 4K and an Elgato Cam-
Link.

The Photoscanned 3D model was created by using Poly-
cam on Android for photogrammetry, and Autodesk
Maya for cleanup.

After the lighting dataset was created in UES, the mod-
els were created, built and trained using Python 3.11 and
Jupyter Notebooks in Visual Studio Code.

The movie screenplay was written and edited using the
Microsoft Office suite.

The "Egg” short film was shot on a Blackmagic De-
sign Cinema Pocket Camera 4K, using a Samyang T1.5,
30mm lens.

During post production, the editing was done in Adobe
Premiere Pro and the color grading was done in Black-
magic Design DaVinci Resolve. The files were exported
from Premiere to DaVinci using the XML format, and after
grading they were sent back to premiere as exported LUTs.

5. TECHNICAL IMPLEMENTATION

Considering the interviews of the DoP and specifically
their concerns about the constant color-manipulation to
correct the visual outcome, there is a need for tools used to
streamline the process are needed, since the lighting setup
in a VP set is different from that of a traditional film set.

The industry-standard way of achieving such uniformity
between physical and virtual worlds is manually adjust-
ing them in every shot or using Digital Multiplex (DMX)
lights to automate part of the procedure. The constraint
that comes with current automation techniques using DMX
lights is that they light up the set based on the Virtual Scene
lighting. While this gives a lot of flexibility to the VAD, it
limits the DoP in the way they choose to emit light on the
actors. Building a system which would achieve the op-
posite of that procedure (i.e. having the DoP set up the
physical lights based on the actors and camera and having
the virtual scene adjust to it automatically) would be use-
ful for many low or high budget productions. It could be
argued that a tool like this, unlike the DNEG system (12),
could be completely hardware-agnostic and perform well
in many different lighting scenarios.

5.1 First Iteration

The way that the original implementation was set up, the
process involved two main parts: the Computer Vision
phase and the Look-Up Table (LUT) generation phase.

5.1.1 Computer Vision Phase

5.1.1.1 Camera Footage Input

Began by capturing footage in Media Stream using the
Blackmagic Cinema Pocket Camera 4K yet any camera
could be used in this system. This footage served as the
input for subsequent processes. To do this in real time,
additional hardware was needed, such as the BlackMagic
Design Decklink, or in this case the Elgato CamLink 4K.

5.1.1.2 ML-Based Segmentation
Utilizing ML algorithms within UE5 to segment the

camera footage and specifically the OpenCV library for
UES.

5.1.1.3 Color Profile Extraction

Extracted color profiles from the segmented elements.
Depending on the depth of information that one wants to
store, the more complex it could prove to be. For instance,
trying to account for other visual information such as the
NITS of the LED Panel would change the way that the
color extraction is performed. In this situation, only the
Color profile and scheme were

5.1.2 LUT Generation Phase

According to Selan (26), three-dimensional LUT enable
for real-time color processing of high-resolution imagery
and could be considered “production-ready” even at the
moment of publishing. When it comes to LUTs for Color
Grading Unreal Engine uses 3-Dimensional LUTs (27), by
using built-in drag and drop techniques that make it ’easy”
for users to modify on demand (27).

5.1.2.1 LUT Generation

Based on the extracted color profiles, generate a LUT
using dedicated algorithms or plugins. The LUT serves as
a mapping between the current color representation and the
desired color correction.

5.1.2.2 Applying LUT to Virtual Scene

Implement the generated LUT within UES to adjust the
virtual scene’s lighting and post-processing effects. This
ensures that the virtual elements seamlessly integrate with
the real-world footage in terms of color accuracy. Unreal
has a drag-n-drop LUT import system that can even be ad-
justed on runtime, by manipulating the default LUT into
the new changed color values.

5.1.2.3 Real-Time Color Correction

Enable real-time color correction within UES, allowing
DoP and VP technicians to visualize and adjust the scene’s
colors on the fly.

It is important to note that this iteration could prove ben-
eficial for a wide variety of applications. The existence of
LUT Generators is important when it comes to color grad-
ing in any aspect of real-time computer graphics. How-
ever, LUTs are applied to post-process materials and post-
process volumes, as they transform the colors of the entire



Figure 1. Custom LUT Generator
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scene by remapping them according to pre-defined color
look-up textures.

Because of this, LUT’s are part of the post-processing
pipeline to adjust the final appearance of the rendered
image. Hence, it is something that is very useful for
altering the final rendered image, but that can be an issue
when it comes to a VP setup that is aiming to achieve
Final Pixel in Camera. The reason for that is that the VP
Background is not supposed to have a “cinematic” look
similar to the desired final result; yet to simulate how the
background would be in a real-life setup. Zwerman and
Okun (2024) describe:

"It is important to recall that the LED wall [...] is sup-
posed to produce light similar to the real world. The LED
wall is not a large movie screen. (1), pp. 302. Zwer-
man and Okun go on explaining how it would be a mistake
to apply non-linear curves such as film emulation on the
LED wall, resulting to double LUTing”. This effect de-
rives from the fact that any artistic look applied on the LED
wall, would also be applied to the output of the camera.

5.2 Second Iteration

The basis of the second iteration was a Virtual Produc-
tion oriented approach, creating a framework that calcu-
lates light direction and estimates color values from every
frame (or whenever the user chooses to enable it). Similar
approaches have been implemented in the past; Sial et. al.
created a similar model that uses Deep Regression to cal-
culate light direction and estimate color with high accuracy
in a wide variety of input images and scene setups (17).
Since this prototype’s aim is to be used solely in VP Envi-
ronments with a strong focus on lighting on actors’ faces,

the way the model was trained was handled in a less ab-
stract manner, while still being trained on a synthetic im-
age dataset that was generated.

The models created for this tool were made using deep
learning, specifically a CNN, to perform deep regression,
predicting continuous values in the form of positional co-
ordinates (X, Y, Z) and color values (R, G, B) from im-
ages. The CNN trained on complex patterns from image
data through supervised learning, with the goal of mini-
mizing the error between predicted and actual values using
a loss function, such as Mean Absolute Error (MAE) and
Mean Squared Error (MSE). Additionally, normalization
was ensured in order to balance predictions.

Three models have been created for two different uses:

1. Light Direction Predictor,
2. Color Estimation,

3. Combination of both.

The models were trained by using 3 different synthetic
image datasets, for each of the three individual models.
The first and second model were trained on 1000 indi-
vidual images each, whereas the third model was trained
on a merged dataset containing the first two, plus another
1000 images (3000 in total). It is important to note that
even though these datasets were big enough to train the
models for this prototype with acceptable results, in order
for a system like this to be used in an actual production
and in a variety of different lighting situations the datasets
would need to be considerably larger, as well as trained on
a variety of faces and assets.

The images contained in the datasets have been captured
from the UES view port, simulating a media stream, by us-
ing a photo scanned face model. Then, a random light was
placed in the scene, and captured the shadows that were
casted on the photoscanned face, as well as the light’s cur-
rent position and color. These were stored as X, Y, Z float
values for the position, and R, G, B float values for the
color.

After training the models, they were exported as .onnx
files, to be used in Unreal Engine using Unreal’s Neural
Network Inference built-in plugin.

Additionally, a more lightweight version of the color pre-
dictor has been created, that is able to change the color
of an Unreal Engine object (whether Material or Light) by
reading the Render Texture pixels directly on screen. This
process, whilst less accurate as it has to manually adjust
for Color Profiles and Difference in objects in the scene,
is much lighter to run, as it does not incorporate the real-
time usage of any Neural Network or any other Computer
Vision directed approach.

5.2.1 Model Training Process

5.2.1.1 Photogrammetry

An important aspect of training this light predictor with
a small dataset in order to produce accurate results, would
be to emulate the light on the actors’ face and train it ac-
cordingly. This predictor would not be highly accurate



when it comes to different objects and setups, but in a VP
environment, the model should cover most of the cases in
which it is needed. As shown in the interviews, the most
common concernt of the DoPs was how to dynamically
light an actor’s face. It can be assumed that this is a strong
point of focus, as for static objects and scenes or in any
scenario that the acting part is not affecting the scene, the
lighting setup should also remain relatively unchanged.

Figure 3. Photoscanned model in Autodesk Maya 2024.2
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Polycam for Android was used to create the 3D model.
The 3D asset was then cleaned and retopologized in Au-
todesk Maya, in order to have more accurate real-time
shadows in UES. It was not important to optimize it for
skinned and animated use, as long as the shadows casted
on the asset were accurate and without any artifacts.

5.2.1.2 LightPosition Dataset Creation
In order for the dataset to be functional and be used for

training an ML model, there was a need to create an au-
tomated way to produce a large number of pictures with a
randomized lighting setup, and their corresponding light-
ing information. When it comes to the Light Position pre-
dictor, a blueprint in UE5 was created to change the light
setup, capture the current viewport frame of how that light-
ing setup affect the 3D Asset (Actor’s face) and print on a
text file the corresponding Position of the Spotlight object
for that given frame.

The logic of the blueprint was implemented as follows
(also seen in figure 4):

* A random position is being generated, by creating
three float variables (X, Y, Z) and assigning a ran-
dom value to each, ranging from -150.0 to 150.0.
For the use of this prototype, a span of 3 cubic me-
ters was enough, but the range of the values could
change depending on the dimensions of the target
studio.

e The three float values are being casted to a 3-
dimensional position vector.

e The Set World Location node is used to apply the
newly generated vector to the Movable Point Light
in the scene. The generated location is passed as
the New Location input to move the light to the new
random position.

* The generated X, Y, and Z values are printed to the
screen using Print String for debugging purposes.
The position values are also saved to a text file (light-
position.txt) by appending them into a string and
writing it to the file.

Figure 4. UES Blueprint to change Light Position and Print
the values.

5.2.1.3 LightColor Dataset Creation

In a similar manner, the Blueprint to modify and store
the light color’s attributes also randomized values, stored
them in a light-color.txt file and synchronised the output to
the viewport capture that happened every one second. Both
blueprints share a similar structure: They generate random
values (RGB for color or X, Y, Z for position). They apply
these random values to a light component. They log the
results using Print String and write them to external text
files.

Figure 5. UES Blueprint to change Light Color and Print
the values.

5.2.1.4 LightPosition Model Configuration
This model was designed to predict the position of the

light source based on an input image. Specifically, it aimed
to estimate the X, Y, and Z coordinates of the light’s loca-
tion in 3D space. The model was tasked with taking an
image as input and predicting the light color in terms of X,
Y, and Z values.

The model was built in Visual Studio Code using Python
and Jupyter Notebooks as well as the TensorFlow libraries.

Description of model architecture as seen in figure 11.4:

 Input Layer: The input to the model is an image of
size 256x256 with 3 color channels (RGB). All in-
put images were captured at a Full High Definition
(FHD) in UES5, and are downsampled to 256x256
during the model training process, for easier train-
ing and the ability to handle bigger datasets.

* Convolutional Layers: The model uses 3 sets of
convolutional layers (Conv2D), each followed by a
MaxPooling2D layer. These layers are designed to:



— Extract important visual features from the in-
put image.

— Gradually reduce the spatial dimensions
(downsample the image) while maintaining the
most important information.

* Flattening Layer: After the convolutional layers, the
output is flattened into a one-dimensional vector to
be fed into the fully connected (Dense) layers.

* Dense Layers: The model uses two fully connected
(Dense) layers with 128 and 64 neurons respectively,
both activated by a Rectified Linear Unit (ReLU).
These layers further process the extracted features
from the image to learn non-linear combinations of
the features.

e Qutput Layer: The final output layer consists of 3
neurons with no activation function. Each neuron
corresponds to one of the X, Y, or Z color values.

In the process of training the model, it was compiled with
the Adam optimizer and the mean squared error (MSE)
loss function. The model was trained for 20 epochs? us-
ing the image dataset and its corresponding X, Y, Z (Light
Position) values for each.

After training, the model was able to be used to predict
the X, Y, Z color values for a new image. The model was
able to be tested both inside of Visual Studio Code by in-
putting a new image with an unknown lighting setup for
predictions. After the training, the model was exported as
an .onnx file to be used in UES with the NNE plugin.

3 Each complete pass of the entire training dataset through the network,
during which the model’s weights are updated based on the error between
predicted and actual outputs.

1

Figure 6. Result of Light Position Predictor

Pseudocode for TrainLightPosition model:

# Imports
import tensorflow as tf, os,
matplotlib.pyplot as plt

numpy as np,

3 from PIL import Image

24
25
26
27

28

# Dataset class
class ImageDataset:
def __init_ (self, folder,
self.image_filenames =
generate_filenames ()
self.labels = load_labels(labels_file)

labels_file):

def parse_label (self, label_str): # Parse X
, Y, Z (position)

return np.array([float (v.split('=") [1]
for v in label_str.split()])
def load_image (self, filepath): # Load,

resize (256x256), normalize
return np.array(Image.open(filepath).
resize ((256, 256))) / 255.0

# Dataset and model setup

dataset = ImageDataset (image_folder,
)

tf_dataset = create_tf_dataset (dataset,
batch_size=32)

labels_file

# Model: Conv2D + MaxPooling + Dense
2 model = create_model ()
3 model.compile (optimizer="'adam', loss='mse',
metrics=['mae'])
history = model.fit (tf_dataset, epochs=20)

# Predict and evaluate
predicted = model.predict (new_image)
loss, mae = model.evaluate (tf_dataset)
The Mean Absolute Error of this model is 7.198.
For the full Jupyter Notebook python file, along with the
output logs and predictions, see Appendix 11.3

5.2.1.5 LightColor Model Configuration

This model was designed to predict the color of a light
source based on an input image. The goal was to train the
network to estimate three key parameters: the X, Y, and Z
components of the color of the light (represented in a color
space like RGB). Similarly to LightPosition, the model is
trained with an image dataset, and its corresponding X,Y,Z
values. After training, the model takes a new image as
input and predicts three new values. These values could
correspond to some representation of color such as RGB
in this case.
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Figure 7. Result of Light Color Predictor

Pseudocode for the TrainLightColor Model:

# Imports
import tensorflow as tf, os, numpy as np,
matplotlib.pyplot as plt

3 from PIL import Image

4
5
6

8

9
10
11

3 model.compile (optimizer="adam',

# Dataset class
class ImageDataset:
def _ _init_ (self, folder,
self.image_filenames =
generate_filenames ()
self.labels = load_labels(labels_file)

labels_file):

def parse_label (self, label_str): # Parse X
, Y, Z (color)

return np.array([float (v.split('=") [1]
for v in label_str.split()])
def load_image (self, filepath): # Load,

resize (256x256), normalize
return np.array (Image.open (filepath).
resize ((256, 256))) / 255.0

# Dataset and model setup

dataset = ImageDataset (image_folder,
)

tf_dataset = create_tf_dataset (dataset,
batch_size=32)

labels_file

# Model: Conv2D + MaxPooling + Dense

model = create_model ()

loss='mse',
metrics=['mae'])

history = model.fit (tf_dataset, epochs=20)

# Predict and evaluate
predicted = model.predict (new_image)
loss, mae = model.evaluate (tf_dataset)

The Mean Absolute Error for the Color variation of the
model, built for 20 epochs, is 0.124 (as color values are
normalized to range between 0.0 and 1.0), by dividing the
absolute color number (range between 0.0 and 255.0) by
the number 255.

5.2.1.6 LightPositionColor Configuration

A third model was created that was trained to calculate
position and color given a single image. The main differ-
ence between the combined model to the previous two, is
that it was trained using all the datasets, and the fact that
it has 6 labels per image (X, Y, Z, R, G, B float values).
In addition, 3 (R, G, B) of the 6 labels were normalized to
range between 0.0 and 1.0.

The datasets were merged by training the model on each
of them and concatenating the images, position-values and
color-values to create a single combined dataset. When
training using the Color dataset, the position labels were
filed with the fixed [X,Y,Z] = (150.0, 150.0, 150.0) val-
ues, since the color dataset was created with the light hav-

ing that fixed position. Similarly, when training the com-
bined model using the position dataset, the color values
were fixed at [R, G, B] = (1.0, 1.0, 1.0) as the position
dataset was created with a fixed white light.

The architecture of the combined model can be seen in
the appendix 11.4.

5.2.2 Model Testing Process

In figure 6, on the left is the input test image, and on
the right is the result of the light position that the model
predicted in UES. It safe to assume that the difference in
lighting is of little to no importance, considering that in
a real world scenario the position of the lighting would
only affect the virtual background, based on the physical
changes of lighting.

In figure 7, on the left is the input test image, and on the
right is the result of the light color that the model predicted
in UES. Similarly to figure 6, the difference would not be
noticeable.

It is important to note that the only reason the 3D model
exists in the right image in the scene in figures 7 and
6, is to see how well it matches the reference. In a real
application, the scene on the right would only consist of
the target Virtual Background as well as an NDisplay
renderer. The light would take the same color and Position
and would affect the scene as it should, based on the
physical light on the face of the actor.

Additionally, even though both the Position and the Color
predictors have been implemented, in this prototype the
focus is on the Color Predictor, as it was the one planned to
be used during the production of the Short Film The Egg”.

5.2.2.1 Real Time Color Picker

A different way to test would be using a Color Picking
in Real Time setup. This setup could be used either
by using the pre-trained ONNX models, or by creating
a self-adjusting system from an input stream directly
connected to a UES material or light’s attributes.

As seen in figures 8 and 9, a media stream feeding the
color picker images at runtime changes directly the R, G,
B color values of the virtual lamp. This, is exactly the
same technique used in the one-shot scene transition of
”The Egg” short film.

5.2.2.2 Models as ONNX files

To export the trained models as .ONNX files, in order to
be used with the NNE plugin in UES, the tf2onnx and on-
nxruntime libraries for python were used, as seen in figure
10.



Figure 8. Color Picking in Real Time 1

Figure 9. Color Picking in Real Time 2

onvert. from_keras(model, input_signature=spec, output_path=onnx_model_path)

Figure 10. Simple python block to convert a trained Tensor-
Flow model to an .ONNX file

6. SHORT FILM IMPLEMENTATION

In order to test and evaluate the implementation of the
prototype, a short film production was conducted. The
crew consisted of current and former students of Aalborg
University Copenhagen as well as external film makers
with a strong interest in VP.

An important environmental transition shot came to life
using the prototype to dynamically change the lighting.
The DoP of the movie was asked to choose a way to modify
the physical lighting during the scene transition which was
shot using a one-shot take. The virtual light adjustment
tool was then used for adjusting the background lighting
setup accordingly.

6.1 Original Series and Backstory

The Short Film created was named “To avgo”; Greek for
”The Egg”. The film is a remake of a scene from the Greek
short film series Ekeinos kai Ekeinos (Him and the Other),
released in 1972 which marked a pivotal moment in Greek
cinema, written by Kostas Mourselas. Released during the
military junta, it stood out for its subtle yet critical political
commentary. The series used dark humor and absurdist
elements to highlight themes of oppression and resistance,
which resonated with the Greek audience during a time of
censorship and political turmoil (28).

The series was a ground-breaking look into the Greek so-
ciety of the early 1970’s with the characters contemplating
whether they should accept, embrace and adopt the reality
of an emerging “modern and new” world as described by
Elissavet Georgiadou (28).

The series’ influence was profound in both its artistic
style and its thematic content, challenging the norms of
traditional Greek cinema by adopting a more abstract and
allegorical style. It helped push Greek cinema towards a
more politically conscious narrative, while also expand-
ing the boundaries of the absurd and surreal as storytelling
tools. Its minimalist aesthetic also allowed lighting to
take on a symbolic role, using shadows and stark contrasts
to emphasize the bleakness of the characters’ situations
and the broader political context. By doing so, Ekeinos
kai Ekeinos not only influenced subsequent generations of
Greek filmmakers but also contributed to a growing wave
of European political cinema that challenged authoritari-
anism through art (28).

6.2 ”Egg” Short Film
6.2.1 Short Film Adaptation

The script has been modified to match the same fears and
understandings of people in 1972, with those of the people
today. "The Egg” takes the form of an Extended Reality
(XR) device, and the "new modern world” becomes that
of a potentially digital, parallel reality. The characters
from “Ekeinos kai Ekeinos” would find themselves in
2024 to contemplate the dangers and fears of this new
reality. Implemented using advanced VP techniques and
an ML-powered advanced media technology workflow,
the script results into being a meta-cinematic experience



Figure 12. Behind the Scenes 2

that delves into criticizing the advancement of technology,
whilst incorporating said advanced technologies in a way
that deems it to be self-actualized.

What stayed true to the original was the general ab-
stract and allegorical aesthetic, as well as parts of the dia-
logue between the two main protagonists, who have a more
vague dynamic, compared to the original, yet still depict a
long-lasting friendship.

6.2.2 Short Film Shooting

The shootings of the short film took place in August 2024
at Base.M studio in Aalborg University Copenhagen. The
crew consisted of a team of 10 people whilst many more
helped with their contribution before, during and after the
shooting days.

The short film was filmed entirely on a VP set. The vir-
tual background was being rendered in real-time using Un-
real Engine 5.2 and the camera tracking was performed us-
ing an outside-in system, as described by Zwerman and
Okun(1) pp.289, with Vive trackers and base stations posi-
tioned around the environment.

6.2.3 Practical use of Light Automation

In order to evaluate the Light Automation prototype cre-
ated for this study in an actual production, the shotlist was
made in a way to incorporate difference lighting setups, as
well as push the limits of dynamic lighting in a VP envi-
ronment. The film consists of two virtual scenes:

* Anundefined western virtual city in 2024. The light-
ing is cold, and there are people and cars in the back-
ground, showcasing the feeling of a busy, lively city.

* The inside of a huge shell that vaguely resembles the
inside of an egg, but could be mistaken for an eerie,

dark environment that leaves the viewer with a feel-
ing of solitude and isolation. There are no dynamic
elements in the background and the characters feel
detached from reality. In order to enhance that feel-
ing of loneliness that the characters may be affected
with, the scene is made in a way that assimilates a
liminal space, as mentioned in 2.1.

The movie follows the two characters, through their
conversation, in their journey from the city environment,
to the inside of the egg and back at the streets of the city.
The transitions happened seamlessly, without the dialogue
ever stopping, in a way that the characters were never
seemingly aware of the environment changing. Thus, the
lighting needed to play an important role in the transition
between the scenes, in order for the visual narrative to
follow along their arcs.

The decision to make the transition between the two
scenes take place during a one-shot, was in order to exper-
iment with dynamic lighting, both in the physical and the
virtual setup. The Automatic lighting prototype was incor-
porated during shooting for that specific shot, in order to
evaluate the usability and results of such system. As seen
in figure 13, the actor’s face at the beginning of the shot
was lit by the original physical lighting setup, whilst on
14 the actor’s face has changed color, as the DoP chose to
physically light up his face mid-shot, and following that the
background lighting setup automatically adjusted based on
the color of the actor’s skin as seen on 15.

6.2.4 Results

The final draft release of this short film ended up being 6
minutes and 33 seconds in length.

Semantically, it follows the dilemma of two longtime
friends on whether they should give up their daily routine
for a more polished, seemingly well refined and stress-free
reality by giving up on each other.

"The egg” is an abstract and allegorical term, used to
describe this “new reality” that the characters are consid-
ering entering. This new reality could be perceived as a
plethora of conditions and states of being. The movie hints
into the idea of the new reality being a completely virtual,
XR world, in which there is no “room” for companionship
and solidarity.



Figure 13. Actor before light transition (One-
shot).

Figure 14. Actor after light transition (One-shot).

Figure 15. Background adjusting to light transi-
tion (One-shot).

People? Endless, unique, close friends.

Figure 16. Characterl.

>

For as long as we hope, as we can, as we bear.

Figure 17. Character2.

Character 1 - seen in figure 16 - is a friendly and sensi-
tive man who is not easily convinced about changes in his
routine, and certainly not in letting go of anything he holds
dear.

Character 2 - seen in figure 17 - is an ambitious and head-
strong man who aims to change his life for the better, what-
ever that entails. His only weak spot, is for his best friend,
as he indulges his every whim.

The two characters are eager to discover new beginnings,
in order to be part of something bigger. However, their
long lasting friendship is either the thing that will push
them into the unknown, or keep them away from an
isolated circumstance that neither of them can escape.

The Final Draft of the film, released for this paper, can
be watched in the link that can be found in the Appendix
11.5.

7. DISCUSSION

According to the VES handbook of VP Visual effects have
constantly evolved since their perception, [...] yet today
the opportunity has never been more significant for visual
effects artists [as] VP with real-time animation changes
the game (1).

However, advanced real-time workflows are designed to
fit into a non-siloed production pipeline (1). Thus, the
spirit of collaboration and spontaneity is of utmost im-
portance. Real-Time VP tools can assist this effort and



empower filmmakers and technicians to deliver their best
work.

7.1 Automating Light for VP

One of the ways that VP has revolutionized filmmaking
is the flexibity and real-time control over lighting and
environments. It is safe to assume that filmmakers - and
especially producers - who created films before the rise of
VP would envy the ability of planning a 10-hour shooting
day for a single Magic Hour # Scene.

However, the flexibility that VP brings to modern film
sets, makes the collaboration between departments as
important as ever. Communication between filmmakers
can prove to be difficult, especially when they come from
different departments and fields, such as the DoP and
VAD. The role of VP technologists is to eliminate any
technical “’bottlenecks” in the production pipeline, allow-
ing the artists focus exclusively on Creative decisions.

Lighting, one of the most critical aspects of filmmaking,
becomes significantly more complex in VP, where digital
and physical elements must be seamlessly integrated.
The cinematographers that took part in the focus groups
expressed the difficulties of achieving consistent lighting
across virtual and physical environments and highlighted
how automated tools can streamline these workflows. As
described in 3.1.1, participants were excited about the
possibility of doing color correction in real-time. This
would result in an iterative creative process of adjusting
background and foreground until they compliment each
other. However, participants also noted that there is still
a learning curve and a need to refine communication
between the DoP and the VAD as referred to in 3.1.2.
It is important to remember that innovative automation
tools are created to assist the artists, instead of limit them.
Certain participants mentioned that they would prefer to
be on set on a location, than trying to simulate “real life”
light in a VP studio. 3.1.3

Al and especially DL systems, can open up new possibili-
ties for automating tasks that were traditionally performed
manually, such as lighting adjustments. In this study, a
tool was developed that addresses a key challenge in VP -
the real-time management of lighting setups - by utilizing
computer vision and ML models. The results, both from
the short film created (The Egg) and feedback from cine-
matographers, suggest that such automation can improve
efficiency on set and provide new creative possibilities, if
used carefully.

7.2 Practical Application

The prototype was put to the test during the production
of the short film “The Egg”, a modern representation of
the Greek short film series “Ekeinos kai Ekeinos”. The
decision to adapt a film that originally had a minimalist

“i.e. the time just after sunset and just before sunrise, producing warm
colors of gold, pink, and blue.

and politically charged aesthetic allowed the study to
explore the symbolic role of lighting in more abstract
terms. Lighting was not only used to set the mood, but
also to emphasize the thematic tension between reality and
illusion.

The automated lighting tool proved particularly useful
during the dynamic transitions between scenes, espe-
cially in a one-shot sequence that required continuous
adjustments to both physical and virtual lighting. This
experiment demonstrated that ML-driven automation
could effectively support real-time lighting changes,
particularly in complex shooting environments like VP,
where traditional lighting setups might slow down the
production process or create inconsistencies.

7.3 Limitations

Despite the clear advantages of using light automation in
VP, several challenges remain. The focus group interviews
identified the need for better communication between the
film crew and the VAD, especially in terms of understand-
ing the technical aspects of light calibration across digital
and physical sets. Cinematographers often struggled with
matching the contrast of virtual environments with that
of physical lighting, a task that requires both artistic skill
and technical expertise. This points to a broader challenge
in VP, where the boundaries between digital and physical
filmmaking processes are still being navigated.

Additionally, as much as this system is designed to be
hardware-agnostic, the current state of VP does not allow
for universal solutions when it comes to lighting, as setups
vary vastly. An LED volume setup, a back projection setup
and even a VP using green-screen setup, all need to be
treated in unique and individually calibrated ways. Even
if the tool managed to work perfectly and predict light
color and position with maximum accuracy, the real-world
setups would vary. For instance, an LED volume acts as
a physical light source as well as a background. Thus,
the physical lighting would be affected by the adjusted
virtual lighting for every cycle, resulting in a self-adjusting
infinite loop. Presumably, the best solution for a problem
like this would be to integrate in a system like this
physical light manipulation techniques such as DMX light
adjusting system. This way, the user would have complete
control over the lighting setup of both virtual and physical
assets.

Furthermore, regardless of the success rate of any auto-
mated light manipulation system, the focus groups partic-
ipants expressed skepticism about relying entirely on au-
tomation for creative decisions. Cinematographers empha-
sized that while such tools can enhance the workflow, they
should augment rather than replace human intuition and
creativity. This echoes broader concerns in the industry
about the role of Al in creative fields.



7.4 The future of Filmmaking

The results of this study suggest that ML powered light
automation could play an increasingly important role
in the filmmaking, especially in VP. The development
of tools that can streamline parts of the process and
focus on creative decisions will allow filmmakers to push
the boundaries of what is possible in terms of dynamic
storytelling as well as immersive environments. However,
for technologies like this to be fully adopted in the
industry, there is a need for further refinement in terms of
purposeful automation and user experience (UX) design,
to assist creatives who might not have extensive technical
knowledge.

Additionally, as the tool proposed in this study was a
prototype, the models used were trained for a very specific
setup. A tool like this would need to be much better
trained on a way larger image dataset. As described in
5.2, the model would need to be trained on a larger dataset
with a bigger variety of inputs. H. Sial et al. created a
deep-learning regression system that predicted with high
success rate the light direction and color given a single
image as input (17). Their system was not made to run
in real-time, but was quite successful with a large variety
of input images, such as individual assets and complex
compositions. To train their model, they used a complex
architecture as well as a 45000 images-long synthetic im-
age dataset. In order to simulate such a variety of different
scenarios in this study’s models, it would be needed to
match the length of their dataset as well as train it using
different actors and compositions. A possibility would
be to train the model using EpicGames’ MetaHumans 3
instead of photoscanned models in order to “feed” it with
a larger synthetic image dataset.

A different direction would be to train the model for
every production, specifically using the actors and assets
that would take part in it. Subsequently, this would result
in extra costs and planning, as the actors would need to
spend extra time before the shooting days for scanning.
However, virtual productions are increasingly willing to
invest more time and money in pre-production so that they
can reduce costs and uncertainties during the shooting and
post-production phases.

Moreover, as filmmakers continue to explore the artistic
possibilities of VP, there is a growing need for tools that
can balance the technical demands of virtual environments
with the creative freedom that is essential to storytelling.
Additionally, for any new technology to be deemed future-
proof, it needs not to collide with traditional filmmaking
methods in any way. In this context, automated lighting
tools have the potential to not only streamline production
processes but also open up new avenues for creative
expression. The combination of ML and VP offers a
glimpse into a future where filmmakers can experiment
with complex lighting setups and dynamic environments

3 Framework that allows to create fully customizable photorealistic
digital humans and use in UES.

in real-time, without compromising on the artistic quality
of their work

8. CONCLUSION

In conclusion, this study demonstrates the potential for in-
tegrating ML techniques into VP environments to address
key challenges in light automation. The tool developed
offers promising results, though further refinements are
needed to address the challenges identified by the cine-
matographers involved. Showcasing the technology to a
larger variety of cinematographers could proof beneficial
to better understand its general applicability.

The experimental short film shows that in practice, while
automation can significantly enhance efficiency and con-
sistency, it should ultimately serve to support rather than
replace human creativity.
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11. APPENDIX

11.1 Appendix 1: Color Coded Interviews

Full color coded data from Focus Group interviews:

Groon: pros and opportunities

Dark biue circle: general VP pros + similarities with “normal” film making g“‘"gé adjustments and leaming

Light blua clrcle: technical opportunities and Ideas ircle: communication

thesis test participants

QUO  Lighting In VP
TES

Me  How did you find t specifically rom the D point
of view and the lighting point of view? What were:
the main light constraints or difficulties that you
wouldn'tfind on a adional set?

Greenscreen / LED vs Rear Projection

what about the difference between
shoofingn the studio with a green screen
and shooting in the stucio with a virtual
production background? Because on the
green screen you just care about the
actors being evenly fit and everything.

GIPL + treayenioy e ting e

« you can see and go0

o If'you should change the physical light irst
o you should change the lightin the in the
digital.

« And lghiing Scenes in physical worl s quite
easyand | ikifs ustitsustanes @)
workllon which s fice.

« think what we think of is always like where
does the light come from? |...|

< Itslike the reference of how we light
‘everything. And then it's just ihe matier of
like controlling the light.

* And| think soitwas, itWoUld depend on e
scene, the digital scene, always on how you
wanted to light the thing,

GIF2  + Andithinking like when dohow do we shoot
that and where should the light be niow instead
ofwhen yourte on sef or you'e in a real
lacation, you just it just comes very natural
because you can see everyling atonce, at
every angle at once. But here you have o
change itaround.

 We're just starting outjustike il and error of
it. Butyeah, with this there's | thinkits also
ke rying o wrap your head aroundit
because there's somany possibilfies hatits it
can b kind of ke overshelming where in the
el world ifs just kind of you have towork
with what you got

» Soitwas really interesting to see how o
malteh, How we can get he lighting (o match
authere and hut also Just to convince yourselt
ol it because we knowits notreal, Sohow do
Yol £an you even convince yourself atirs
real?

= Soit kind of nuins the magic in doing it
yourself,

(ST

G2P1  » Real life, like the highlights. We talked a lot
about the highlights.

+ Andwe stuggled a litle bitwith the with the
projector because it could't quite reach the
white point. Which meant that it kind of looked
slightly off because we were making it look like
itwas overexposed. but it wasn't quite white,
sait didn't feel overexposed.

© SoWe e played around with that and we
used some filters in front of the lenses,
‘some promised|?] and Glimmer glass|?] to
kind of give it a sort of texture of a softness.
and a hit of glow around the edges of the.
windows.

= Haiw do you match the projectors conirast with
e contast oftieightng hatyouvieve (@)
made on et Hat was really that was good fun.

« Sol think we just decided to push it more kind
of ke the Noir way [laughs] and go strong in
the contrast.

o llwould have been much more of a
challenge if we ried 1o light it to be almost
ke this sort of soft daylight.

« youalways have (o remember what
theimage is on it

Red: cons, limitations and requirements

Communication with the
VAD

what about the
communication with the visual
production crew? Like, was it
limiting for you thatyou had to
go o somewhere, o
someone fike Matihias and
ask him to change things?
iere here any

communication issues?

« 10Tt g g at al
Anct hinkyou fust need Q)
(G 0ita couple of times
it the person and learm
o they interpret. Like,
should 1 just say nuimibers
o should justsay Twanl
something warmmer? Or
shiould 1 say | wanled A2,
3200 Ketvin? Orits ust
heway you need folearn
o communicate with the
W BECASE IS e Sariie
ihings. 1ts ke more
nfense? Or st e
temperature? OF i it ke
its il ihe same teris vie
e s st a new way of
communication it

« communicationis whats ()
e most nesw thing about
andalso st e language
communicate with the
person about s

« Yol have fo think about
‘hat angles you want

|.1A¥s0 Il found confusing]
the steps. Firstyou nieed to
find. OK, this s going tobe
the background you tink, but
‘you need tolike tur the
things and they will ind the
background after?

interesting itwasn'ta
prablem hut it was ke a
wie had to kind of find that
sort of mual language
between Us because we're
we're saying (o him oh can
webring it e
background] dow two
stops? That doesit
Ganslate o whatyou're

g
@

S0, bul as soon as you get
tohose fide shots] and
you want the background,
that was where it was like
OK, dowe believe in his

G2P2

G3P1L

G3P2

G3P3

c3pe

background? Because its
ot quite out of focus:
> the closer you are o
the and the more out of
focus the background
is. the more believable.
itis at the moment.

“The contrast togel You
hadl o ind of bake in the conrast a lot more
han you would whien yourd be shooling
normally.
ik like the big thing for me was like.
normally we had a contrast rafio on fhe screen
of thre stops, three (o four stops. Solike the,
the blacks that look black weren't actually
black. They were ke Just four stops under.
=

o Ifound really haref matching was that you

didht have the same Kind of roll offin your

EXPOSUFE 00 YOur CUNVe.
You Have 1o Keep yor your exposure quile.
lowfo be able 1o expose for the sereen. | find
it quite limiting that you had to expose for the:
‘screen also because it didn't give off light.
There's one of the big problems is that if you
Getclose (o he screen. you have e sereen
that has like a it doesn't have focus ol off. It's
justlike everything is in focus right now. [...)
Rut ther data

autpu




11.2 Appendix 2: LUT Generator

Entire Python Scripts from Implentation 1 of custom LUT-
Generator:

import numpy as np
import cv2
def color_transfer (source, target):
# converts the images from the RGB to L#abx color space.
#(note: OpenCV expects floats to be 32-bit, so use that instead of 64-bit)
source cv2.cvtColor (source, cv2.COLOR_BGR2LAB) .astype ("float32")
target = cv2.cvtColor (target, cv2.COLOR_BGR2LAB) .astype("float32")

# computes color statistics for the source and target images
(1MeanSrc, 1StdSrc, aMeanSrc, aStdSrc, bMeanSrc, bStdSrc) = image_stats (source)
(1MeanTar, 1StdTar, aMeanTar, aStdTar, bMeanTar, bStdTar) image_stats (target)
# subtracts the means from the target image

(1, a, b) = cv2.split (target)

1 —-= 1MeanTar

a —= aMeanTar

b —-= bMeanTar

# scales by the standard deviations

1 = (1StdTar / 1StdSrc) = 1

a = (aStdTar / aStdSrc) =* a

b = (bStdTar / bStdSrc) = b

# adds in the source mean

1 += 1MeanSrc

a += aMeanSrc

b += bMeanSrc

# clips the pixel intensities to [0, 255] if they fall outside this range
1l = np.clip(l, 0, 255)

a = np.clip(a, 0, 255)

b = np.clip(b, 0, 255)

# merges the channels together and convert back to the RGB color
# space, being sure to utilize the 8-bit unsigned integer data

# type

transfer = cv2.merge([1l, a, bl)

transfer = cv2.cvtColor (transfer.astype ("uint8"), cv2.COLOR_LAB2BGR)

# returns the color transferred image
return transfer

def image_stats (image) :
# computes the mean and standard deviation of each channel

(1, a, b) = cv2.split (image)

(1Mean, 1Std) = (l.mean(), l.std())
(aMean, aStd) = (a.mean(), a.std())
(bMean, bStd) = (b.mean(), b.std())

# returns the color statistics
return (l1Mean, 1Std, aMean, aStd, bMean, bStd)
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The nane . Losses.sparse_softaax_cross_entropy 1s deprecated. Please use tf.cospat.vi.loss

es.5parse_softnax_cross_entropy instead

class Taageataset
bels_file)
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<e1. tnage_folder - inage_folder
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dof parse_label(self, label str)

Parse a label string like 'X-92.233 ¥-36.110 2-10.996" into a List of floats.
Values « label_str.split()
2 = float(values[2].split('=")[1])
return mp.array((x, v, 21)

def load_inage(self, filepath)

Load the inage, resize to 1286128, and normalize to [0, 1]

a5, 356)) @ esize o 25055 or uifary
s = iy Clasee) J 258 # formation pirat iins
return inage

Cpo EReman T ey
ina resi;

et _len_(se16)
Return the number of inages in the dataset
return Len(se1. inage_filenanes)

def _getiten_(self, 160)
Get the inage and corresponding label at the given dndex

g path = o pa:Jotn(seLs-nsge rorder, sel¢. nage._Filensmes{1de])
inage - sel#.1oad_inage(ing_path)

Label - se1f. Labe1s[idx]

return tnage, 1abel

{5

inage_folder = rc:\Users\ \Unreal Projects\Lightautonats ' r
Labels_file - A _position.txt
dataset = Tnageoataset (Laage._folder, labels_file)
dataset_length = len(dataset)
print("Length of the dataset:", dataset_length)
Length of the dataset: 100
the dataset s initialized properly, I will try to access the 386th elenent (index 385) and print the inage and its copresponding X,V,2 values

Ao ety

rint (e lobestony v-Clabel {11, 2-Ciabe121y)

it i

PIt.axis('off") # Hide oxes for clarity
1t show)

s greratory
or 1 in rangeCLen(éntaset)
inage, labe - dataset(1]

vield inage, label

¢ datacet o t.data.Dateset-from senerator (gerator,
output_types=(tF. loats2, ¢F.Floats2),
output_shapess((255, 255, 3), (3,)))

tf.

ietea aise = 32
€ _dstaset = tF_dataset.shuffle(buffer sizeslen(dataset)).batch(bten size)

Call1ing Datasetv2. Fron_generator (fron tensonflos.python.data.ops.dataset_ops) with output_types 1s deprecated and will be

enoved in 3 future version.

Instructions for updating

Use output_signature instead
Cal11ng Datasetv2. from_generator (fron tensonflo. python.data. ops. dataset_ops) with output_shapes 1s deprecated and will be

renoved in 3 future version
Trstractions for updating
Use output_signature instead

#4nd now I°LL try to define the Lignt direction quesser model

from tensorflow.keras inport layers, models

do crestemodel()
odels. Sequential ([
Lyers-Comao (32 (3 31, activations'relu" input_shapes(25, 258, 31
Layers Maxpool ing20((2, 2)).
Layers Comv2D(64, (3, 3), activations"relu’),
Layers Maxpool ing20( (2,
Layers.Comv2b(126, (3, 3), activationsrelu’),
Layers asdonlingn( (3, 2),
Tayers. Flatt
Loyers.bense(128, activatione‘relu'),
Layers Dense(4, activationsrelu

b
Layers.Dense(3)  # output 3 values for X, Y, Z
b}
return model

mode1 - create_model()
Compile the model
odel. conpile(optinizers'adan’, Loss="nse’, metricss['mse’])
1873: The nane tF.get_default_graph is deprecated. Please use tF.compat.vi.get_default_graph inst

ead.

The nane tf.nn.nax_pool 1s deprecated. Please use tf.nn.sax_pool2d ins
cead

_init_.py:309: The name tf.train.Optinizer 15 deprecated. Please use tF.conpat.vi.train.Optini

epochs - 20
history = nodel. Lt (¢ dataset, epochs=epochs)

epoch 1/20
S15\EF utids.py:492: The name 1F.ragged. RaggedTensorValue is deprecated. Please use 1F.comat.vi.ragged.R

aggedtensorvalue instead.

Layer_utils.py:38s: The nase Of.executing_eagerly outside_functions is deprecated. Please use t

F.conpat V1 executing_eagerly_outside_functions instead
555 427s/step - loss: 12594.7344 - mae; 92,4348
535 413ms/step - loss: 673,801 - mac: 70,4098
545 426ms/step - loss: SI72.8594 - mae: 59.0256
625 414ms/step - loss: 36712314 - mae: 47,8720
615 d0ins/step - loss: 2348.5081 - mae: 36.9512
25 40ans step - loss: 1893.9462 - nae: 32.4952
25 408 /step - loss: 976.6108 - mao: 22,0990
625 1ins/step - loss: 689.8715 - mac: 18.6587
635 412ns/step - loss: 602.7615 - mae: 16,1466
635 d07ms/step - loss: 37,2935 - mae: 141760
35 a1ins/step - loss: 263.0969 - mac: 11,5955
635 a13ms/step - loss: 255.0045 - mac: 117284
s a1ins/step - loss: 193.9049 - mae: 9.8998
615 d0sms /step - loss: 182.4113 - mae: 9.7308
555 d0sms /step - loss: 151.7756 - wae: 8.6416
St d1oms/step - loss: 157.7937 - mae: 9.0556
55 407ms/step - loss: 131.2504 - mae: .0980
- 55 a1ins/step - loss: 129.1344 - mae: 8.2673
- 585 d0oms/step - loss: 106.6531 - mae: 7.2637

- 55 d09ms/step - loss: 162.5466 - mae: 7.3299

s the tet inape (or exmple)
e mgum - DataNerIasge_for_prediction.pr
T e

e iy i (G

new_inage = np.expand_dias (new_inage, axis=0)

predicted.values - nadelpredict (vew._inage)
prin(f-Predicted X, Y, 2 valuss: [predicted values)”)

11 =] - @5 24ms/step.
Prediceea ¥, ¥, 2 velues: [(30.330475 56168755 34.09993 11

e aset
prink(¢-vean absolote Errors (nae1)
32732 (= <] - 435 S2ms/step - loss: 96,1078 - waes 7.1983

Mesn Absolute Error: 7.198288917541504

The m.0.e of ~7cn is acceptable, as the expected difference in Lighting betueen two positions 7
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vy 35 00

ex.sparse_softam_cross_entropy instead
class TmageDatase
et inie (a1t tnge_folder, Iabel Stley
Initislize the dataset with an inage folder and labels File.
self.inage_folder = inage folder

by npﬂv(hbels e, v
e iabets = 3ek. prae abonline.srip() for Tine n file]

oLt FLiovine + (4 Higheesscrasnshor(strcly SFAT1(5Y) pog” for 4 in

ef parse_Label(self, 1abel str)

Parse a label string like “Xe92.233 ¥236,110 2610.996 into a list of floats

abe1_str.split()

Feturn mp.areay((x, v, 2])
def 1oad_inage(sel, Filepath).

Load the snage, resize to 128126, and normalize to (9, 1

it = e ot convr )
image = dnageresize(256, 256)) ¢ fesize to 256u256 for urifornity
Imate - mparraycimate) / 295.0. # formatize pixel values 50 19, 1

reter thage

et _ten_(se16)

1 the nunber of inages in the dataset

return Len(seL. snage_ilenanes)
def _getiten_(self, 1x)

et the fnage and corresponding label at the given index

irg_path = o5 path. foin(self. insge_folder, self.inage_filensses (id])
inage - se1f. Load_insge(ing_psch)

Tabel = self. Labe1s (o
return taoge, label

e e e e

st g« Lenconose)
print(*Lengeh of the dat

aataset_Lengen)
Lengt of the dataset: 1006

xnage hbel dataset[385] )

it tabel (e, V- (abel {12, 2 Clbel(21)")

PLtLaclsC off ) 8 hide axes for clarity

det generator()
for 1 in range(len(dataset))
inage, Label = dataset(i]

yield tnage, label

e S e T
utput.types=(t#. Float32, tF.Float3z),
output shapes= (256, 256, 3), (3,)))

Cetch i

rontass = 45 datoset. sufFle(bufr_size-len(dataset)).batch(batc_size)

The nane . losses. sporse_softnsx_cross_entrapy 15 deprecated. Please use tf.comst.vl.loss

¥ calling Datasetyz. fron_generaton (fron tensorflou.python.data.ops.dataset_ops) with output_types L deprecated and will be r

enoved in  future version.
Instructions for pdatin
Use aueputstgnature instesd

¥ caling Datasety2.fron_gencrator (fron tensorflox.python.data.ops dataset_ops) with output_shapes §s deprecated and wdll be

Instructions for upisting
Use autput_stgnature dnstead
<

resoved n 3 future version
Tnstructions for updating:
Use output_signature instead

fine the Light strection gu
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11.4 Appendix 4: Model Architecture

mput 1

mput: | [(None, 256, 256, 3)]

InputLayer | output:

|(None, 236, 236, 3)|

v

convzd | input:

(None, 236, 236, 3)

Conv2D | output: | (None, 254, 254, 32)

.

ma

X _pooling2d

mput: | (None, 254, 254, 32)

MaxPooling2D

output: | (None, 127, 127, 32)

:

convld 1

input: | (None, 127, 127, 32)

ConvzD

output: | (None, 125, 125, 64)

;

max_pooling2d 1

mput: | (None, 125, 125, 64)

MaxPooling2D | output:

(None, 62, 62, 64)

y

conv2d 2

input: | (None, 62, 62, 64)

Conv2D

output: | {None, 60, 60, 128)

Y

max_pooling2d 2 | input:

(None, 60, 60, 128)

MaxPooling2D output:

(None, 30, 30, 128)

;

Hlatten

mput: | (None, 30, 30, 128)

Flatten

output: (None, 115200)

clen;

ge | input: | (None, 115200)

Dense | output: (None, 128)

o~

position_output

input:

(None, 128) color _output

input:

(None, 128)

Dengze

output:

(None, 3) Denge

output:

(MNone, 3)




11.5 Appendix 5: ”The Egg” short Film

11.5.0.1 Watch the short film
The VP short film can be watched in the following un-
listed link on YouTube.com:

e https://www.youtube.com/watch?v=AnOrfVIRIC8

Note: At the time of writing this paper, this cut is the
final draft for the MSc Thesis submission. For any later
releases, please contact the author.

11.5.0.2 Additional Behind the Scenes

Figure 21. BTS4

Figure 22. BTSS

Figure 20. BTS3

Figure 23. BTS6



	 1. Introduction
	 2. Literature Review
	2.1 Technology affecting Storytelling
	2.2 Current VP Pipelines
	2.2.1 Color Framework in UE5

	2.3 AI powered Computer Graphics in Cinema

	 3. Preliminary Interviews
	3.1 Results
	3.1.1 Positives and Opportunities within VP
	3.1.2 Learning Curve and Communication
	3.1.3 Limitations and Barriers

	3.2 Conclusion

	 4. Methods
	 5. Technical Implementation
	5.1 First Iteration
	5.1.1 Computer Vision Phase
	5.1.2 LUT Generation Phase

	5.2 Second Iteration
	5.2.1 Model Training Process
	5.2.2 Model Testing Process


	 6. Short Film Implementation
	6.1 Original Series and Backstory
	6.2 "Egg" Short Film
	6.2.1 Short Film Adaptation
	6.2.2 Short Film Shooting
	6.2.3 Practical use of Light Automation
	6.2.4 Results


	 7. Discussion
	7.1 Automating Light for VP
	7.2 Practical Application
	7.3 Limitations
	7.4 The future of Filmmaking

	 8. Conclusion
	 9. Acknowledgements
	 10. References
	 11. Appendix
	11.1 Appendix 1: Color Coded Interviews
	11.2 Appendix 2: LUT Generator
	11.3 Appendix 3: Training DL Models
	11.4 Appendix 4: Model Architecture
	11.5 Appendix 5: "The Egg" short Film


