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Executive Summary

The marketing landscape is rapidly transforming due to artificial intelligence (AI)

advancements, especially generative AI (GenAI) tools. They enable quick creation of

tailored, high-quality content, enhancing audience engagement. However, with GenAI

advancements come both promise and concern. Thus, balancing technological development

with ethical standards is crucial to ensure AI-generated content reflects values and builds

public trust. Existing research overlooks the influence of emerging GenAI tools on

companies and different departments, despite their increasing adoption. The contrast between

potential benefits and drawbacks of this technology emphasizes the urgent necessity for

examining its impact on the current business landscape and raising awareness of ethical

considerations.

In response to the identified gap in existing literature, this study explores how GenAI

influences marketing communications in large IT enterprises, focusing on current usage,

ethical principles, and impacts on marketers’ performance. Insights from professionals were

gathered through semi-structured interviews and analyzed with thematic analysis.

Socio-technical system theory and the task-technology fit model shaped the theoretical

framework of this research. The research revealed that GenAI is currently used in marketing

for micro-scale tasks. Large IT companies support this integration with training and

resources, leading to perceived increases in productivity and efficiency. However,

restructuring work processes has not yet occurred. Furthermore, ethical concerns are

significant, with many marketing professionals prioritizing brand protection and data

confidentiality. There is a gap in employees' awareness of specific AI regulatory guidelines,

necessitating improved training. The study found that GenAI enhances marketers'

performance by fitting well with their tasks, supported by user expertise and specialized

training. Nonetheless, human oversight remains crucial to ensure content quality and

alignment with corporate guidelines.

Through its analysis, the study offers insights for optimizing marketing communications

strategies and navigating GenAI's ethical complexities, aiding practitioners, academics, and

businesses in making informed decisions. It helps marketing professionals adapt to AI-driven

methodologies, emphasizes ethical considerations, and guides future research, enhancing

public trust, data security, and preventing misinformation.
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1. Introduction

In the realm of modern marketing, the emergence of GenAI has the potential to present a

paradigm-shift. By leveraging machine learning and AI algorithms, companies can now

produce a wide array of high-quality content in the blink of an eye, ranging from blog posts

and social media updates to videos and advertisements. This technology enables companies

to tailor content to specific target audiences, leading to more engaging and personalized

interactions. As businesses seek to remain competitive and engage with their audiences

effectively, understanding the profound impact of GenAI on marketing communications

(MarCom) becomes a pivotal research endeavor.

Existing research lacks insights into the impact of emergent GenAI tools on industries,

despite their growing integration. While many studies focus on education, the effects of these

tools on companies and operations are understudied. This research centers on MarCom, an

area significantly influenced by GenAI, aiming to fill this gap by shedding light on its usage,

impacts, and ethical considerations.

Moreover, this study uses Socio-Technical Systems (STS) and Technology-Task Fit (TTF)

theoretical frameworks. While most STS studies are conducted in manufacturing and

industrial settings, there are limited studies examining marketing as a more tangible area

within this framework. Additionally, there is a scarcity of research combining STS and TTF

principles, despite their connection across various contexts. This research makes a connection

and uses elements from both these frameworks to gain a deeper understanding of the topic.

1.1. Research Questions
1. How does GenAI influence MarCom in large IT enterprises?

1.1. What is the current usage of GenAI in MarCom?

1.2. How do marketing professionals consider ethical principles when integrating

GenAI into their marketing efforts?

1.3. How does GenAI affect marketers’ performance?
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1.2. Research Objective

In response to the identified gap in existing literature, this study aims to achieve several key

objectives. The primary objective of this study is to comprehensively explore and analyze the

impact of GenAI on MarCom strategies within large IT enterprises. By addressing research

questions, the study intends to contribute valuable insights to the integration of marketing and

technology. Moreover, ethical considerations in this area represent a critical focus of this

research. It aims to contribute to the development of guidelines and training material for

responsible GenAI utilization in marketing. This can ultimately help increase public trust,

enhance data security, and avoid misinformation.

The study also involves how GenAI is affecting marketers’ performance. The insights gained

from this research are expected to guide marketing professionals, business leaders, and

researchers in optimizing marketing practices and navigating the evolving landscape of

AI-driven approaches.

1.3. Research Relevance
1.3.1. Scientific Relevance

This research adds to our understanding of the evolving marketing landscape through GenAI.

First, it advances knowledge by addressing the gap in existing research. While emergence of

ChatGPT has generated significant interest towards GenAI tools, their impact on marketing is

still unexplored (Zhou et al., 2023). The study provides an analysis of how these technologies

influence marketing practices and businesses.

Second, the research critically examines the role of ethics in the implementation of GenAI. It

highlights the importance of ethical considerations in the development and use of AI tools,

thus guiding future research about ethical frameworks for these technologies. Third, it

empowers professionals with the practical knowledge needed to make informed decisions

about incorporating GenAI into their strategies, thereby advancing the field of marketing.

Ultimately, this research presents a novel theoretical framework, using STS and TTF

elements, aiming to inspire future studies with a fresh perspective.
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1.3.2. Societal Relevance

In today's digital age, where information and communication are paramount, marketing plays

a crucial role in shaping public opinion and influencing consumer choices (Sama, 2019). As

GenAI technologies become increasingly integrated into marketing, understanding their

influence is imperative from a societal perspective.

Additionally, the use of GenAI in marketing raises important questions about the data

security, transparency, and responsibility of content creation. It is necessary to assess how

companies navigate these ethical challenges in their pursuit of marketing success. Addressing

these ethical concerns is vital for ensuring that content produced through AI technologies

aligns with societal values and expectations.

Finally, this study contributes to discussions about the evolving nature of work, and

technology's impact on industries as businesses adopt this technology.

2. Literature Review
2.1. Introduction

AI agents powered by machine learning algorithms are quickly changing the business

environment, attracting attention from researchers (Kopalle et al., 2022; Ma & Sun, 2020).

While AI holds the promise of impacting numerous business aspects, some managers still

lack a proper grasp of its capabilities, limitations, and functionalities (De Bruyn et al., 2020).

GenAI introduces a framework for AI to replicate human creativity, making it valuable in

creative fields like advertising and marketing (Berg et al., 2023; Dwivedi et al., 2023). Recent

research shows ChatGPT outperforming humans in some knowledge-based tasks (Gilardi et

al., 2023). Nonetheless, there are many ongoing debates about the risks of GenAI, notably

ChatGPT. Despite these concerns, GenAI is expanding, raising important social and ethical

questions (Krzysztof Wach et al., 2023).

Before going to the next section, here is an outline of how this literature review is organized.

It starts with the required definitions for this study, then delves into the key topics, including
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usage, opportunities, concerns, regulations, and trust. It also provides a thorough review of

the theories used in this research.

2.2. Definitions

As a starting point, this section provides the definitions of the main elements of this research,

MarCom and GenAI. According to the American Marketing Association, MarCom is defined

as “coordinated promotional messages and related media used to communicate with a

market” (AMA, n.d.). Another definition is “the combinations of promotional tools,

marketing channels, messages, and media that marketers use to communicate with their target

customers” (Brooks, 2022).

The next step is defining GenAI. The absence of a globally accepted definition can lead to

confusion, where even a basic decision tree model might be considered as GenAI

(García-Peñalvo & Vázquez-Ingelmo, 2023). Thus, it is essential to clarify that in this

research, GenAI is defined as “a technology that leverages deep learning models to generate

human-like content (e.g., images, words) in response to complex and varied prompts” (Lim et

al., 2023).

2.3. Usage and Opportunities of GenAI in Marketing

As this study’s main focus is understanding the impact of GenAI and the way it is utilized in

marketing, this section delves into the existing literature in this area. Advances in GenAI

have prompted discussions about their potential effects on creative industries. These AI

systems have the ability to produce original text, images, music, and various other content,

which may lead to the automation of certain creative tasks. Advertising and branding fields

are especially affected, as they heavily depend on creating original content and messages

(Routray, 2024).

The potential of AI in digital marketing is prompting global searches for fitting

organizational solutions (Verma et al., 2021). AI revolutionizes digital marketing by

enhancing campaign creation, targeting, and evaluation. It offers significant opportunities for

three key stakeholders: brands aiming for personalized communication, advertisers seeking

effective strategies, and customers engaging with marketing content. AI enables innovative

and relevant content creation based on analyzed data, enhancing advertisements, social media
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posts, and email campaigns. Automated campaigns tailored to consumer preferences can

boost purchase intention. AI delivers messages to customers in a non-intrusive manner,

utilizing data like location and demographics to display appropriate content. This includes

determining optimal times for email campaigns and social media posts, leveraging the power

of programmatic advertising (Dwivedi et al., 2021).

Some researchers propose strategies for implementing Large Language Models (LLMs) and

GenAI, which can lead to tangible return on investment and lower risk, even in the initial

phases of adoption (Thukral et al., 2023). GenAI enables companies to enhance flexibility

and creativity among marketers by offering new perspectives, thereby improving marketing

content efficiency, product quality, and job satisfaction for marketers (Kar et al., 2023; Noy &

Zhang, 2023). However, the effectiveness of new methods for creating marketing content,

like any advancing technology, needs to be thoroughly tested across different situations to

ensure success for businesses (Kar et al., 2023; Peres et al., 2023).

Nowadays, content has become a pivotal instrument in marketing and AI has a strong effect

on its creation and curation (Kose & Sert, 2017). AI-generated content aims to enhance

content creation efficiency, ensuring high-quality output at an accelerated rate (Cao et al.,

2023; Rivas & Zhao, 2023). It plays a catalyst role for transforming the practitioners'

endeavors in content marketing and market research (Chintalapati & Pandey, 2022). In fact,

all stages of content marketing are affected by AI technologies (Hsu & Liou, 2021). Yet, AI's

effectiveness will be maximized when employed to enhance human managers rather than

replacing them (Davenport et al., 2020).

Using GenAI tools such as ChatGPT in online marketing can enhance customer experiences

by offering personalized and engaging interactions (Atlas, 2023; Huang & Rust, 2021;

Mutoffar et al., 2023; Paul et al., 2023; Yoo & Diana Piscarac, 2023). They can also be

employed to gather useful information, including user insights and preferences (Rivas &

Zhao, 2023). Hence, GenAI facilitates mass customization and personalization according to

customer preferences, meeting the demands of today's consumers. Additionally, it serves as a

repository of knowledge, improving problem-solving abilities, and expediting the learning

process for emerging technologies (Rane, 2023).
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As a virtual assistant, these tools interact with customers through different channels like

email, live chat, and messaging platforms (Mutoffar et al., 2023). Marketers can transform

this valuable collected data into actionable strategies (Campbell et al., 2020; Sohail et al.,

2023; Sterne, 2017). Nonetheless, there are some individuals who tend to rate GenAI

assistance as poor across different tasks. But, even those people believe it can at least be

helpful during the ideation phase (Talarico, 2023).

Creating engaging, unique, and high-volume content within budget limitations of

organizations can be achieved with GenAI. This technology also aids in producing user-based

content and automating processes (Fui-Hoon Nah et al., 2023; Mayahi & Vidrih, 2022).

Finally, although GenAI tools cannot entirely substitute the skills and expertise of human

teams, they can effectively perform various marketing tasks at a lower cost and higher speed

than human teams or other tools (Kshetri et al., 2024).

2.4. Challenges and Concerns of GenAI in Marketing

While AI has been praised for its role in enhancing advertising and marketing efficiency, the

advent of GenAI introduces serious concerns about potential risks. There is a need to shift our

focus from advertising and marketing effects to the broader social implications of AI. Online

AI-generated content ranges from benign to harmful, including false news and deepfake

videos. (Huh et al., 2023). These contents might sometimes be more engaging than traditional

ads and customers may mistake them for real content (van Esch & Stewart Black, 2021).

Furthermore, AI-generated identities are emerging online, utilized by individuals with

malicious intent. Examples include right-wing propagandists using fake profiles, and online

harassers trolling their targets under friendly faces (Ferrara, 2024).

Despite the increasing role of AI in marketing and a rise in ethical studies, its effects on

customer privacy, information security, discrimination, and diversity have been overlooked in

existing literature (Mgiba, 2020). AI offers marketers extensive insights into consumer

trends, yet it sometimes obscures fundamental understanding of consumer behavior.

Marketers' growing reliance on AI can result in power imbalances and vulnerability to

algorithmic shifts (Kozinets & Gretzel, 2021).
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Although AI offers advantages in segmentation, targeting, and positioning, marketers must

also acknowledge the risks of discriminatory practices. The unintentional and illegal price

discrimination that can result from AI's audience targeting emphasizes the need for caution

among businesses (Campbell et al., 2020). Using GenAI can decrease information accuracy

and truthfulness, along with copyright concerns (Mondal et al., 2023; Stahl & Eke, 2024).

Bias, misinformation, polarization, and privacy violation are other negative sides (Kowalczyk

et al., 2023; Paul et al., 2023).

Distrust and concerns can be seen among individuals and organizations regarding the ethical

aspects of AI systems and their handling of shared data (Sun & Medaglia, 2019). GenAI

tools’ characteristics can lead to difficulties in distinguishing interventions by ChatGPT from

those conducted by humans (Stahl & Eke, 2024). Some researchers have tried to address this

problem by including ChatGPT as a co-author in publications, yet this approach does not

seem to gain approval within the academic community (Stokel-Walker, 2023). There are

additional ethical concerns worthwhile to mention, including lack of transparency in the

underlying model (van Dis et al., 2023), absence of autonomy and human control, lack of

ethical content creation (Chimbga, 2023), isolation and substitution of human contact,

environmental harm, and uncertainty of outcomes (Stahl & Eke, 2024).

Since the release of ChatGPT, a central macro-level debate has revolved around whether AI

will replace human jobs. While past automation advancements and earlier AI iterations have

indeed displaced many jobs, the advent of AI has also spawned new roles in advertising and

marketing (Huh et al., 2023). Although AI is changing how creative professionals work, the

advertising industry and its workers, especially those in creative roles, have not been

significantly affected by it yet (Kulp, 2023). However, even if AI does not replace humans,

there is a risk of work dynamics shifting. It is important to be mindful of how these changes

affect power structures and whether they support fair working conditions (Sætra, 2023).

GenAI developers need to prioritize ethical considerations, focusing on user privacy and

security to mitigate risks like personal data violation and social surveillance. Implementing

responsible AI practices, including transparent data usage and content monitoring for harmful

information, is crucial to prevent social manipulation and maintain ethical standards

(Dwivedi et al., 2021; Krzysztof Wach et al., 2023).
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2.5. Regulations and Governance

Ethical challenges and concerns exist not only within organizations but also at the broader

societal level. Thus, it is vital to examine the regulatory frameworks addressing these matters.

The unregulated use of GenAI systems poses numerous risks, including violation of

copyright, intellectual property (IP), and moral rights, disrupting labor markets, and

undermining customer rights. Additionally, it may lead to the mass production of illegal

content, unfair competition, undermining originality, public disorder, public distrust in

government, and the promotion of extremism and terrorism (Shumakova et al., 2023).

The current anti-discrimination and bias laws, alongside upcoming regulations targeting

harmful AI applications, will aid in ensuring the ethical, transparent, and fair use of LLMs

(Stokel-Walker & Van Noorden, 2023). An important ethical principle in AI usage is lucidity.

This means AI tools should be easily comprehensible, detectable, and accountable (Tai,

2020). However, AI companies resist incorporating patterns into their outputs for better AI

detection, fearing it may impact model performance, despite no evidence of risk. Companies

postpone implementing watermarking, favoring profit over fulfilling their commitments. To

tackle this issue, it is essential to enact laws similar to the Clean Internet Act, which would

require advanced watermarking in AI outputs. This measure is aimed at safeguarding human

culture, drawing parallels with past environmental protection measures (Hoel, 2024).

The EU and China are actively discussing regulations for GenAI. The EU emphasizes ethical

AI use, focusing on data privacy, transparency, and accountability. Proposed regulations aim

to classify AI systems by risk level and implement corresponding oversight measures. China

focuses on utilizing GenAI potential while ensuring national security and social stability. This

includes strict data control measures and guidelines to prevent AI misuse, particularly in

surveillance and censorship (Ferrara, 2024).

There are currently two regulatory models for ChatGPT: a separate regulatory model, which

categorizes ChatGPT as a distinct type of AI algorithm model, and a comprehensive

supervision model, which issues broad AI governance rules to oversee key aspects of AI

supervision. The EU and the United States vary in their approaches to regulating GenAI,

mainly based on their definitions of ChatGPT's nature (Li et al., 2023).
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The European Parliament recently adopted a comprehensive regulation on AI, aiming to

protect fundamental rights and democracy while promoting innovation. The regulation bans

certain AI applications, establishes obligations for high-risk systems, and mandates

transparency requirements. It is expected to be formally adopted and enter into force within

the next few years, with specific timelines outlined for implementation (Yakimova & Ojamo,

2024). The EU's AI Act categorizes AI risks into three levels and imposes stringent

regulations on high-risk AI systems. Some scholars argue against classifying ChatGPT as

high-risk, suggesting it should be regulated as a general risk instead. Others think the EU's

regulatory framework is too strict and criticize it for potentially hindering innovation and

market dynamism in the tech industry (Li et al., 2023).

There are more critical aspects regarding the EU’s AI governance. Despite its foundation in

democratic values and fundamental rights, it overlooks long-term risks to democracy and

rights. The EU emphasizes ethical AI, but current regulations like the AI Act focus mainly on

technical issues and lack mechanisms for accountability and redress for AI-caused harms.

One critical blind spot is the neglect of the media and communication sector in AI policy

discussions. Despite AI's role in news, little attention is given to AI-driven misinformation's

risks to democracy and social cohesion. European policies prioritize data transmission and

access over content diversity and veracity, ignoring media's cultural, social, and democratic

significance.

Furthermore, AI's role in surveillance capitalism and power imbalances is poorly understood.

Current policies overlook corporate concentration and non-European influence in the media.

The use of opaque algorithms for targeting individuals raises privacy and discrimination

concerns, which are inadequately addressed (Pierson et al., 2023).

In contrast to the EU, the United States has comparatively limited legal regulatory

documentation concerning AI. Their regulatory approach prioritizes a liberal principle,

aiming not to hinder AI development and integrate it into existing regulatory systems.

However, critics point out that this approach may not adequately address the need for

involvement from regulators, government, and the public to ensure successful regulation (Li

et al., 2023). Key developments in AI regulation in the US include the AI in Government Act

of 2020, which mandates a plan for AI use in federal agencies, and the National Artificial
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Intelligence Initiative Act of 2020, focusing on research and development strategy. Executive

orders also prioritize AI R&D and trustworthy AI standards. Moreover, the FTC issued

guidelines for AI decision-making transparency, fairness, and accuracy. Additionally, various

states, like California, have proposed or enacted AI-related legislation, such as disclosure

requirements for AI-generated content (Luckett, 2023).

Recently, the Connecticut Senate passed a groundbreaking bill aimed at regulating AI to

combat bias and protect individuals from harm, including deepfake videos. Despite concerns

about potential stifling of innovation and unintended consequences, the bill was approved

after a debate. The bill now moved to the House of Representatives for further consideration

(Haigh, 2024).

However, current regulations are unprepared for new AI models. The AI Act's direct

regulation overlooks issues like content moderation under the Digital Services Act. AI

regulation globally has mainly targeted traditional AI models rather than this emerging

generation (Hacker et al., 2023). This is while GenAI systems like ChatGPT differ from

traditional AI systems in two key aspects: dynamic context and scale of use. These systems

lack specific contexts and are easily scalable, allowing a broad range of users with varying

communication skills to interpret their outputs. Their extensive training data, spanning

diverse content types, enables versatile applications across different domains (Helberger &

Diakopoulos, 2023; Meskó & Topol, 2023).

Hacker et al. (2023) propose adopting a new distinct terminology to identify the different

players in the large GenAI models (LGAIM) value chain, including developers, deployers,

professional and non-professional users, and recipients of LGAIM output. This nuanced

categorization is vital for accurately assigning regulatory responsibilities. The EU Council's

broad approach failed to consider the intricacies of the LGAIM value chain, highlighting the

need for regulations like the AI Act to cater to the unique characteristics of pre-trained

models (Hacker et al., 2023).

Ferrari et al. (2023) discuss how oversight structures for GenAI systems can be based on their

material properties, making them observable, inspectable, modifiable, and negotiable. They

highlight the importance of using these properties as reference points for regulation, which

can lead to precise analysis and intervention. They also challenge the notion of AI systems as
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uncontrollable forces and suggest viewing them as objects that can be observed, understood,

and regulated through democratic processes (Ferrari et al., 2023).

Some scholars believe the primary disruptive feature of AI lies in its capacity to replace and

enhance human thinking functions (Huang & Rust, 2021). Nevertheless, some say the core

issue with GenAI systems is their potential to deceive users into believing they understand

and trust them more than they should. This can cause users to overestimate the systems'

abilities and underestimate their flaws, leading to their problematic and potentially harmful

utilization (Baum et al., 2023). In general, trustworthy AI is characterized by being lawful,

ethical, and robust, both technically and socially. Achieving genuine trustworthiness involves

evaluating all aspects of the AI lifecycle and considering diverse perspectives. Regulation is

essential for fostering consensus and developing responsible AI systems crucial for society's

well-being (Díaz-Rodríguez et al., 2023).

2.6. Trust in AI-Driven Marketing

Trust and loyalty are essential for fostering brand loyalty, making it crucial for managers to

focus on factors that cultivate these qualities in customers (Cardoso et al., 2022). Trust is

recognized as a driving force in consumer-marketer relationships, as it establishes

expectations. The lack of trust is commonly cited as a primary factor causing customers to

disengage (Agyei et al., 2020).

In order for us to trust AI, we need to have confidence in its reliability and its alignment with

our interests. Therefore, transparency in how AI functions and arrives at its decisions is

essential for us to determine its trustworthiness (von Eschenbach, 2021). Moreover, having

familiarity with AI greatly enhances trust in its capabilities (Gillath et al., 2021). Some

aspects like credibility, social presence, and informativeness may also have an impact on

algorithmic trust (Kushwaha et al., 2021). It is worthwhile to mention that while trust focuses

on believing in algorithmic attributes, credibility concerns the reputation of algorithms for

being trustworthy (Shin, 2021).

Consumers tend to trust AI more when it gives them accurate and precise information. In

marketing, if AI provides precise details about products, people are more likely to trust it and

view the products positively. This trust in AI affects how consumers judge the information it
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provides. However, the accuracy of the information AI gives and the actual quality of the

products recommended also play a role in shaping consumers' opinions. So, essentially, when

AI is accurate and specific and the products it suggests are good, people tend to trust it more

(Kim et al., 2021).

Marketing professionals and customers may doubt an AI system if they do not understand its

motives or reasoning. Their trust in the AI system can be split into two levels: trusting its

predictions or actions and trusting its underlying model. Research on eXplainable AI (XAI)

can show how different approaches affect trust in various application areas. For instance,

studying XAI's impact on trust in ad targeting can reveal how explaining why certain ads are

shown to consumers and the features behind the ad-targeting model can build trust. This

research can also explore how consumer feedback on the clarity of explanations can enhance

ad targeting and reduce the perception of ads as clickbait (Rai, 2020).

Another perspective in this area suggests that instead of just focusing on making AI systems

trustworthy, the broader context in which they operate should be considered. This means

understanding that AI exists within institutional or organizational frameworks that are

responsible for safeguarding the interests of those they serve. Companies and institutions that

develop and use AI should prioritize earning people’s trust by adhering to norms and

standards. Trust not only creates obligations but also motivates parties to fulfill these

obligations. Therefore, it is worth exploring how technology leaders and organizations can

use trust, similar to how they use power, to rebuild people’s confidence in AI technologies

(von Eschenbach, 2021).

Authenticity is another important factor in modern marketing. Weber (2019) delves into how

businesses can connect with customers on a deeper level by aligning their brand's purpose

with their marketing efforts. He offers insights and practical advice on how companies can

build trust, loyalty, and engagement by staying true to their values and demonstrating

authenticity in all aspects of their marketing (Weber, 2019). However, brands using AI for

content creation are seen as less authentic, leading to negative consumer attitudes and

behaviors. Consumers prefer human-created social media content over AI-generated content.

But, if AI assists rather than replaces humans, reactions are less negative (Brüns & Meißner,

2024).
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Furthermore, tacit knowledge is vital in marketing, driving a firm's competitiveness through

its flow within and across marketing functions. Transferring this knowledge from humans to

machines is crucial for innovation and relationship-building. Equally important is transferring

machine-learned knowledge back to humans to identify biases, build trust in AI, and enhance

decision-making. Conversely, experts with a deep understanding of AI may detect and correct

machine errors when faced with uncommon situations (De Bruyn et al., 2020).

2.7. Theories

Integrating organizational development and technology in a system is challenging, with

technology significantly impacting organizations (Appelbaum, 1997). Studying these

influences involves combining information technology and organizational studies to gain

diverse perspectives. This can help us better understand how technology influences our lives

and society (Orlikowski & Barley, 2001).

Socio-Technical Systems (STS) and Technology-Task Fit (TTF) theories form the backbone

of this research's theoretical framework. STS theory provides a holistic perspective on the

interplay between social and technical components within organizational systems, aligning

with the multifaceted nature of MarCom practices. It looks at the topic at an organizational

level and examines the interplay between social and technical components within complex

systems. Incorporating the TTF model complements the socio-technical perspective by

evaluating how well GenAI fits the marketing tasks and goals, thus enhancing the

understanding of its impact on performance. Reviewing literature about these topics can

deepen our knowledge and improve their application in this study.

2.7.1. Socio-Technical Systems Theory
2.7.1.1. History and Definition

STS has its root in systems theory, which explores how different processes interact and affect

each other over time, allowing the sustained existence of a larger whole. Systems theory was

born in the 1940s through the efforts of biologist Ludwig von Bertalanffy, who aimed to

revolutionize the study of life and living systems. Von Bertalanffy envisioned it as a solution

to the growing complexity of global issues. The emergence of general system theory

presented an alternative to the predominant reductionist approach, which was criticized for its
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failure to address the whole, interdependent, and complex aspects of systems (Montuori,

2011).

Socio-technical theory originated later in the 1950s through the work of Trist and Bamforth at

the Tavistock Institute. Their research aimed to enhance job satisfaction and productivity in

coal mining. They discovered that advancements in mining technology influenced the social

dynamics among miners, and these social aspects, in turn, influenced the effectiveness of the

new technology. Socio-technical theory emerged partly as a reaction to prevailing

technocratic and technologically deterministic models, which often overlooked the

importance of human factors (Trist, 1981).

In traditional business models, there has been a belief that cutting-edge technology ensures

high production and performance. However, reality demonstrates that this is not always the

case. The social system needs to be fully addressed alongside technology to achieve success

(Gorejena et al., 2016). STS theory sees organizational work systems as made up of social

and technical subsystems that interact and affect each other. The technical subsystem includes

business processes and the technologies used, which transform inputs into outputs to improve

system performance. The social part includes people, their skills, attitudes, and the

organizational structures they work within (Bostrom et al., 2009). In Appelbaum’s definition,

the organization's culture, norms, roles, and communication patterns, along with a network of

social relationships and behavior patterns, collectively shape the social system (Appelbaum,

1997). Overall, both parts work together to achieve desired outcomes, and STS emphasizes

the need to acknowledge and address the interdependence between them for successful results

(Bostrom et al., 2009).

Using this viewpoint, it is also helpful to look at MarCom as a STS involving business,

human practices, and technology. This is how the influence of GenAI can be analyzed deeply

in MarCom practices of organizations, exploring its various impactful dimensions. As stated

by Baxter & Sommerville, (2011), the outcome of using this method involves gaining insight

into how human behavior, social interactions, and organizational aspects influence work

processes and the utilization of technical systems.

When socio-technical design emerged after World War II, its founders envisioned it as a way

to enhance human intelligence and skills, integrating them with new technologies to
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transform our lives and work. This vision materialized in the 1970s when numerous

industries attempted to adopt socio-technical working methods. In that time, businesses

showed interest in socio-technical design for several reasons. Many were implementing new

computer systems, with limited understanding, and were eager for their staff to embrace and

utilize them efficiently. They also realized that the integration of new technology would

necessitate restructuring of work processes. However, these initiatives gradually declined,

leaving many people today still engaged in routine, tightly controlled jobs with limited

prospects for personal growth (Mumford, 2006).

STS models have been extensively used in European management practices and research for

organizational enhancement. In contrast, many information systems studies in North America

tend to focus on fewer STS constructs, often addressing either technical or social subsystems

separately (Dennis & Valacich, 2001). This difference in focus may stem from cultural

distinctions, with the US prioritizing technology-related aspects and Europe placing greater

emphasis on social considerations. While addressing one subsystem might explain or predict

results in specific contexts, the accumulated STS literature suggests that considering both

technical and social aspects together leads to better outcomes such as effective change,

smoother worker transitions, and improved productivity. However, dealing with the

complexities inherent in this approach poses challenges for researchers and practitioners

(Alter, 2002, 2003; Bostrom et al., 2009; Mumford, 2003; Trist et al., 1993).

Although many managers recognize the significance of socio-technical issues, they seldom

utilize socio-technical design methods. This limited adoption might be due to the challenges

in applying these methods and that they do not match well with technical engineering

problems or how people interact with technical systems. The reason for adopting

socio-technical approaches to system design is to avoid the risk of systems failing to fulfill

the organization's goals. While systems may meet technical requirements, they can still be

considered failures if they do not adequately support the organization's actual work. This

occurs because techno-centric design approaches overlook the complex relationships between

the organization, its people, and the supporting system (Baxter & Sommerville, 2011).

Two core values of STS theory are humanizing work and fostering workplace democracy.

Socio-technical design aims for the joint optimization of social and technical systems,

ensuring human needs are considered alongside technical advancements (Mumford, 2006).
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Joint optimization occurs when these two parts of the system yield positive outcomes

(Appelbaum, 1997). Organizational objectives are achieved most effectively not by solely

optimizing technology and adjusting the social system to fit it. Instead, it is about optimizing

both the technical and social aspects together, leveraging people's adaptability and innovation

to reach goals, rather than strictly dictating how these goals should be achieved through

technology (Cherns, 1976). This is because an organization consists of different parts that

rely on each other and work together in a complicated way to create a performance.

Modifying one part of the system without thinking about how it affects the others will create

systems that hinder effectiveness (Sony & Naik, 2020). The collaboration of social and

technical factors determines the success or failure of a system performance (Walker et al.,

2008).

The second core value lies in the fact that democratic communication and decision-making

are essential to give employees a voice in technology and work organization changes.

Employees using the new systems should participate in deciding the necessary improvements

to working conditions (Mumford, 2006).

In their early work, Emery and Trist found that creating semi-autonomous work groups in

organizations can boost productivity and worker satisfaction. They showed that enhancing the

technical system alone does not always lead to higher productivity if the social system is not

supportive. Using work groups as the foundation for work design helps organizations adapt to

environmental demands and the interaction of social and technical elements. One widely used

application of STS theory is the formation of self-regulating work groups (Appelbaum, 1997;

Cummings, 1978; F. Emery & Trist, 1960).

2.7.1.2. Theory Evolution

Since its inception at the London Tavistock Institute, socio-technical theory has evolved and

been tested. STS theory has transitioned from a focus on optimizing technical efficiency to

understanding organizations as intricate STS. This shift acknowledges that organizational

success depends on blending technical and social aspects, highlighting the need to think about

human and social factors alongside technology (Miner, 2015).

One early concept the researchers in this field explored was 'open systems,' recognizing that

every STS operates within an environment that influences its behavior. This environment
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includes both internal factors, like departmental interactions within a company, and external

factors beyond the firm's boundaries (Mumford, 2006). The concept of open systems, initially

aligned with the theory of 'homeostasis,' suggested that systems evolve and eventually reach a

stable state where they can adapt to change smoothly (Davies, 1972). However, contemporary

perspectives challenge the notion of inevitable stability, suggesting that systems can become

increasingly chaotic as they transition between states (Mumford, 2006).

Another development in STS was proposed by Emery & Bucklow (1978) and Pasmore

(1995). They suggested that every member of a work group in organizations should have the

right balance of variety, chances to learn, decision-making abilities, organizational support

like training and supervision, a job valued by others, and prospects for advancement.

2.7.1.3. AI within STS

Technology, digitalization, and AI are intertwined with social interactions and can lead to

class conflicts if both technical and social aspects are not valued equally (Avis, 2018). The

computational functioning of AI tools embodies the interactions among people, processes,

and the environment, thus defining them as STS. But, they can be considered as a part of a

larger STS too (McCradden et al., 2023), as seen in this study. AI may function as a system in

certain scenarios and as an environment in others. It may serve as a product at times and as

the context at others.

AI should be developed to align with the components of the system, aiding rather than

slowing down the workflow (Salwei & Carayon, 2022). Considering socio-technical factors

should be an ongoing part of AI (or any work system) design, involving human factors

experts from the start to ensure collaborative design and seamless integration into the

intended system (Appelbaum, 1997; Gorejena et al., 2016; Trist, 1981). This approach entails

thoroughly understanding the needs and work environment of users to identify the real

problems that AI can solve. It is important to acknowledge that just because AI can solve a

problem does not mean it is the right solution. A collaborative human-centered design

process is crucial to ensure that AI is used effectively to address the correct issues within the

socio-technical context (Salwei & Carayon, 2022).

Implementing a collaborative design process for AI development that considers both the

overall STS and the workflow over time is crucial. However, it is expected that unforeseen
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issues will arise during technology implementation. This unpredictability is a fundamental

aspect of STS (Wilson, 2014). Recognizing that unexpected problems will arise, we must

establish a system to detect and learn from these challenges and adjust the technology as

needed. A continuous design process allows for the identification and resolution of issues that

arise from using the technology within the STS. Transparency and trust in AI systems are

also vital components of this process. Further research is needed to understand how users can

effectively utilize AI-generated information for decision-making, including how their trust in

the system may change over time (Salwei & Carayon, 2022).

2.7.1.4. Marketing as STS

The marketing section of enterprises can be seen as a STS, integrating social and technical

components to drive effective communication strategies. Current literature lacks studies

examining marketing from this perspective. Within this point of view, the technical

subsystem consists of the tools and technologies used for marketing tasks, such as GenAI,

while the social subsystem includes human practices, organizational structures, culture, and

communication patterns.

In marketing, the success of communication strategies depends on the seamless integration of

social and technical elements. For example, the effectiveness of an email marketing campaign

relies not only on the technical capabilities of the email automation software but also on the

quality of the content and the relevance to the target audience. Similarly in STS, social and

technical factors are interdependent and influence each other's performance. By

acknowledging this interdependence, marketing strategies can be developed in a way that

leverage both human expertise and technological innovation to achieve optimal results.

The ultimate goal of MarCom in companies is to drive organizational performance by

achieving specific business objectives, such as increasing sales or brand awareness.

Socio-technical systems offer a holistic framework for understanding how social and

technical factors contribute to organizational performance.

Marketing is a dynamic field that requires constant adaptation to changing consumer

preferences, market trends, and technological advancements. STS also emphasize adaptability

and innovation, recognizing that organizations must evolve to remain competitive in a rapidly

changing environment. By adopting a socio-technical perspective, companies can foster a
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culture of innovation within their marketing teams, encouraging employees to experiment

with new technologies and strategies while also considering the social implications of their

actions.

2.7.1.5. Theory Limitations

For about six decades, STS thinking has mostly been used in areas like new technology and

work design. While it has been effective, some scholars suggest being more daring and

allowing the approach to grow further. This means expanding how we see systems, using it to

tackle more diverse complex problems and global issues, and focusing more on predicting

outcomes (Davis et al., 2014).

The second limitation lies in the fact that socio-technical literature has largely overlooked the

importance of pay incentives. Changes in output and product quality could be better

explained by considering shifts in pay incentives more concisely. There has been a suggestion

and some disagreement about whether to include a third dimension—the economic system.

This is based on the idea that a production system must meet financial, social, and technical

requirements to effectively achieve its goals (Kelly, 1978). However, it is important to

acknowledge that this critique may not hold significant weight. Traditional analysis of work

systems predominantly emphasized economic factors and their impacts. The advent of STS

theory marked a paradigm shift, moving beyond mere economic considerations to look at

other dimensions.

Third, according to Dillon (2000), this theory’s implementation might not be ideal for

technology-driven companies and could potentially lead to breakdowns in communication.

He points out that these companies often require a structured approach to problem-solving,

which the STS lacks. While the system promotes freedom of choice and responsibility, this

can also be a weakness. This particularly happens in situations where organizations cannot

afford to rely solely on employee discretion due to the severity of potential consequences and

the need to mitigate risks (Dillon, 2000). Nevertheless, an alternative perspective may

suggest that technology-driven companies, precisely because of their heavy reliance on

technology, stand to benefit even more from socio-technical considerations.

Finally, it is shown that the adoption of STS in developing countries has been sporadic and

limited in scope. The effectiveness of implementing STS relies on the ability of various
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developing countries to adapt and implement interventions tailored to their specific and

shared needs and conditions (Kiggundu, 1986). Research and practice in Information and

Communication Technology for Development (ICT4D) can offer valuable actions in this

regard. ICT4D is dedicated to utilizing ICTs for international development purposes, with a

primary focus on developing countries (Walsham, 2017).

2.7.2. Task-Technology Fit Theory
2.7.2.1. Definition

Studies on socio-technical concerns have utilized a diverse range of research approaches and

techniques. Goodhue and Thompson's task-technology fit theory provides a detailed

examination of the relationship between work-related factors and technology usage, aiming to

achieve a well-balanced integration of task-related factors and IT support. The theory states

that the extent to which tasks and technology fit will influence both work performance and

technology utilization (Goodhue & Thompson, 1995). In this research, this theory will help to

gain an understanding of the implications and utilizations of GenAI and its potential effects

on performance. It can also be helpful in operationalization of STS theory.

TTF has a connection to media richness theory and its extensions due to their shared concern.

Introduced in 1986 by Richard Daft and Robert Lengel, media richness theory defines a

communication medium's ability to convey transmitted information (Daft & Lengel, 1986).

According to an extension of media richness theory, tasks executed using overly rich or lean

communication channels are less effective than those using the “best fit” channel.

Consequently, the "task-media fit hypothesis" was proposed to map four task types with

corresponding communication channels to improve performance (Mcgrath & Hollingshead,

1993). Together with TTF, they highlight the significance of aligning technology and

communication mediums with task characteristics to enhance productivity and information

exchange.

Previous research on TTF examined various technologies and performance measures.

Initially, TTF was applied to group support systems, where it was found to positively

influence group performance. Later studies expanded TTF's application to other areas, such

as mobile information systems, AI, data analytics, and decision support systems. These

studies aimed to understand how the fit between tasks and technology impacts individual and
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group performance, intention to use technology, and user satisfaction (D’Ambra et al., 2013;

Sturm & Peters, 2020).

In a positive scenario, if a technology aligns closely with the specific attributes of work tasks,

it is more likely to enhance job performance. The TTF viewpoint applies to both compulsory

and voluntary usage situations. It perceives technology as a tool used by individuals with

specific objectives to accomplish tasks. When technology precisely meets the requirements of

a task and users possess the necessary knowledge and experience, performance improves.

Incongruence between task demands and technology characteristics can slow

decision-making processes and increase errors. Additionally, specific training tailored to the

technology used can enhance performance by improving familiarity and skillfulness,

potentially impacting both speed and accuracy (Goodhue et al., 2000).

If TTF has an impact on performance and users incorporate TTF into their evaluations, these

assessments should anticipate performance outcomes. Goodhue and Thompson's research has

revealed a statistical correlation between user evaluations of TTF and perceived performance

(Goodhue et al., 2000).

Users are assumed to be aware of the costs and benefits of technology, even in mandatory use

cases. They are sensitive to differences in information systems’ characteristics, such as

hardware operation difficulty and data access, and how these affect task processes. Users also

consider outcome implications like accuracy, completeness, and time required. This

sensitivity leads to their ability to evaluate the fit between technology and task requirements

(Goodhue et al., 2000).

Researchers have noted limitations in studying either utilization or fit individually. Solely

considering the utilization overlooks the involuntary nature of some usage, where technology

is employed due to necessity. In such cases, the impact on performance depends more on how

well the technology fits the task, rather than just utilization. The solution is a combination of

these elements. Technology-to-Performance Chain (TPC) model combines both of them and

asserts that for an information technology to positively affect individual performance, it

needs to be used and well-suited to the tasks it supports (Goodhue & Thompson, 1995). As a

result, performance impacts are determined by both TTF and utilization (Angolano et al.,
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2012). TPC model consists of key components, as defined by Goodhue and Thompson

(1995):

1. Technologies: Tools utilized by individuals to execute tasks, including hardware,

software, data, security control tools, and IT support systems.

2. Tasks: Actions performed by individuals to transform inputs into outputs.

3. Individuals: The capability of using technologies to aid in task performance,

influenced by factors like training, skill levels, IT experience, motivation, social norms,

and cultural beliefs.

4. TTF: The extent to which technology assists individuals in performing tasks, reflecting

the fit between task requirements, individual abilities, and technology functionality. It

involves interactions among tasks, technology, and individuals, where specific tasks

necessitate distinct technological functionalities from various organizational units.

5. Utilization: The behavior of employing technology to complete tasks, including

frequency of use or diversity of applications used. It is influenced by beliefs about

consequences of use, affect toward use, and social norms, shaping the decision to use or

not use a specific system, based on theories about attitudes and behavior.

6. Impact of TTF on Utilization: The relationship between TTF and beliefs about

system usage consequences, determining whether systems are perceived as more useful,

less useful, or providing relative advantage.

7. Performance Impact: The accomplishment of tasks by individuals, characterized by

enhanced efficiency, effectiveness, and/or quality for higher performance.

It is difficult to measure the performance impacts of information technology directly. User

evaluation is a method used for this means and is an assessment by users that can measure

TTF. Both systems characteristics and task characteristics play a role in this evaluation and it

is better to include both TTF and utilization aspects (Goodhue & Thompson, 1995). This

study will use qualitative interviews for user evaluation.

2.7.2.2. TTF in Marketing

TTF offers a valuable lens for examining MarCom practices and the impact of technology,

such as GenAI, on individual performance. However, this perspective has not yet been

explored in the current literature. In the realm of marketing, it revolves around the alignment

between the technology used and the tasks undertaken within a marketing strategy. At its
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core, TTF urges marketers to carefully evaluate how well a chosen technology fits with the

objectives they aim to achieve.

Moreover, TTF sheds light on how well technology supports the unique characteristics of

MarCom. MarCom often involves dynamic interactions with diverse audiences across

multiple channels. TTF helps in understanding how technology aids in managing this

complexity, ensuring consistent and engaging communication across platforms.

TTF also addresses the iterative nature of MarCom campaigns. As strategies evolve based on

feedback and insights, TTF assesses how adaptable the technology is to these changes. This

adaptability is crucial in maintaining relevance and effectiveness in an ever-evolving

marketing landscape.

Additionally, TTF can illuminate the role of technology in enhancing the creativity and

innovation inherent in MarCom. Whether it is through interactive content creation tools or

advanced analytics platforms, technology can empower marketers to experiment with novel

approaches and measure their impact effectively.

In summary, TTF serves as a valuable model for studying MarCom by examining the fit

between technology and the diverse tasks and characteristics inherent in the discipline. It

offers insights into how technology can be leveraged to optimize communication strategies,

engage audiences effectively, and drive business success in an increasingly digital world.

2.7.2.3. Theory Limitations

There are limitations in TTF that need to be acknowledged. First, even though factors

affecting IT adoption have largely been studied in the literature, existing frameworks (such as

TTF) are failing to include one important aspect, the interaction between users and tasks

(Ammenwerth et al., 2006).

Furthermore, teams often evolve in how they perform tasks as time progresses. Nevertheless,

the predictive power of TTF is low due to its inability to account for changes over time.

Researchers suggest that initially, better fit predicts performance; teams with fitting

technology perform better than those with poor-fitting technology. However, within a short

time, this initial fit no longer predicts performance; teams with fitting technology maintain
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consistent performance, while those with poor-fitting technology improve through innovation

and adaptation. Two main conclusions arise from this viewpoint. First, technology fit can

predict team performance shortly after adoption, but initial assessments are temporary as

teams adapt. Hence, current theoretical models may not remain useful after initial use.

Second, teams should learn to adapt existing technology and work structures more effectively

(Fuller & Dennis, 2009).

Last, TTF models have faced criticism for not paying enough attention to individual

situational and psychological factors, including the importance of top management, trust

among team members and leaders, and the responsibility of team members (Agarwal et al.,

2000).

2.8. Summary

AI is typically seen as a neutral tool, focusing on efficiency and accuracy, yet it disregards the

social and individual challenges it may create. The ethical concerns are further intensified by

AI's exponential growth and widespread reach (Gonçalves et al., 2023). GenAI's role in

fostering a positive society depends on its adherence to core values and the implementation of

regulations to mitigate potential harms throughout its lifecycle (Sætra, 2023).

While STS and TTF offer valuable insights for deeply studying marketing dynamics in the

context of technology usage, this intersection has not been thoroughly explored in the current

literature. The following section will identify the frameworks used by each theory and present

a conceptual framework for this research.

3. Theoretical Framework
3.1. STS Framework

A framework frequently employed for examining STS changes is suggested by Leavitt (1962)

and has been used by many researchers. Leavitt's original framework (Figure 1) consisted of

four interconnected aspects: people, tasks, structure, and technology. This later evolved into a

six-dimensional hexagonal structure (Figure 2), including people, infrastructure, technology,

culture, processes, and goals. The collaboration between social and technical systems leads to

a joint optimization across different parts of the organization, rather than focusing solely on
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technical or social aspects. Therefore, when designing the socio-technical structure, factors

seen in this framework should be taken into account (Sony & Naik, 2020).

In this study, the dimension of 'people' represents the human element, particularly the

marketing professionals interacting with GenAI. 'Technology' provides a lens through which

to examine the technical aspects of GenAI and its role in transforming MarCom. This

includes the capabilities and limitations of this technology, as well as the technological

infrastructure required for its integration within the organizations. 'Goals' dimension plays an

important role too. Companies have specific objectives and targets concerning their

marketing strategies. Understanding how GenAI aligns with or modifies these goals is

instrumental in evaluating its impact. Furthermore, the 'culture' aspect of organizations

dictates the norms, values, and practices within a company. By examining this dimension, the

ethical considerations in using GenAI for MarCom will be investigated. Additionally,

‘processes/procedures’ refer to the established methods and routines that guide how work is

performed within an organization. These include workflow designs, standard operating

procedures, communication protocols, coordination mechanisms, decision-making processes,

and feedback loops. Lastly, 'infrastructure' refers to the foundational physical and

organizational structures needed for the operation of a system. This includes the facilities,

equipment, and support systems that enable and sustain the work processes. This framework

acts as an inspiration for creating a conceptual framework for this study, which will be

presented later.

Figure 1. Original STS framework by Leavitt (1962).
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Figure 2. STS framework adapted by Davis et al. (2014).

3.2. TTF Framework

As discussed in the literature review, TPC integrates insights from studies on user attitudes as

predictors of utilization and incorporates the concept of TTF as a predictor of performance.

Illustrated in Figure 3, the model suggests that TTF depends on task, technology, and

individual characteristics. TTF directly affects performance and indirectly influences

utilization through factors like expected consequences, attitude, social norms, habit, and

facilitating conditions. Utilization, in turn, directly impacts performance. Essentially, the

model argues that for a technology to positively influence individual performance, it must

align with the tasks it is designed to support and must be utilized (Goodhue & Thompson,

1995; McGill & Klobas, 2009).
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Figure 3. The technology-to-performance chain (Goodhue & Thompson, 1995).

3.3. Conceptual Framework

To study the discussed dimensions carefully and deeply, there is a need for operationalization.

It would also be helpful to establish a connection between different elements of this research.

Hence, an adapted conceptual framework from STS and TTF will be presented in this section.

Figure 4 shows how technology (e.g., GenAI), people, and tasks are interrelated within

different organizational systems (e.g., marketing department), guided by TTF and STS

principles. Moreover, it highlights ethics, governance, and regulation as integral elements of

the external environment impacting organizational practices. These pillars are deeply rooted

in values that shape their principles. At their core, these values provide a moral compass for

individuals, organizations, and societies, guiding decision-making and behavior. Values exist

inside organizations too, which shape the overall organizational culture.

Furthermore, the illustration depicts the connection of STS and TTF, starting from a

macro-level societal perspective (STS) and progressively zooming into organizational

dynamics impacted by TTF principles. The overlapping organization and environment circles

demonstrate their integration and mutual impact. This figure showcases how the organization

operates within its broader environment, involving societal and regulatory elements. It also

highlights the reciprocal influence between the organization and the environment, as shown

by double arrows. In this study, organizations primarily impact the environment and society

through their marketing efforts.
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Inspired by the TTF model, a Venn diagram within the organization depicts how three

interrelated components interact and affect performance and technology utilization. It also

underscores the coexistence of human practices and technology within an STS context,

emphasizing their collaborative role in task completion.

Figure 4. Influences on use of GenAI in MarCom in the tech industry.

Lastly, studying the effects of GenAI on performance requires a measurement tool. User

evaluation is proposed by TTF researchers as a tool for this purpose (Goodhue & Thompson,

1995). In this research, user evaluation is conducted through interviews to find the answers to

the research questions. The insights gained from STS, TTF, and this adapted conceptual

frameworks inspired the researcher to formulate interview questions. Also during the data

analysis phase, they serve as the foundation for connecting and correlating the research

findings.

4. Methodology

This research employs a qualitative methodology due to its ability to offer a thorough and

in-depth understanding of the impact of GenAI on MarCom. Qualitative methods provide
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detailed descriptions of phenomena, enhancing understanding of events and their context.

They broaden perspective, particularly in the early stages of research, aiding in meaningful

explanations that deepen research understanding (Sofaer, 1999). Qualitative research is

valuable to both researchers and practitioners as it focuses on real-world practices in their

natural settings, illustrating how organizations operate in everyday situations (Silverman,

1998).

Given that the research questions cover various dimensions, including usage, ethical

considerations, and performance effects, the flexibility of the qualitative method is

well-suited to explore the nature of this transformative phenomenon. This approach also

aligns effectively with the exploratory form of this research.

4.1. Relationship to the Setting

In this study, the researcher's positionality plays an important role in shaping the study. As a

researcher with a Bachelor's degree in computer science and four years of experience in

digital marketing, my dual background influences how I perceive and investigate the

integration of GenAI in marketing. My technical knowledge equips me to understand the

technical aspects of GenAI technologies. Simultaneously, my marketing experience provides

insights into the practical implications and challenges of implementing new technologies

within corporate settings. I am familiar with the dynamics of MarCom, content creation

processes, and the strategic objectives companies aim to achieve through innovative tools like

GenAI. This experience enables me to identify gaps in current practices and understand the

terms and language interviewees and literature use in this area.

Furthermore, I have worked in the global marketing division of an international company,

focusing on commercial tools and processes. This experience has provided valuable insights

into the operational dynamics of large enterprises and the integration of advanced

technologies in marketing workflows. Also, my training path and courses in the field further

enriched this knowledge base. Despite potential concerns about bias introduced by this

background, it significantly helps to have a thorough point of view and enriches the study

with practical industry insights.
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4.2. Data Collection and Sampling

The first phase of data collection was a systematic literature review, exploring different

academic journals, papers, books, blog posts, and news articles to dive into the key elements

of this research. A thorough review of theoretical background was also carried out to enhance

the understanding and application of them. This phase concluded with 125 reviewed papers

and articles to develop a robust foundation.

The next phase was conducting nine in-depth semi-structured interviews to capture rich

insights and perspectives on the topic. Later, two more interviews were conducted for data

validation, bringing the total number of interviews to eleven. The development of interview

questions was based on the theoretical framework and findings from the literature review.

Formulated questions were organized into five main categories:

1. Introduction: background, current role, and level of familiarity with GenAI.

2. Internal factors: usage, decision-making, organizational structures, learning

processes, performance impacts, benefits, and challenges.

3. External factors: competitors and how they are using GenAI in their marketing

efforts.

4. Ethical considerations: professional and legal standards, organizational values,

ethical concerns, and how they are addressed.

5. Conclusion: Expectations for GenAI's role in marketing over the next five years.

Within each category, questions were labeled to indicate their relevance to specific research

questions or theoretical frameworks. Additionally, key questions were identified for

prioritization in case of time constraints.

The interviews were conducted in English and consisted of open-ended questions to

encourage participants to share their experiences and insights related to the use of GenAI in

MarCom tasks. They typically lasted between 30 to 60 minutes and were held via either

Zoom or Microsoft Teams. Each participant received an English interview guide beforehand,

serving as a discussion framework (For interview guide, see Appendix A). This strategy

ensured focused conversations while maintaining flexibility for participant input.
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Initially, the sampling technique was non-probability purposive, enabling the researcher to

actively select participants based on their organization, role, and familiarity with the subject.

To achieve this, a list of large IT and software development companies in the US with more

than 10,000 employees was created. Then, LinkedIn was used to identify employees in

high-level MarCom roles at these companies. Efforts were made to mostly select the roles

involving content generation, as there was a high chance that these people may have already

started using GenAI for their tasks. More than 400 people who could be potential

interviewees were contacted through LinkedIn messages. Subsequently, a snowball technique

was implemented to achieve a representative sample of employees with diverse backgrounds

across various large IT services companies. To do so, each interviewee was asked to

introduce other colleagues who might be a good fit for this research.

Ultimately, nine interviews were carried out for the data collection part and two for validating

the findings. These professionals were working at large IT enterprises in the US, who had

high-level marketing roles, including product marketing manager, global startup marketing

program manager, global integrated marketing content strategist, senior marketing manager,

content marketing manager, global marketing lead, senior social media manager, and global

director. They were employed at Amazon Web Services, Microsoft, NetApp, Snowflake,

Intuit, and VMware. Choosing IT as the primary sector was influenced by the fact that

professionals in this industry are likely to have direct experience with AI technologies. Big

tech companies are leaders and major investors in GenAI tools. They have been at the

forefront of developing and integrating AI solutions into various aspects of their businesses,

including MarCom.

Focusing on companies in the US is justified due to the country's significant role in the

development and adoption of new technologies. The US is home to many leading tech

companies pioneering advancements in AI technology. This choice is also because the

researcher was on a research stay at UCLA when conducting the research. Being in the same

country as the interviewees simplified scheduling and facilitated easier coordination for

interviews.

Selected interviewees constitute a representative sample for this study due to their diverse

roles, extensive experience, and positions within big tech companies. First, the participants

come from a range of roles that encompass different facets of MarCom, including content
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creation, strategy development, integrated marketing, and social media management. Second,

represented companies are early adopters and key players in the implementation of

technologies, making them ideal subjects for studying the integration of GenAI in marketing.

Additionally, the seniority of the interviewees ensures that they possess significant experience

and a mature understanding of decision-making processes, organizational structures, strategic

goals, established rules, and guidelines.

4.3. Data Analysis

Thematic analysis was employed on the interview transcripts to recognize recurring patterns

and themes. This type of analysis involves identifying, coding, and interpreting patterns

(themes) within the data (Braun & Clarke, 2006). It demands greater engagement and

interpretation by the researcher and goes beyond counting explicit words, focusing on

identifying both implicit and explicit ideas within the data, known as themes (Guest et al.,

2011). Coding involves indexing or categorizing the text to create a structure of thematic

concepts within it (Gibbs, 2007).

After cleaning the interview transcripts, all references to names, including people, tools, and

companies, were removed to maintain anonymity. This step was essential because some

companies have their own version of GenAI tools, and leaving these references in the data

could potentially disclose the interviewees' affiliations. During the data analysis, specific

themes were identified from the literature review and interviews. A qualitative data analysis

tool, called Taguette, was used to code cleaned transcripts. The analysis followed an iterative

approach, with continual refinement of codes and themes through repeated reviews of the

interview data. Finally, seven themes emerged, each associated with multiple sub-themes and

codes (For table of themes and codes, see Appendix B). The themes are: “GenAI Usage,”

“Benefits and Beneficial Aspects of GenAI in Marketing,” “Risks and Challenging Aspects

of GenAI in Marketing,” “Ethics, Governance, and Regulation,” “Future of GenAI,”

“Socio-Technical Systems,” and “Task-Technology Fit.”

4.4. Ethical Consideration

Throughout the whole research process, ethical considerations for research were strictly

followed. Prior and during each interview, explicit consent was obtained for recording.

Additionally, participants were provided with a confidentiality disclaimer before the
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interview, assuring them that their responses would be kept strictly confidential and used

solely for research purposes. They were informed that all data and records generated would

be stored and discarded securely after the study's completion. Participants were also assured

that neither they nor their organization would be identified in any publications produced by

the study without their express permission. During the process, participants had the liberty to

pose questions, express concerns, avoid answering, or withdraw their involvement at any

stage.

5. Findings

The findings from the analyzed data will be discussed here, guided by the conceptual

framework. First, in "Working with AI," all aspects of GenAI in the MarCom of large IT

companies will be explored, laying the foundation for answering RQ1.1. This section will

examine the benefits and risks associated with GenAI and delve into the emerging theme of

redefining creativity. Referencing the conceptual framework, this part focuses primarily on

the interaction of task, technology, and people as depicted in the Venn diagram. It also serves

as a preliminary step in understanding how GenAI impacts performance, addressing RQ1.3.

The second section of the findings centers on ethics. It investigates internal ethical concepts

within organizations, including organizational values and the nature of trust in using GenAI

for marketing. Additionally, it examines broader environmental factors such as governance

and regulations, forming the basis for answering RQ1.2. This section highlights how

organizational and societal values influence the ethical deployment of GenAI.

In the third section, future implications of GenAI will be discussed. Building on the current

state of GenAI usage in "Working with AI," this part will explore perceptions of the future of

this technology, marketing, and jobs, providing a deeper understanding of the anticipated

evolution and its impact.

In the subsequent analysis, findings will be examined through the lenses of STS and TTF

theories. This will prepare for the discussion section, where all research questions will be

addressed in depth, integrating insights from both theoretical perspectives.
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5.1. Working with AI

Working with AI shapes the first part of this study’s analysis. To provide a better

understanding, a hypothetical workday in the marketing department of a large IT enterprise

will be described first, specifically highlighting MarCom tasks based on data collected from

interviewees:

The day begins with the marketing team gathering for a brainstorming session to develop

ideas for an upcoming campaign. On the previous day, each person made a list of content

themes and title suggestions with the help of the company's GenAI tool to bring to the

meeting. The tool provided several creative directions, helping the team overcome the blank

page issue. They refined and edited the suitable ideas before discussing them in the meeting.

Then, a few promising ideas were selected to develop further. The final themes will be used

to create campaign content for different channels. During the meeting, GenAI was used to

create meeting notes and action items.

After the brainstorming session, the content strategist dives into writing a new blog post

about the latest industry trends. They input a detailed prompt into the GenAI tool, which

generates a draft. They spend the next hour editing the content, ensuring it aligns with the

brand's voice and messaging. The post will be handed to a copywriter for writing a catchy

title. The copywriter will use GenAI to create 20 potential engaging titles and then chooses

the best one to edit and make it better.

Meanwhile, the social media manager uses the tool for sentiment analysis, scanning recent

social media interactions to gauge public opinion on their latest product launch. AI quickly

summarizes the sentiment, identifying key insights and trends that they can use to adjust their

strategy. At the same time, a social media marketing specialist uses GenAI to create some

social media posts. They input parameters for different platforms and audiences, allowing AI

to generate tailored content for each channel.

In the afternoon, the integrated marketing manager employs GenAI to generate visualization

mockups for the product launch campaign. AI assists in creating innovative image concepts

and designs, which will be then fine-tuned to meet the brand’s standards. These visualizations
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will be used on the first version of the campaign's landing page before being finalized. This

way, the initial draft can be shown to the marketing manager to receive feedback quickly.

Simultaneously, the content marketing manager utilizes GenAI for research on competitors’

recent content shared on different channels. The tool processes the data, extracting relevant

information and providing a summary. This information will be used to gain an understanding

of the situation and inspirations for future content ideas. This helps the team see the

competitive landscape and refine their marketing strategies.

As the day progresses, GenAI's automation capabilities free up time for the team to focus on

more innovative tasks and professional development. One team member needs to generate a

report on the performance and engagement of a series of eBooks. With the help of GenAI,

this task is completed quickly, allowing them to spend the last hour of the workday attending

an online workshop to improve a critical job-related skill.

5.1.1. GenAI Usage

This section will be focused on GenAI usage in detail based on interviewee responses.

Collected information indicates that in marketing, GenAI is predominantly used for

micro-scale tasks. The primary use case is content creation, including a diverse array of tasks

such as writing emails, blog posts, eBooks, website content, technical articles, examples,

titles, and social media posts. Additionally, it helps in derivative content creation, creative

work, image generation, and developing visualization mockups. It is also employed for

content management tasks, including editing, summarizing, creating outlines, clarification,

and simplification. In general, this technology seems to be helpful for refinements and

dealing with complexities.

Another significant use of GenAI in marketing is information management. This includes

processing large volumes of data, conducting research, searching through local files and

emails, and validating information. While some users currently rely on GenAI as their

primary tool for research, others find it less helpful due to the occasional provision of

incorrect, irrelevant, or inaccurate answers.
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“A lot of my usage is research too, because I am a big researcher. You have to be in

marketing and writing. And I use that a lot. I use [Tool Name] a lot for research, more than I

use Google. Nowadays, I hardly even get on Google at all. I use Google only when I am

looking for images.” - Interviewee #1

“I have tried to use our chatbot for research to understand our products and our competitor

products from a technical level. One thing that people have started to realize with all the

chatbots is their tendency to make things up. In technical work, it could be really bad when it

creates an inaccurate answer and then imagines it to be true. From that perspective, it is less

helpful in research. Because sometimes it is making up answers to questions that I need a

technical answer that has to be very accurate.” - Interviewee #8

The next use case for GenAI tools is brainstorming and idea generation. They are effective

for overcoming writer's block by providing initial ideas and helping to frame content, making

it easier to start from a blank page. In content marketing, these tools are particularly useful

for brainstorming catchy titles, outlining research-based content, and generating initial drafts

that can be refined later. However, their tendency to produce inaccurate or fabricated

information, especially in technical contexts, means they cannot be fully trusted for detailed

research or precise writing tasks.

“One [use case] is idea generation and brainstorming. I think it works really well to get you

started. Instead of starting from a blank page, you can instantly get a lot of ideas.” -

Interviewee #5

“The biggest thing that GenAI, our chatbot, has helped with is the blank page lock that

writers like myself get into. I am partly a writer, because I have to write collateral blogs,

papers, things like that. And the hardest thing for writing is starting from the blank page. A

good prompt with a good amount of details will help me start to create an asset and frame it

so that it is, depending on the subject matter, as much as 80% of the way done by the time the

output comes from [Tool Name]. So, that is the biggest thing I have used it for.” - Interviewee

#8

GenAI tools are also used for operational support, such as generating meeting notes and

handling routine tasks. They help automate processes and act like an assistant to employees.
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“The great thing about AI is that it allows you to scale and automate a lot.” - Interviewee #7

“It takes away those annoying things no one likes to do. Maybe some folks like to do those

stuff, but it gives you more time back in your day to do other really great things. So what I

really love is just seeing that consolidation of time back for the team to go and be innovative

in other spots.” - Interviewee #7

Lastly, marketing employees use GenAI for sentiment analysis and social media monitoring.

This way, they can automate the extraction of actionable insights from vast volumes of data.

This not only saves substantial time but also enhances the accuracy of trend analysis,

essential in resource-constrained marketing environments. Beyond sentiment, GenAI's

capability to recognize logos and visual elements enables brands to engage with relevant

content they might otherwise miss, amplifying their social media presence and

responsiveness. This application fosters a more dynamic and informed approach to social

media strategy.

“[My usage is] all about social sentiment. We use a tool [...] that has AI built into it and will

tell me things. For example, I can do a search query. So, I search on social media and say,

‘What are people saying about the weather in Seattle today?’ And then, usually you get a

whole bunch of overwhelming responses. [...] With the AI, it will actually pull out key insights

saying, ‘67% of people have negative sentiment about the weather today. Do you want to drill

down into it?’ and then I am able to drill down into key topics, which has saved me so much

time from something that would take multiple hours into seconds.” - Interviewee #7

One theme that emerged from interviewees' responses was GenAI adoption. While some

people believed that we need to embrace this technology, some were hesitant. Furthermore,

some interviewees implicitly referred to their adoption stage within Rogers’ (1962) diffusion

of innovation model. The majority of them identified themselves as early adopters.

“When you work for a company like [Company Name] and this is their main focus, then you

just embrace it and learn it as well.” - Interviewee #4
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“There is so much hesitation for the adoption and a lot of companies, especially smaller

companies, just start using it at a basic level. [...] I personally have a model of embracing

change, personally and professionally. And that is the thing I am gonna keep, whether it is in

marketing or technology. Just embrace the change because you never know what will happen.

[...] So, do more, save time, and have more fun. And I think that is all possible with AI. It is

just being able to embrace that change and see what happens.” - Interviewee #7

“We as professional marketers, most of the people that I work with have 5-10 years of

experience, are self-starting and finding the tools for themselves. I would imagine most

people like me have to investigate these tools on their own.” - Interviewee #8

“I am familiar [with GenAI]. I have not spent an enormous amount of time with it, but I used

it a little bit. [...] There just has not been a real strong need for it.” - Interviewee #6

5.1.2. Benefits and Beneficial Aspects of GenAI in Marketing

Interviewees highlighted different benefits of GenAI in MarCom, which can be grouped into

three categories: product-level, personal-level, and organizational-level benefits.

5.1.2.1. Product-Level Benefits

First, interviewees shared various insights on the product-level benefits of using these tools,

emphasizing increased quality and enhancement. Using this technology allows for the rapid

development of initial drafts, which can then be refined and improved collaboratively.

However, the reliance on AI for quality enhancement still requires a critical human touch to

ensure the final product meets high standards.

“I do think that there are efficiency gains and quality improvements [with GenAI]. [...] For

me, especially being in the slightly more creative content role, I do really think that so many

of my tasks are well positioned to be improved and more efficient by using [Tool Name] and

AI.” - Interviewee #2

5.1.2.2. Personal-Level Benefits

The second group of benefits are at the personal level. Many people found that GenAI

increases their pace, helps them complete tasks faster, and saves time. This allows them to
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engage in more creative, innovative, and interesting work after getting the day-to-day

operational tasks done, or spend more time with their families.

“What used to take 20 minutes now needs 2 minutes.” - Interviewee #7

“It definitely helps my life and my job. I do not have much time. Anything that helps out with

getting my job done faster, sooner, and allows me to spend more time with my family [would

be appreciated].” - Interviewee #4

“It takes away those annoying things no one likes to do. Maybe some folks like to do those

stuff, but it gives you more time back in your day to do other really great things. So what I

really love is just seeing that consolidation of time back for the team to go and be innovative

in other spots.” - Interviewee #7

Additional benefits in this category include increased productivity, efficiency, and

empowerment. The first two were mentioned by all interviewees and are closely related to the

previous benefits, especially increased pace. GenAI helps users accomplish tasks faster by

automating routine processes and enabling natural language queries, reducing the time and

effort required for complex tasks. This allows employees to handle more work and produce

higher volumes of content in shorter time frames.

In one of the interviews, conversational interface was mentioned as an important beneficial

aspect of GenAI that makes things easier for people. It enables natural, conversational

queries, which reduces the cognitive load and makes the process more intuitive and efficient.

This user-friendly approach enhances productivity by minimizing the effort required to find

answers.

“Searching is so much easier and I can just talk and ask questions as I would ask someone in

our team, even though that is just a few seconds. But I think mentally, it helps. It is making

the process a lot easier. When I ask questions, I do not have to ask in a perfect grammar, I

could just ask casually. I think that helps.” - Interviewee #9

Lastly, GenAI is changing the way some tasks are done and affecting jobs. For example, it is

turning good writers into editors.
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“I think GenAI turned good writers into editors. I could say that I am a very good editor right

now. So, it has changed my job in a way.” - Interviewee #1

5.1.2.3. Organizational-Level Benefits

Organizational-level benefits mark the third group of categories in this section. At this level,

focus is mostly on economical benefits, such as cutting costs, making more money, and

getting more work done. In a way, employing such tools can propel companies within the

framework of capitalism, fostering growth and competitiveness. By automating manual

processes, companies can reduce the number of people required for routine tasks, allowing

employees to focus on more strategic activities. This shift not only leads to cost savings but

also enables the same workforce to produce more output. While these benefits enhance

organizational efficiency, they also raise concerns about job security for employees. As a

result, the transition to AI-driven efficiency gains requires careful management to balance job

displacement concerns and maximize the potential of human-AI collaboration.

“I think it is like when you think about America and capitalism. Yes, efficiency gain is one

side of the coin, but the other side is doing more.” - Interviewee #2

“There are all sorts of opportunities for companies to implement GenAI tools for best

practices, sales, and cutting costs. [...] At the end of the day, if this is going to help

companies make money and use less resources, then a lot of companies will jump on it, for

sure.” - Interviewee #4

5.1.3. Risks and Challenging Aspects of GenAI in Marketing

After addressing the benefits of using GenAI in MarCom, it is time to explore the associated

risks and challenges. Similar to the benefits, these can be categorized into three groups of

product-level, personal-level, and organizational-level risks. Understanding and addressing

these potential pitfalls is vital for implementing GenAI effectively and responsibly.

5.1.3.1. Product-Level Risks

First of all, product-level risks and challenges will be discussed. Hallucination and receiving

incorrect, irrelevant, or lengthy answers fall into this category. Some interviewees saw these

as the main challenges they have when utilizing GenAI, but there were some people who did
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not observe them. The quotes from interviewee #8 on pages 42 and 60 are a witness to the

problem.

“I think the challenges are when you need it to do something, but it provides a result that is

not what you are looking for at all.” - Interviewee #4

“I know there is a lot of talk about it being inaccurate or hallucinating, but I do not know if I

have seen that that much, especially lately.” - Interviewee #5

Although increased quality was one of the benefits mentioned by some interviewees, others

reported drop in quality when using these tools. Interviewee #9 believed this problem is

diluting the overall purpose of content.

“I would say overreliance and overusing these tools to create content [is the main

challenge]. It defeats the whole purpose of the content industry itself. There are some press

companies generating a bunch of content through AI, and they are creating a ton of content

just to get more clicks on their website and to derive more visitors. It is diluting what the

whole purpose of content is and really bringing down the content quality on the web space.

So, abusing it just to create and focusing more on quantity over quality, is hurting the

industry itself.” - Interviewee #9

Using GenAI may also result in responses that use unrealistic language, have a generic or

incorrect tone, are overly formal, or contain uncommon words.

“AI will do whatever the heck it wants to do. It will make it super long and use words that I

do not find that most people actually speak in their day-to-day [conversations]. [...]

Sometimes I get edits back and I am just like, what is this? no one would ever talk like this or

this does not make any sense.” - Interviewee #3

“I think the challenge is just the generic tone of the responses. I think the downside and the

challenge is it is pretty bland and you can tell it is written by a computer. It has no

personality. It does not follow a good narrative sometimes.” - Interviewee #5
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Additionally, users sometimes faced the challenge of verifying the accuracy of AI-generated

content. Due to this problem, there is a need to approach AI-generated answers with caution

and double-check their accuracy through additional research. This verification process is

necessary to ensure the reliability of information provided by AI tools.

Furthermore, there are limitations in the functionality and capabilities of current GenAI tools.

Technical issues such as compatibility with file formats can hinder their usage. For instance,

difficulties arise when AI struggles to read or process specific file formats like PDFs.

The age of data used to train AI models presents another challenge. AI models may be based

on data that becomes outdated quickly in dynamic industries. This can affect the relevance

and accuracy of AI-generated insights, particularly in contexts requiring up-to-date

information such as new product introductions or market trends.

“The age of the data [is a challenge]. GenAI Tools are only as recent as they are training.

You can do repeated fine tuning to improve the model, but it takes a long time and a lot of

GPU cycles to do that.” - Interviewee #8

5.1.3.2. Personal-Level Risks

The second group of risks address personal-level issues. First and foremost risk here is the

job security and changes GenAI is bringing to jobs. This concern will be further discussed in

“Anticipating the Future.”

“I have been in the marketing writing space for many years. I am later in my career. If I was

starting out and had just a few years of experience, I would be very concerned about it. There

are a lot of basic writing tasks that there would not be any need to hire somebody on, so it is

gonna be very disruptive in that respect. I think that is already happening.” - Interviewee #6

Another problem is overreliance on GenAI tools and its potential impact on the quality and

integrity of content within the industry. The quote from interviewee #9 on page 47 illustrates

this issue.
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5.1.3.3. Organizational-Level Risks

The final category of challenges pertains to organizational-level risks, including concerns

such as reputational and branding risks, as well as company data confidentiality. Incorrect or

inappropriate AI-generated content can misrepresent a company's messaging and voice,

leading to brand damage. There is also a risk of data breaches if confidential information is

mishandled, which can damage trust and reputation. This concern will be further discussed in

“Navigating Ethics.” Interviewee #8’s quote on page 55 is also a witness to this risk.

“I think there are trade-offs when you are using it for corporate, because it is training that

model. So other people can get the stuff that you are working on, and that is the big concern I

have. So, I would say that is a challenge in terms of making sure it is set properly. And

sometimes, if you are working on confidential stuff, that is a problem.” - Interviewee #1

5.1.4. Redefining Creativity

As discussed earlier, the use of GenAI can both enhance and diminish creativity. Another

important observation is the redefinition of creativity in the workplace. With the advent of

GenAI, the nature of creativity is undergoing a profound transformation. Traditionally,

creativity in writing required individuals to craft content from scratch, drawing upon their

imagination and expertise. However, with GenAI tools, the focus has shifted towards

developing creative prompts that generate optimal responses from AI, fundamentally

redefining the creative process. This change may necessitate new training to help individuals

adapt to it.

Interviewee #1 highlighted this shift by discussing the importance of prompt development in

their workflow. They emphasized the iterative nature of crafting prompts, continually refining

and retrofitting them to suit specific tasks. This approach suggests a move away from

traditional content creation towards a more dynamic interaction with AI, where the quality of

the output heavily depends on the creativity and precision of the prompts provided.

“I customize the tools to what I am doing and get very involved in prompt development. I

iterate a lot, adjusting everything based on the feedback I receive, tailoring it specifically to

the task at hand.” - Interviewee #1
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Interviewee #3 reinforced this by noting their proficiency in creating effective prompts and

recognizing that the depth and quality of these prompts significantly influence AI's output.

This shift requires new skills and changes the nature of creativity, making it more about

guiding and shaping AI responses.

“I think I am really good at creating prompts to get the task to where I want it to go. I also

think I am giving it more than other people would. [...] So that again comes down to giving it

really good prompts and also having it get to know your writing style.” - Interviewee #3

Similarly, interviewee #8 underscored the importance of improving one's ability to drive AI

through better prompts and subsequent edits.

“Down the road, these tools will still only be as good as the prompts and the inputs. So, my

role will be to improve my ability to drive it and my ability to come back and edit it.” -

Interviewee #8

While prompt engineering is a creative task, it confines creativity within the boundaries of

what GenAI can interpret and generate. The creativity of AI-generated outputs is inherently

limited by its capabilities and the quality of training data. AI models can only generate

responses based on the patterns and information they have been trained on. If AI has not been

exposed to certain styles, genres, or innovative concepts, it cannot produce them. This

dependency confines creativity to what AI knows rather than exploring truly novel ideas.

Moreover, human creativity is deeply rooted in personal experiences, emotions, and cultural

contexts. While AI can mimic these aspects to some extent, it cannot actually understand or

replicate the depth of human experience. This limitation means that AI-generated content

may lack the emotional resonance and cultural authenticity that come from genuine human

creativity.

To harness the full potential of AI while maintaining the richness of human creativity, finding

a balance is needed. This involves recognizing the strengths and limitations of AI,

encouraging diverse and original human input, and continuously pushing the boundaries of

what AI can achieve without losing the essence of human creativity.
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5.2. Navigating Ethics

Interviews revealed that people generally lack a deep understanding of the meaning of ethics

and ethical concerns associated with using GenAI. In the IT industry, marketing professionals

often view ethics in a very broad sense. This broad interpretation sometimes leads to the

mistaken assumption that ethics are synonymous with organizational values, compliance, and

branding guidelines. While these elements are important, they do not encompass the full

scope of ethical considerations.

While ethics can be complex and challenging to define precisely, it is crucial for marketing

professionals in large tech companies to have a solid grasp of these issues. Given their role in

communicating with society and acting as intermediaries between their companies and the

public, they have a significant responsibility to understand and address ethical concerns.

Marketing professionals are increasingly using GenAI in their work, and this technology

brings with it a host of ethical considerations, such as data privacy, misinformation, and the

potential for bias. Their unique position means they can influence public perception and trust.

Therefore, developing a more thorough understanding of the ethical dimensions of GenAI is

not only beneficial but essential for ensuring responsible and transparent communication with

the public. In the following, this topic will be explored more and different perspectives will

be discussed.

5.2.1. Organizational Values

In the interviews, participants were asked to discuss the organizational values of their

workplace that they try to convey in their marketing efforts. Their answers revolved around

the following values:

1. Empowerment: Some participants highlighted that their organization focuses on

empowering individuals, whether it is students, employees, or customers, to achieve

their best selves and harness their creativity and productivity.

2. Human-centric AI: Another value was recognizing humans as the primary

decision-makers, with AI acting as an assistant to enhance human capabilities without

replacing them.
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3. Security and Ethics: Ensuring security, compliance, and ethical AI usage was

emphasized, especially regarding the development and deployment of AI products

and tools.

4. Continuous Learning: The value of fostering a learning culture, where employees

are encouraged to continuously develop their skills and knowledge, was also noted as

a critical organizational value.

5. Customer-centricity: Participants mentioned the importance of delivering value to

customers by providing high-quality products and services, maintaining trust, and

focusing on customer success and satisfaction.

These values are rooted in the broader societal values and cultural traditions. They reflect the

principles and ethics that society upholds, which shape and influence the way the

organizations operate. By aligning organizational values with those of the community,

companies foster a sense of shared purpose and commitment, ensuring that their actions

resonate with and support the cultural and social norms that are important to their employees,

customers, and partners. Having reviewed these values, the next crucial topic to address is

trust, which will be explored in the following section.

5.2.2. Dual Nature of Trust in GenAI Tools

Trust in AI is an important ethical consideration, as highlighted by contrasting viewpoints in

the interviews. Some individuals expressed a cautious approach, emphasizing their lack of

complete trust in GenAI. This skepticism underscores concerns about the reliability of AI and

the necessity to cross-verify information independently.

“I do not trust it 100% and sometimes I will do additional research to verify that it is giving

me the correct answer and I use it as one of my sources, not my only source. [...] I definitely

do not trust it 100% and if I need to get ideas and titles, for example, I would make sure to

feed questions very specifically. I just use it to get me started. I do not use whatever answer it

gives me or apply it right away.” - Interviewee #9

Conversely, others exhibited a high level of trust in GenAI tools, even relying on them for

guidance or validation purposes.
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“It is really nice to be able to do some of that validation to make sure that we are either not

missing something or that it is truly accurate. So, I will ask for GenAI’s opinion on those

types of things for accuracy.” - Interviewee #2

​​This paradox highlights the complex nature of trust in technology, particularly in GenAI. The

varying degrees of trust people place in AI reflect their experiences, knowledge, and the

perceived reliability of these systems. Interviewee #9 represented a cautious approach,

viewing GenAI as a supplementary tool that requires verification with other sources. This

perspective shows a critical awareness of AI's limitations, such as potential biases, errors, and

the lack of human intuition and contextual understanding. This cautious stance is vital in

preventing the propagation of misinformation and ensuring that decisions based on AI

recommendations are well-founded.

In contrast, Interviewee #2's reliance on GenAI for validation purposes indicates a higher

level of trust in the technology's accuracy. This trust may stem from positive past experiences

or a belief in the robustness of AI algorithms. However, this approach can be risky. AI

systems, while advanced, are not infallible. They can perpetuate existing biases in the data

they were trained on, misunderstand sensitive contexts, or generate plausible-sounding but

incorrect information. Thus, using GenAI as a primary validation tool without

cross-referencing with other sources can lead to false assurances and potential errors in

judgment.

The dual nature of trust in GenAI tools raises important ethical considerations. How can a

tool be both distrusted and trusted to the extent of being used for validation? This dichotomy

shows the necessity of improving AI literacy, helping users understand both the capabilities

and limitations of these systems. Users should be encouraged to adopt a balanced approach,

combining the innovative potential of GenAI with critical thinking and traditional validation

methods.

Moreover, developers and stakeholders in AI must strive for transparency in how these

systems operate, the data they use, and their inherent limitations. Providing clear guidelines

on best practices for using GenAI can help mitigate the risks associated with over-reliance on

these tools. Regular audits and updates to the AI models can also ensure they remain as

accurate and unbiased as possible.
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In conclusion, the issue of trust in GenAI reflects broader ethical concerns in the adoption of

emerging technologies. Balancing trust and skepticism, enhancing AI literacy, and ensuring

transparency and accountability in AI development are necessary steps in navigating this

landscape responsibly.

5.2.3. Ethical Considerations

Ethical concerns when using GenAI in MarCom will be discussed here. First and foremost,

most marketing professionals overlooked the societal and public aspects of ethics. Their

primary focus often lied on protecting their brand and ensuring company data confidentiality,

rather than prioritizing users' data privacy and considering their broader influence on the

public. This emphasis on internal concerns can overshadow the ethical responsibility they

have towards their audience and society at large. In this section, a range of ethical concerns

that were mentioned in the interviews will be explored. But before that, there were also some

people who did not see any ethical issues and concerns in using GenAI for their work.

“I have not come across anything [regarding ethical issues]. I would say I have been very

impressed with things that GenAI will tell you when it is not sure about something. It will tell

you when it is not able to formulate an opinion. [...] It knows that there are sensitive things

out there, like geopolitical things, that it has no business answering and it will not. It has that

built in.” - Interviewee #2

“I do not really see any sort of ethical challenges. But I could see it being an issue in

different industries for sure.” - Interviewee #4

“For our purposes, I do not see that there are going to be ethical problems. I know that there

is a broader consideration about the ethics of AI.” - Interviewee #6

“We have not encountered any [ethical issues] yet; Not that I am aware of. Because I am not

part of the AI committee or the privacy team. I am sure there are going to be plenty. [...] I

have not seen it yet, which is good. But it might happen higher up than where I am at.” -

Interviewee #7
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5.2.3.1. Data Privacy and Confidentiality

A primary ethical concern revolves around data privacy and the confidentiality of sensitive

information. Interviewees highlighted the dilemma of whether to use real company and client

names when feeding data into AI models. This practice can risk exposing confidential

information and proprietary data, which could lead to breaches of privacy and trust. The

interviewees recognized the need to anonymize or code any identifying information to

mitigate these risks, reflecting a broader industry concern about safeguarding sensitive data

while utilizing AI tools. Moreover, using tools that are approved by companies can help in

this case. Another concern here was to be careful not to train AI models with incorrect data.

“In terms of ethical considerations, it is just basically not sharing things that you know are

confidential. If something is marked confidential, if something is marked internal, that is

internal. That does not mean that it goes out. That does not go into any chat program. I

cannot put statistics in chat. I cannot do anything with it. I have to keep it out. I think

following those types of rules is important.” - Interviewee #1

“Probably the biggest way [to consider ethics] is using the company approved tool. My

understanding is most larger companies that allow you to use a GenAI engine of any kind,

have some sort of requirement of using a sequestered one, a walled garden version. [...] I am

required to only use these tools if I use GenAI, because it is a walled garden. It protects the

information that we used to train the tools with. That is always a big concern with them, that

your information gets released, especially the proprietary information.” - Interviewee #8

Interviewee #8 also expressed concern about the potential misuse of people’s proprietary

information when using GenAI, particularly as the focus shifts from written to visual work.

They emphasized the importance of properly attributing quotes, creative works, images, and

videos, underscoring a rigorous approval process for using visual media externally. When

creating content themselves, they follow a meticulous process for sourcing and attributing

images and quotes, especially for high-visibility documents. This process includes legal

approval to ensure compliance and proper attribution.
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The interviewee then pointed out another significant risk when using GenAI: the possibility

of generating or using unattributed quotes and information without their knowledge. This

shows the need for caution and thorough vetting to avoid legal and ethical issues.

5.2.3.2. Transparency and Authenticity

Transparency in the use of AI tools is essential to maintain trust and authenticity in MarCom.

Interviewee #5 emphasized the ethical necessity of disclosing when AI tools are used to

create content. Customers and stakeholders need to know whether they are engaging with

AI-generated or human-created content to make informed decisions. This aligns with the

broader ethical principle of honesty in marketing practices, ensuring that companies do not

mislead their audience about the origins of their content.

“From a marketer’s perspective, if you are using AI tools to create an opinion that is not

yours, I think that is a little unethical. I think you need to identify when you use AI and when

you do not. Frankly, I think customers will know when it is not your voice, your brand voice,

your personal voice. [...] There are a lot of bad things you can do with AI outside of a

corporate or enterprise environment, but I think everyone just has to be pretty honest on how

they use it when they use it and what was developed by it and what was developed by their

personal voice.” - Interviewee #5

However, when interviewees were asked if they use a disclaimer for their content when they

use GenAI, they said they do not. They explained that the content is mainly their work and

that GenAI just improves it, rather than writing the entire piece.

Another threat to transparency and authenticity is deepfakes. GenAI tools can convincingly

alter videos or audio to fabricate events or statements, undermining trust and spreading

misinformation. Interviewee #3 expressed their concern in this regard, as seen on page 57.

5.2.3.3. IP and Attribution

IP rights present another significant ethical challenge. Interviewee #4 pointed out that in

industries like music and art, the ability of GenAI to create new works based on prompts

raises questions about ownership and originality. Interviewee #7 also stressed the importance

of proper attribution for any creative work generated by AI. The potential misuse of

proprietary information without proper attribution or consent can lead to legal disputes and

56



ethical breaches, particularly as AI-generated content becomes more prevalent and

sophisticated.

Plagiarism also falls under this category. GenAI tools can inadvertently lead to plagiarism by

producing text that closely mirrors existing content without proper attribution. As interviewee

#3 mentioned, they prefer to write in their own words first and then use GenAI tools for

editing, rather than generating text directly. This approach helps avoid unintentionally

copying someone else's work.

“I have not personally [encountered any ethical issues], but obviously there are a lot of

concerns about deepfakes and plagiarism. That is why I make sure that I am writing my own

words and then having GenAI tools edit it, rather than asking [Tool Name] to give me words;

because I do not want to accidentally steal from someone.” - Interviewee #3

5.2.3.4. Bias and Fairness

The risk of embedding and perpetuating biases in AI-generated content is another critical

concern. Interviewee #8 noted the potential for racial and inclusion biases. Ensuring that AI

models are trained on diverse and representative data sets is crucial to mitigate these biases.

However, the inherent complexity of AI systems means that biases can be subtle and difficult

to detect, necessitating ongoing vigilance and corrective measures.

5.2.3.5. Quality and Overreliance

The quality of content generated by AI and the risk of overreliance on these tools are also

significant issues. Interviewee #9 pointed out that the overuse of AI to mass-produce content

can dilute quality and undermine the integrity of the content industry (See their quote on page

47). They warned against prioritizing quantity over quality, which can lead to a proliferation

of subpar content and damage the overall credibility of MarCom.

5.2.3.6. Job Displacement and Workforce Impact

The potential for AI to displace human jobs and alter workforce dynamics is another ethical

consideration. Interviewees acknowledged the tension between automating tasks and

preserving human roles within the organization. While AI can enhance efficiency and

productivity, it also raises concerns about job security and the ethical implications of
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replacing human labor with automated systems. This topic will be investigated more in

“Anticipating the Future.”

5.2.3.7. Professional and Legal Guidelines

Adhering to professional and legal guidelines is paramount in the ethical use of GenAI.

Interviewees discussed the importance of ensuring that AI tools are used appropriately and

that their use is vetted through established legal and ethical frameworks. This includes not

only compliance with data protection laws but also adhering to industry-specific regulations

and standards. Interviewees highlighted the role of internal review processes, such as AI

committees or responsible AI teams, in overseeing and guiding the ethical use of AI within

organizations. This topic will be discussed more in the next section.

5.2.4. Understanding Governance and Regulation

​​Interviews revealed that major tech companies have internal legal departments and

professional guidelines for ensuring safe and ethical AI usage. Many also maintain AI

councils dedicated to exploring, testing, and adopting the best AI tools, creating a secure

environment to protect critical data.

Internal legal departments play a pivotal role in overseeing content creation and ensuring

adherence to legal standards. These departments are responsible for vetting marketing

materials, whether they are blog posts, case studies, or eBooks, to avoid legal liabilities and

maintain the company's reputation. For instance, certain words and phrases are prohibited to

prevent misleading claims. Furthermore, branding consistency is maintained through

following editorial and style guidelines. Companies develop comprehensive guides that

dictate the style and language used in marketing content.

The process of content creation involves multiple layers of review. In most companies,

content undergoes editorial scrutiny to align with brand voice and legal standards. This

process includes training AI tools to understand and generate content that fits the company's

established brand voice.

Despite these processes and guidelines, there appears to be a gap in awareness among

employees: most marketing employees were not fully informed about the specifics of the AI

regulatory guidelines. This discrepancy raises important questions. If the people using AI
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tools daily are not fully informed about the rules and ethical standards governing these tools,

the integrity of the "walled garden" could be compromised. This lack of awareness might

lead to inadvertent breaches of ethical standards and misuse of AI tools. It is crucial to

consider how these guidelines can be effectively followed if employees are not adequately

informed about them. The question arises: Are these guidelines and councils merely

symbolic, serving more as public relations efforts than effective governance measures?

Moreover, while interviewees demonstrated a strong understanding of branding guidelines,

their knowledge did not seem to extend to AI regulatory guidelines. When asked about

ethical considerations, many referred to branding rules instead. This indicates an opportunity

for improved communication and training to ensure that AI ethics are as well understood as

branding principles. ​​Without proper education and training, the guidelines lose their efficacy.

This situation is akin to having a well-constructed fence but leaving the gate wide open.

To fully protect and maximize the benefits of GenAI tools, it is essential for all employees,

especially those in marketing, to be well-informed about AI guidelines. This involves not just

creating rules but actively educating and engaging staff to understand and implement them

effectively. By enhancing awareness and understanding of these guidelines, companies can

ensure the secure and ethical use of AI tools, aligning with their broader commitment to

responsible AI practices.

5.3. Anticipating the Future
5.3.1. Future of GenAI Tools

The future of GenAI is filled with both promise and uncertainty. Insights from various

industry professionals revealed a blend of excitement, skepticism, and caution.

Interviewee #6 highlighted that many organizations are currently exploring different GenAI

tools from numerous vendors. This exploration phase means companies must spend time

figuring out which tools best suit their needs. However, they predicted that within the next

5-10 years, the market will narrow down to a few key players. This will make it easier for

companies to choose the right tool for specific functions, with clear guidance from industry

analysts.
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The practical limitations of current GenAI technology are another point, as stated by

interviewee #8. Despite initial low expectations, they were pleasantly surprised by the

usefulness of the generated content, particularly in structured formats like outlines. However,

they acknowledged shortcomings of GenAI, such as the lack of dynamism and creativity in

storytelling and the pervasive issue of hallucinations, where the AI generates inaccurate or

nonsensical information. These limitations highlight that while GenAI has been impressive in

many cases, it is far from perfect. The trajectory of its development will depend heavily on

overcoming these challenges, particularly in enhancing the accuracy and reliability of the

outputs.

“When I initially thought about using GenAI tools, I had no illusions that they were going to

be perfect. [...] I did not expect it to be as good as it was. But I feel like GenAI systems do not

have dynamism in terms of the way they create assets. They are not good storytellers. Their

anecdotes are very good. They are not based on anything. So, it is the limit that the tool can

only go so far. [...] What it will do in 3-5 years is anybody's guess, but I think it is going to be

really impressive. I think there is a lot more of that creativity coming from it, if they can solve

the hallucinations that it tends to have. The hallucination is a big problem.” - Interviewee #8

Last but not least, the ambiguity surrounding the future of GenAI was seen in the reflections

of interviewees. The potential for GenAI to evolve and improve is substantial, yet the path

forward is anything but clear. Interviewee #4’s remarks showed a dual sentiment of

excitement and apprehension, drawing parallels between the advent of social media and the

current state of GenAI. Just as social media brought about unforeseen negative consequences

like anxiety and cyberbullying, GenAI may similarly cause unanticipated repercussions. The

potential for GenAI to disrupt industries, particularly entertainment, raises questions about its

broader societal impact. Will it democratize content creation to the extent that traditional

roles and industries are rendered obsolete? This uncertainty highlights the need for

consideration of the ethical and societal implications of GenAI.

“I really do not know what the future of GenAI is going to be, but I do know that I could see it

potentially getting quite messy. [...] It is exciting and scary at the same time, to be completely

honest. I think it is an industry, a technology, that is new to all of us.” - Interviewee #4
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In summary, the future of GenAI is both exciting and unpredictable. As the technology

advances and major players emerge, it will be essential to address the ethical, practical, and

societal challenges that come with it.

5.3.2. Future of Marketing

Future of marketing with the help of GenAI is poised to transform various aspects of the

field, as reflected in the insights from industry professionals. Their anticipations fall into

several key categories: process automation, content creation, customer insights, and sales

efficiency.

5.3.2.1. Process Automation

Interviewees were optimistic about the potential for GenAI to streamline and automate many

manual marketing processes. They envisioned a future where marketers can input a content

idea and automatically generate all necessary briefs for different teams, reducing the need for

separate tickets and manual coordination. This automated workflow is expected to free up

marketers to focus on more strategic tasks and improve efficiency significantly.

“I think it will definitely help a lot with automating manual processes and identifying the

right target audience. I think it will make the workflow more efficient.” - Interviewee #9

5.3.2.2. Content Creation

Interviewees believed that content creation will undergo the most significant change with the

integration of GenAI. They noted that AI-generated images and content can cut down on

studio time and editing, thus reducing costs and improving content quality. This innovation is

expected to open new creative avenues for brands. However, interviewee #2 expressed

concern that AI-generated writing might lack creativity. They hoped for future improvements

in AI creativity, but remained cautious about the technology’s current limitations.

According to interviewee #8, content creation will still require human oversight for some

time, especially in B2B marketing, where accuracy and relevance are critical. They stressed

the importance of maintaining human involvement to ensure content quality and relevance.
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5.3.2.3. Customer Insights

GenAI is foreseen to play a crucial role in generating customer insights quickly and

accurately. Interviewee #7 anticipated that marketing teams will grow to trust AI models

more, particularly in data and sentiment analysis. This trust will likely lead to more

widespread use of AI for crafting targeted and effective marketing strategies. Nevertheless,

this optimism is tempered by concerns about the quality and reliability of these insights.

While GenAI can quickly process large datasets, there is a risk that it might misinterpret data.

Moreover, over-reliance on AI could lead to superficial understanding and misinformed

strategies if the outputs are not critically evaluated. This raises questions about the readiness

of teams to trust AI completely and the potential for AI to introduce biases into the data

analysis process.

Another anticipation is highlighted by interviewee #8, who stated that GenAI can enhance the

customer learning process by providing tailored information earlier in the customer journey.

This could significantly shorten sales cycles, making the customer journey more efficient and

informed. This can happen only if the data fed into AI is accurate and comprehensive. Any

flaws in the data could lead to misguided marketing strategies.

5.3.2.4. Sales Efficiency

Salespeople are envisioned to use GenAI for enhancing their sales process. For example, in

the future, salespeople will be able to use chatbots to get real-time insights about a client’s

concerns before meetings, making their interactions more effective. GenAI could also

improve analytics by providing deeper insights into customer behavior and purchase history,

leading to more personalized sales strategies.

“I think salespeople will use it a lot. I imagine salespeople will use it to help them in their

sales process. For example, if they are driving to a customer and they are about to meet a

CIO, they can use a chatbot and say, ‘I am meeting with a healthcare CIO in half an hour.

What are his main concerns about cloud computing, IT, etc.?’ And the chatbot will tell them

what to say and the key conversations to have with this person when they meet. Just having

that computer in the background gives you that knowledge. You just talk to it and it will help

you be that much more efficient.” - Interviewee #5
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Interviewee #8 predicted that as genAI helps customers become more informed early in their

journey, the role of the salesperson will shift to addressing specific, complex queries. This

could mean customers are almost fully decided on their purchases by the time they engage

with a seller, potentially revolutionizing the sales process.

5.3.3. Future of People and Jobs

The rise of GenAI has sparked extensive discussions about its impact on the job market,

particularly in fields like marketing and content creation. Surprisingly, during the conducted

interviews without specific questions on this topic, nearly every participant expressed

concerns or insights about how GenAI might replace humans in their jobs. This unexpected

yet pervasive focus shows the anxiety and curiosity surrounding AI’s role in the workforce.

Experienced marketers noted that many basic writing tasks are now being automated,

reducing the need for human input and posing a threat to those just beginning their careers.

There is a widespread fear that GenAI could eventually replace many positions in marketing

and content creation altogether.

“There are a lot of basic writing tasks that there would not be any need to hire somebody on,

so GenAI is going to be very disruptive in that respect. I think that is already happening. I

have been in the marketing writing space for many years. If I was starting out and had just a

few years experience, I would be very concerned about it.” - Interviewee #6

“Sometimes, I question whether this will replace me at one point; will GenAI replace anyone

that is in marketing? Will GenAI replace anyone that is in content creation? It could

potentially be a situation.” - Interviewee #4

This anxiety is compounded by the debate over the broader implications of GenAI on

employment within the sector. Some believe that while GenAI will undoubtedly reduce the

number of jobs, there will still be a need for human collaboration with AI. This middle

ground suggests a future where fewer people are required to perform tasks that AI can handle

more efficiently.

“There is a huge debate right there. Are we going to lose a lot of jobs and let this develop

content on our behalf? I think it will be somewhere in the middle where I will probably be
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using a lot more heavily and we might have a few less people working on things.” -

Interviewee #5

“When I think of content marketing specifically, I do think GenAI will put a lot of people out

of jobs. For example, we have copywriters and copy editors, and I can imagine this will

reduce a lot of time if we can have an AI tool that is trained on our brand and style guidelines

rather than having someone work on it for a few hours. If the tool can just edit and review it

within a few minutes, it will help us a lot.” - Interviewee #9

On the other hand, other interviewees believed GenAI will not entirely replace human roles,

but will significantly alter them. For example, this technology has turned good writers into

good editors, according to interviewee #1 (See their quote on page 46). While AI can assist in

developing marketing content, human oversight and creativity remain crucial and there will

always be a need for humans. AI tools enhance efficiency rather than eliminate jobs.

Interviewee #2 foresaw a future where fewer people might be needed for manual tasks, but

the overall workforce could remain intact, performing more advanced and creative tasks (See

their quote on page 46).

At the current stage, some interviewees mentioned that while no immediate job losses have

occurred at their company due to AI, future hiring decisions might lean towards leveraging

AI capabilities, potentially reducing the need for additional human resources. They stated that

larger companies might prefer cost-effective AI solutions over expensive human labor,

especially for basic writing tasks.

“No one has lost their jobs because of AI. I think in the future, when we are thinking about

hiring, maybe we do not need as many people because we will just use it that much more to

develop, especially on the content development side.” - Interviewee #5

“I do not think anyone has been out of job because of AI within the marketing department yet,

but it could have happened. If there was a job that was to be considered, maybe we found a

tool that replaced that potential role.” - Interviewee #9

To make sure that AI will not replace humans, the importance of continuous learning and

adaptation is emphasized, particularly for more experienced workers. Embracing AI tools and
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integrating them into daily workflows can enhance employability and job performance,

ensuring that professionals stay relevant in a rapidly changing environment.

“There will be a shift in work for the people who are going to benefit or the people that have

embraced this and know how to use it, so particularly for more experienced workers. Do not

rest on your laurels. Retool, refine, and learn how to use these tools because they are going to

help you do your job, but they are also going to be the way you are employable forward.” -

Interviewee #8

6. ​​Analysis
6.1. Socio-Technical Systems

6.1.1. Task-Technology-Level

In this section, the focus is on tools, technology, and people. During the interviews, each

participant highlighted the tools they use and those verified by their companies. These

include ChatGPT, Claude, Microsoft Copilot, Jasper, DALL-E, Stable Diffusion, Sora,

Perplexity AI, and Google Bard. The decision to choose a tool was influenced by factors such

as company approval, pricing, recommendations from influencers and colleagues, tool

features, and user experience after testing.

While these tools assist people in lots of areas of their work, it is clear that human expertise

remains indispensable in ensuring the quality, accuracy, relevance, and authenticity of

content. This aligns with STS principles where technical tools interact with human practices

to achieve effective outcomes. One of the primary roles of human expertise in this context is

to provide strategic oversight and maintain alignment with corporate guidelines and brand

messaging. AI tools can generate drafts and suggestions, but they often require human review

to ensure that the output aligns with the company's established narrative and strategic goals.

This practice shows the importance of a "human in the loop" approach, where human

oversight is integral to the process.

“There is a thing called ‘human in the loop’ in AI. You trust it but get it checked too. I think it

is important to always check the quality. Any use of AI is always to be checked. If it seems a

little skewed, maybe just do a quick audit.” - Interviewee #7
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Moreover, the customization and personalization of AI-generated content are critical areas

where human intervention is crucial. As GenAI mostly produces generic content, the unique

voice, style, and creativity that a human brings to the table are essential for creating

compelling and engaging marketing materials. Professionals emphasized that AI can get them

60% there, but the remaining 40% requires human touch to infuse personality and tailor the

message to specific audiences.

“GenAI tools can get you maybe 60% there and then you really need to customize it, maybe

another 40% or something like that, and really personalize it. I think the biggest challenge is

that the content is relatively generic, unless you really prompt it well. So, there is definitely

the human element that you really need to infuse. You need to infuse your voice and your style

into it, so it is less computer generic.” - Interviewee #5

Furthermore, the role of human expertise extends to optimizing the use of GenAI through

effective prompt engineering and strategic inputs. The ability to craft precise prompts and

guide the AI towards desired outputs needs an understanding of both the technology and the

marketing objectives. This expertise enabled professionals to maximize the benefits of

GenAI, using it as a tool to assist rather than doing the whole work. This aligns with STS's

focus on joint optimization of social and technical systems, where GenAI augments human

capabilities rather than replacing them entirely.

The important point for companies in this regard is to consider socio-technical factors in an

ongoing manner in their work system design (Appelbaum, 1997; Gorejena et al., 2016; Trist,

1981). However, unforeseen issues are expected during this process (Wilson, 2014). To

address these challenges, a system must be established to detect and learn from them,

adjusting the technology as necessary. Continuous design facilitates identifying and resolving

issues within the STS (Salwei & Carayon, 2022). This attitude was mentioned in the

interviews, stressing on the importance of test and try, especially as companies are still in the

initial phases of GenAI adoption.

6.1.2. Organizational-Level

In this section, organizational-level topics related to the use of GenAI will be explored.

Currently, none of the interviewees were required by their organizations to use this

technology. However, several interviewees noted that they are encouraged to use GenAI, with

their companies promoting it as a useful tool and expanding access to licenses.
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The adoption of GenAI has not led to changes in organizational objectives or goals, nor has it

altered the structures and processes within the marketing departments. Nonetheless,

employees expected some automation of processes to be introduced in the near future. From

an STS perspective, integrating technologies with social systems necessitates changes in

objectives and structures. Consequently, the absence of these changes in organizations can be

viewed as a drawback and a limitation in their adoption.

STS advocates for humanizing work and fostering workplace democracy, which are essential

for effective AI integration. Thus, it is important to know who makes decisions in the

companies regarding GenAI adoption and how they support their employees in the learning

process. Interviews revealed that decision-making varied across companies. In many

organizations, these decisions were made individually, with employees required to use

company-approved tools and protect company data. In other organizations, decisions are

made at the team level based on specific tasks. Additionally, marketing directors, AI councils,

marketing technology groups, C-suite managers, security teams, and legal departments were

involved in the decision-making process in different companies. This resonates with STS's

emphasis on inclusive decision-making processes to ensure that technical solutions are

compatible with organizational goals and social dynamics. According to this theory,

democratic communication and decision-making are crucial for giving employees a voice

when integrating technologies and making work changes (Mumford, 2006).

The learning process for GenAI also differed among individuals and organizations. Some

employees began using GenAI out of personal curiosity and learned through hands-on

experience. Others were taught by colleagues and influencers. Many organizations

proactively educated their employees about GenAI, providing training courses and materials

to support them. However, in some cases, this support was not offered in a structured manner.

According to STS understanding, organizations that support employees with training and

resources for GenAI adoption demonstrate a commitment to human-centered design, crucial

for effective integration within socio-technical frameworks.

​​Overall, while the integration of GenAI into MarCom was encouraged and supported, its

implementation and learning processes were highly individualized and varied across different

organizations.
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6.1.3. Environmental-Level

STS recognizes that external factors, such as regulations and competitive practices, influence

organizational behavior. Hence, employees were asked about their competitors' usage of this

technology. While none of the interviewees had specific knowledge about their competitors'

practices, they expressed confidence that other organizations are at least testing GenAI. They

would be surprised if any companies had not yet begun exploring its potential.

Another consideration at this level is the impact of external regulations and governance on

companies. Although the interviews did not reveal insights on this topic, this may be due to

the fact that awareness of regulatory issues varies among different roles within an

organization. However, the literature review provided a comparison of region-specific

governance and regulatory rules regarding GenAI usage, highlighting the importance of

understanding these external factors.

6.2. Task-Technology Fit
6.2.1. Fitting GenAI to Marketing

When evaluating TTF for GenAI in MarCom within large IT companies, several key insights

emerged from the experiences of professionals using these tools.

All the interviewees agreed that GenAI is a technology that fits great to the needs of MarCom

tasks. This technology helps alleviate writer’s block and generates ideas quickly, enhancing

the production process and content development. It allows individuals to speed up routine

tasks, enabling them to focus more on creative work they enjoy. Additionally, the adaptability

of these tools to different content types, such as blogs, email campaigns, and digital content,

shows its versatility. Overall, the capabilities of GenAI align well with the demands of

MarCom. This alignment suggests a contribution to improved efficiency and quality,

according to the TTF model (Goodhue & Thompson, 1995).

Moreover, interviewees emphasized the importance of tailoring GenAI to their specific tasks

through effective customization. This customization includes significant involvement in

prompt development and iterative refinements. They argued that they are the ones who have

to make this technology fit their tasks. As a result, while the features GenAI offers matter, the

expertise and skills of the users in leveraging them are equally crucial.
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“I have to make the tools fit. I make them fit. I customize the tools for what I am doing. I think

that I get very involved in prompt development.” - Interviewee #1

Another key point raised by the interviewees was their realistic expectations of GenAI tools.

They viewed GenAI as an assistant that aids in faster and more efficient task completion,

rather than a solution to create entire pieces of content. Most interviewees used GenAI to

enhance and expedite their work, not to replace their own creative contributions. This

approach not only saves time but also ensures higher quality and consistency in the final

outputs.

“I am not expecting AI to create for me, but to enhance for me.” - Interviewee #3

In general, as mentioned before, successful integration of GenAI into marketing tasks

requires a balance between technological capabilities and human expertise. This can be a

witness to the fact that current versions of AI are not capable enough to replace humans.

6.2.2. Measuring Performance Effects

Studying the performance effects of using GenAI in MarCom within large IT companies is

crucial for understanding its alignment with the TTF and TPC models. This study used user

evaluation to collect data on how users perceive the impact of GenAI on their performance.

The majority of interviewees reported that GenAI has enhanced their performance by

increasing speed, quality, and efficiency. Those who were uncertain about its impact noted

that it is still too early to draw definitive conclusions.

However, a common theme in the interviews was the absence of concrete Key Performance

Indicators (KPIs) directly linked to the use of GenAI. Many teams relied on anecdotal

evidence and qualitative assessments to measure success. This approach reflects a broader

industry tendency to evaluate content performance holistically rather than isolating individual

elements influenced by AI. For instance, significant achievements, such as content developed

with AI assistance being shared by high-profile executives, were seen as markers of success,

even though these instances are not quantifiable through traditional KPIs.
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Thus, while there was a recognition of improved content quality and efficiency due to AI,

these improvements were not always captured in measurable terms. Some interviewees noted

efficiency gains and enhanced communication quality, yet acknowledged the lack of

substantial metrics to demonstrate these benefits tangibly. The qualitative improvements were

evident in received feedback and the perceived enhancement in content quality, but they

remain challenging to quantify precisely.

Moreover, some companies were beginning to incorporate AI-related metrics into existing

frameworks, focusing on areas where automation and AI can be easily tracked, such as email

open rates or event attendance driven by AI-targeted marketing. ​​This evolution aligns with

the adaptive nature of TTF theory, which encourages ongoing adjustments and improvements

based on technological advancements and user feedback. However, the distinction between

AI-enhanced content and traditionally created content remains blurred, complicating direct

comparisons and evaluations.

Another significant point was the reliance on overall campaign performance rather than

dissecting the contribution of individual content pieces influenced by AI. For example,

evaluating the success of marketing efforts through lead generation and conversion rates

offers a broader view of effectiveness, which dilutes the specific impact of AI tools.

In some cases, companies were exploring more structured approaches to measure AI

effectiveness, such as quarterly audits for AI accuracy and engagement metrics. These efforts

indicate a move towards establishing baselines and tracking improvements over time, though

they were still in the early stages and often part of experimental "test and learn" phases.

6.3. Conceptual Framework Analysis

The findings of this research indicate that the conceptual framework effectively explains

GenAI usage within the MarCom efforts of organizations. Interviews confirmed that the

framework’s elements interrelate as depicted. The integration of technology, people, and tasks

within organizational systems, as guided by STS and TTF principles, was evident in the

synergy between GenAI tools and human expertise.
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Additionally, this integration influenced and was influenced by the broader environment, as

shown in the framework. Organizations adopting GenAI shape industry standards and

consumer expectations, pushing competitors to follow suit. Conversely, regulatory

frameworks, ethical standards, and market conditions impact how organizations implement

GenAI, ensuring compliance and meeting external demands. This continuous interaction

between the organization and its environment drives adaptive strategies, reflecting both

internal innovations and external pressures.

At the organizational level, values influenced employees’ attitudes and work practices.

Marketing employees strive to convey their organizational values through their efforts, which

reflects the role of organizational values and trust in shaping their activities.

At the environmental level, the framework’s consideration of external regulations and ethics

was validated by the interviews. All companies had guidelines or councils to ensure

compliance with these external factors. However, interviewees demonstrated limited specific

knowledge about ethical considerations and regulatory aspects. This gap highlights an area

for improvement, where companies can focus more on educating employees to ensure a better

and more ethical integration of technology into their work.

6.4. Validation

After the data analysis, two additional semi-structured interviews were conducted to help

validate the research findings alongside literature review (For interview questions, see

Appendix C). These interviews provided an opportunity to gather opinions on the results and

to pose the main questions of the study once again. Then, their responses were compared with

the findings. The new interviewees were professionals working at two large IT enterprises in

the US, different from those of the previous interviewees. This approach was chosen to

ensure a wider range of perspectives and to make the findings more reliable by including

diverse viewpoints.

The interviewees’ responses aligned with the findings. They used an in-house GenAI to

optimize and augment human work. However, one interviewee noted that despite GenAI's

ability to enhance pace and efficiency, it has not yet changed the overall performance. They

71



argued that GenAI, being a new technology, is not being utilized to its full potential. This

highlights the opportunity for companies to offer more advanced training to their employees.

“I feel like there is more we can get out of GenAI. We are still asking questions like it is

Google and not using it to its full potential. I want to get more out of it, but I just do not know

how yet.” - Interviewee #10

An interesting point raised by one interviewee was their concern that people might lose trust

in brands if they notice the use of GenAI by companies. As a result, brands need to be

transparent about their use of AI and balance automation with genuine human interaction.

Finally, the interviewees suggested that while GenAI may replace some jobs due to its

efficiency, it is unlikely to fully replace skilled humans. They emphasized the ongoing need

for human input in crafting prompts and refining AI-generated content, indicating that AI

serves more as a tool to augment human work. They believed this integration could even lead

to new roles. Although some companies may have already replaced higher-cost positions

with AI, the interviewees had not observed this occurring in their own experiences yet.

7. Discussion

After the data has been analyzed and the findings reviewed, it is time to answer the research
questions. In this section, the data from the literature review, theories, and findings are
brought together to thoroughly explain the answers to each research question.

7.1. Current Usage of GenAI in MarCom (RQ1.1)

As stated in previous sections, MarCom is considered as a STS involving business, human

practices, and technology in this research. The body of research in STS indicates that

addressing both technical and social aspects together results in better outcomes, including

more effective change, smoother worker transitions, and increased productivity.

This study supports these findings. When adopting GenAI for MarCom, large IT companies

provided their employees with support, encouragement, training materials, and tool licenses,

thereby addressing the social aspects. Simultaneously, they evaluated various tools and

technologies to identify the best fit for their needs, addressing the technical aspects. The
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perceived increases in productivity and efficiency observed in the interviews can be seen as a

result of this joint optimization. However, although there is a need for restructuring work

processes with these types of changes (Mumford, 2006), GenAI adoption does not seem to

have caused any restructuring in large IT companies yet.

The interview findings and literature review show GenAI is currently being used in various

MarCom tasks. The use cases can be categorized in five groups: content creation, information

management, brainstorming and idea generation, operational support, and sentiment analysis

and social media monitoring. Each category will be explained more in the following.

1. Content Creation: GenAI aids in drafting and creating various content types,

including emails, blog posts, website content, and social media updates. It also

supports derivative content, creative work, and content management tasks such as

editing and summarizing.

2. Information Management: GenAI helps in processing large volumes of data,

conducting research, and validating information.

3. Brainstorming and Idea Generation: The tool is used to overcome writer’s block

and generate initial ideas, titles, and drafts.

4. Operational Support: GenAI automates routine tasks like generating meeting notes

and other operational support activities, freeing up time for employees.

5. Sentiment Analysis and Social Media Monitoring: This technology automates the

extraction of insights from social media, improving trend analysis and enabling better

engagement with relevant content.

While AI tools enhance many work areas, human expertise remains crucial for ensuring

content quality, accuracy, and alignment with corporate guidelines. Human oversight is

essential for reviewing AI-generated drafts, personalizing content, and providing strategic

input, ensuring that AI supports rather than replaces human capabilities. This reflects the STS

principle of optimizing both social and technical systems for effective outcomes.
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7.2. Ethical Considerations When Using GenAI in Marketing

(RQ1.2)

Ethical considerations in using GenAI include several key concerns. Unregulated GenAI

poses significant risks such as copyright violations, disruption of labor markets, production of

illegal content, and bias (Shumakova et al., 2023). Addressing these concerns is crucial, and

current and upcoming laws aim to ensure ethical AI use. However, companies often resist

measures like watermarking due to concerns over performance. In this research, interviewees

mentioned they do not use a disclaimer in their AI-generated content, because AI is just an

assistant and they are still the ones who write the piece and refine it.

Governance and regulation of GenAI vary globally. However, current regulatory frameworks

are not fully equipped to address the unique characteristics of GenAI, which include dynamic

context and scalability. Scholars propose new terminologies and regulatory frameworks

tailored to GenAI systems, emphasizing transparency, observability, and democratic oversight

to ensure responsible and trustworthy AI use.

Currently, the EU emphasizes data privacy, transparency, and accountability, categorizing AI

systems by risk levels. The EU's AI Act imposes stringent regulations on high-risk systems,

though some argue this may hinder innovation. In contrast, the US adopts a more liberal

approach, integrating AI regulation into existing frameworks, with laws like the AI in

Government Act and the National AI Initiative Act. State-level legislation, such as

Connecticut's bill addressing AI bias and deepfakes, is also emerging. This difference

between the regulatory system of these two regions shows that if this research was conducted

in Europe instead of the US, it might have had different results regarding ethical

considerations in organizations.

Interviews showed major tech companies have internal legal departments and AI councils to

ensure ethical AI use and data protection. However, many marketing employees are unaware

of specific AI regulatory guidelines, which raises concerns about the effectiveness of these

governance measures. Improved training and communication are needed to ensure employees

understand and follow AI ethics, not just branding rules, to secure and ethically use GenAI

tools.
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Most marketing professionals prioritize brand protection and company data confidentiality

over broader ethical responsibilities like user data privacy and societal impact. There are

several key ethical concerns when using GenAI in MarCom:

1. Data Privacy and Confidentiality: The risk of exposing sensitive company and

client information when using AI tools is significant. Proper anonymization and the

use of company-approved tools can help mitigate these risks.

2. Transparency and Authenticity: It is essential to disclose the use of AI in content

creation to maintain trust and honesty.

3. IP and Attribution: Proper attribution for AI-generated content is crucial to avoid

legal issues and ethical breaches. Plagiarism and the use of others' proprietary

information without consent are concerns.

4. Bias and Fairness: AI tools can perpetuate biases if not trained on diverse datasets,

requiring ongoing vigilance to detect and correct these biases.

5. Quality and Overreliance: Overuse of AI can lead to lower quality content,

undermining the integrity of MarCom.

6. Job Displacement: The use of AI raises concerns about job security and the ethical

implications of replacing human roles with automated systems.

7. Professional and Legal Guidelines: Adherence to legal and ethical guidelines is

vital, with internal review processes ensuring responsible AI use.

Although this study focused on the US, the literature review offered insights into the situation

in other parts of the world. Due to the novelty of the topic and a research gap in this area, few

studies were available when this research was conducted. But, based on a study examining

the adoption of GenAI across multiple industries in European organizations, employees seem

to demonstrate a higher awareness and concern about the ethical implications of this

technology there.

In the EU, protecting user data in GenAI systems is vital, necessitating compliance with

regulations like the GDPR. There is a risk that GenAI can perpetuate societal biases,

emphasizing the need for fairness in outputs. The lack of transparency complicates

accountability, and companies face challenges in navigating a complex regulatory landscape

that includes data privacy and security concerns, which can hinder innovation. Safeguarding

sensitive information in GenAI systems is also a significant challenge. Despite these
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concerns, people also recognize the benefits of GenAI, particularly its potential to enhance

performance and increase speed (Orozco & Welin, 2024).

Overall, there is a need for improved awareness and training on AI ethics among employees

to ensure responsible and effective use of GenAI tools. This aligns with TTF and STS

theories, stressing on enhanced training for better implementation of GenAI in marketing.

7.3. GenAI Effects on Marketers’ Performance (RQ1.3)

In STS theory, the technical subsystem consists of business processes and technologies that

process inputs to generate outputs, thereby boosting system performance (Bostrom et al.,

2009). Traditional business models often assume that advanced technology guarantees high

production and performance. However, experience shows that success requires addressing

both the social system and the technology (Gorejena et al., 2016). In other words, the

collaboration of these two subsystems determines if a system's performance succeeds or fails

(Walker et al., 2008). In this research, this collaboration was evident and may explain why

interviewees perceived an improvement in their performance after adopting GenAI. However,

without KPIs, the measurement of this improvement was mostly anecdotal.

Another way to look at performance effects is through a TTF lens. As indicated by this

theory, the extent to which tasks and technology fit affects work performance and technology

utilization (Goodhue & Thompson, 1995). Proper alignment and user expertise enhance

performance, while mismatches can slow decision-making and increase errors. Additionally,

specialized training can boost performance by improving user proficiency and accuracy

(Goodhue et al., 2000).

Furthermore, researchers believe there is a statistical correlation between user evaluations of

TTF and perceived performance (Goodhue et al., 2000). In this research, interviewees

believed GenAI fits well with their tasks in MarCom. Companies also provided their

employees with training to help them adopt this new technology and enhance their expertise.

Hence, this is another explanation for the perceived improved performance by the

interviewees.
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Based on the TPC model, for a technology to impact individual performance positively, it

needs to be used and fit the tasks it supports (Goodhue & Thompson, 1995). Consequently,

performance impacts are influenced by both TTF and utilization (Angolano et al., 2012).

Using this perspective, GenAI boosts employees’ performance because it is used in their

daily tasks and fits well to what they do and need. In the following, TPC model’s key

components are shown as defined by Goodhue and Thompson (1995). Each component is

explained within the context of this research too:

1. Technologies: GenAI tools, such as ChatGPT, Microsoft Copilot, Claude, Jasper, etc.

2. Tasks: Content creation (Blog posts, emails, eBooks, website content, social media

posts, etc.), content management, campaign planning and execution, creative work,

research and analysis, social media management, influencer marketing, email

marketing, internal communications, customer relationship management, reporting,

advertising, operational tasks, strategy and planning.

3. Individuals: MarCom employees of large IT companies in the US who mostly

perceived themselves as early adopters. They had skills to use different tools and

technologies in their tasks and were curious to test different options even when they

were not asked to do so. Their motivation was mostly to find a tool that fits their task

requirements, enhances their performance, functions as their assistant, and increases

speed and productivity.

4. TTF: Great fit between tasks and GenAI was seen according to the interviewees. Also,

individuals believed they are the ones who need to make the tool fit their tasks and

GenAI capabilities allowed them to do so.

5. Utilization: GenAI was frequently integrated into employees' daily tasks. Employees

had the autonomy to decide when and how to use GenAI, as its usage was not mandated

by their companies. They leveraged a variety of GenAI tools based on specific tasks and

objectives. For instance, they utilized certain tools for generating textual content and

others for creating visual outputs. When voice assistance was needed, they turned to

voice-enabled tools, and for conversational interfaces, they opted for chatbot solutions.

6. Impact of TTF on Utilization: TTF positively impacted employees’ utilization as they

witnessed their improved outcomes. This was further discussed in “Benefits and

Beneficial Aspects of GenAI in Marketing.”
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7. Performance Impact: Enhancements in efficiency, quality, productivity, and pace was

mentioned by the interviewees. Some of them received improved feedback from their

managers after using this technology.

In conclusion, the integration of GenAI into employees' tasks enhances performance by

aligning with STS, TTF, and TPC. The collaboration between the technical and social

subsystems, combined with a strong task-technology fit, result in improved work outcomes.

Despite the lack of KPIs, the positive feedback from interviewees highlights GenAI's

potential to transform MarCom. The TPC model underscores the importance of technology fit

and utilization in driving these performance improvements.

7.4. GenAI’s Influence on MarCom (RQ1)

GenAI is transforming MarCom within large IT companies by enhancing productivity, pace,

and efficiency. It automates content creation, streamlining tasks like drafting blog posts and

generating social media updates. This shift allows teams to focus on more strategic activities

but also raises concerns about job security and creativity. With GenAI, the creative process

increasingly involves developing effective prompts rather than crafting content itself. While

GenAI aids in starting from scratch and generating ideas, it can also produce generic content

and inaccuracies, demanding careful human oversight. Additionally, risks such as data

security and brand consistency must be managed to fully leverage GenAI’s benefits.

According to STS theory, integrating GenAI effectively requires optimizing both social and

technical aspects. Companies have provided their employees with training material and

guidelines, which has led to improvements in their tasks. However, no major restructuring

has occurred yet, suggesting further alignment is needed.

From a performance perspective, TTF and TPC models emphasize that GenAI must align

well with marketing tasks to boost performance. Positive feedback from users indicates good

fit and improved outcomes, although performance measurements are still mostly anecdotal. It

is worthwhile to note that GenAI resulting in higher performance levels should not lead to

over-reliance on these tools.
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Moreover, despite the prominent ethical concerns in this area, current regulations struggle to

address the challenges fully, and there is a noted gap in employee awareness regarding ethical

AI use. Enhancing training and communication on these issues is crucial and can result in a

deeper understanding of these tools. This can ultimately improve performance and the overall

technology implementation too.

Overall, while GenAI offers notable benefits in MarCom, addressing ethical concerns and

ensuring effective technology integration are essential for maximizing its impact. The critical

question remains whether GenAI can truly replace human creativity and lead to job

displacement. This study shows GenAI has the potential to displace some jobs, particularly in

basic writing and content creation tasks, as it automates many routine functions. However, it

is unlikely to entirely replace human roles; instead, it will transform them, emphasizing the

need for human oversight, creativity, and adaptation. This finding aligns with the evidence

highlighted in the literature review.

8. Limitations

This research study is conducted at a stage when GenAI is still relatively a new phenomenon.

This novelty poses challenges due to the limited body of literature and established

frameworks available for reference. Additionally, there is a notable absence of research

exploring the integration of STS and TTF theoretical models within the domain of marketing.

This scarcity complicates the development of a robust theoretical foundation for the study.

Furthermore, although the researcher contacted a substantial number of employees (more

than four hundred) at identified large IT companies in the US, the criteria for participation

were restricted to individuals who were accessible and responsive within the designated

research timeframe. Additionally, some employees who did not use GenAI in their work

declined participation. Consequently, the finalized interviewees were predisposed to be

interested in GenAI usage in their professional roles. This selection bias may impact the

generalizability of the study findings beyond this specific subgroup of individuals.

Another limitation of the study is its geographical focus, as all interviewees were based in the

US. This geographical restriction may limit the generalizability of the findings to other

regions or countries with different cultural, economic, or regulatory contexts.
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9. Future Research

First, this research primarily focused on the US. Conducting similar studies in other

geographical locations could yield different results. Future research could explore how

GenAI is perceived and utilized in diverse global contexts, offering a more comprehensive

understanding of its impact and potential applications worldwide. Additionally, investigating

different organizational sectors or departments could reveal variations in how GenAI is

adopted and its effects on performance.

Moreover, conducting quantitative research could provide a more precise understanding of

GenAI's impact on performance, complementing this study's qualitative approach based on

user evaluations and perceived performance changes. Currently, companies have not yet

established KPIs or measurement tools to track these changes accurately.

Last, given the novelty of GenAI at the time of this research, future studies have the

opportunity to explore its effects and the changes it causes as the technology matures.

10. Conclusion

Today, content plays a crucial role in marketing, with AI-driven methods greatly influencing

its creation (Kose & Sert, 2017). GenAI has impacted MarCom in large IT companies

through its integration into various tasks, such as content creation, information management,

and operational support. Companies have supported this integration with training and

resources, addressing both social and technical aspects as per STS and TTF theories.

However, necessary restructuring of work processes has not yet occurred, and ethical

concerns remain significant.

Findings show the integration of GenAI into employees' tasks has enhanced performance by

aligning with STS, TTF, and TPC. Despite the lack of KPIs, positive feedback from

interviewees highlights GenAI's potential in this regard. Additionally, human expertise is an

essential factor for ensuring content quality and alignment with corporate guidelines,

reflecting the STS principle of optimizing social and technical systems for effective

outcomes. While AI tools enhance work areas, human oversight is vital for reviewing

AI-generated drafts, personalizing content, and providing strategic input.
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Lastly, improved training and ethical awareness are needed to fully leverage GenAI’s

potential while maintaining responsible use. Marketing professionals are encouraged to

expand their focus beyond brand protection and data confidentiality. After all, the choice of

implementing or avoiding GenAI utilization rests on the unique circumstances of each

company (Wahid et al., 2023). While some remain hesitant and cautious about adopting AI,

maybe the time has come to carefully embrace it (Wirth, 2018).
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12. Appendices
12.1. Appendix A - Interview Guide

Introduction

● My name is Elham Farahmand, and I am a graduate student at Aalborg University in

Copenhagen, which is a partner institution in the European Union’s Erasmus Mundus

Joint Master’s Degree program in Digital Communication Leadership

(https://dclead.eu). Currently, I am a visiting graduate researcher at UCLA.

● The purpose of this interview is to gather information and gain your perspectives on

the role of generative AI (GenAI) in marketing communications.

● Interview will be conducted via Microsoft Teams and will take approximately 1 hour.

● If you agree, the interview will be recorded for transcription and data analysis.

● Confidentiality: Your responses will be kept strictly confidential; the information you

provide will be used solely for research purposes. All data and records generated in

this study will be stored securely by the university and discarded securely after the

study is completed. Neither you nor your organization will be identified in any

documents or publications produced by this study, without your express permission. If

you have any questions regarding your participation, or the collection and use of data

for this study, please contact me at efarah22@student.aau.dk, or the Aalborg

University faculty supervisor for this project, Prof. Anders Henten at

henten@es.aau.dk.
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Interview Questions

1. Could you tell me a little about your career background so far?

1.1. In your experience, what do you think makes marketing effective?

1.2. Are you familiar with GenAI tools, such as ChatGPT?

2. In your current organization, have you or your team used GenAI tools for marketing

communications activities?

2.1. If so, what specific tasks have you used GenAI tools for?

2.2. How do these tools fit your tasks’ requirements?

2.3. How do you balance the technical capabilities of these tools with your team’s

expertise?

2.4. How did you and your team learn about using AI?

2.5. Did you need to adjust your processes or objectives once you started using AI? If

so, in what ways?

2.6. What aspects of GenAI tools have been most beneficial or productive in your

marketing

activities?

2.7. What challenges have you encountered while using AI tools?

2.8. Have AI tools affected your performance and outcomes of your marketing

efforts? If so, in what ways?

2.9. How do you measure those outcomes and the effectiveness of using AI?

2.10. Who plays a role in decision making processes regarding using AI tools?

3. Do your competitors use GenAI tools for marketing?

3.1. In your view, which of them use it in the most effective way?

3.2. What sets them apart, with respect to AI?

4. What legal or professional standards guide your own marketing practice, or your firm’s

marketing efforts?

4.1. Tell me about the values of your organization and how you try to convey them in

your marketing efforts.

4.2. Does AI help you meet those standards or communicate your organization’s

values?
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4.3. What potential ethical problems do you see in using these tools?

4.4. What might fix these problems?

4.5. In your organization, what ethical considerations do you have when using these

tools?

5. Looking ahead, how might AI affect marketing practice in IT, say in the next five years?

5.1. What would you expect to change, or stay the same?
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12.2. Appendix B - Codebook

# Theme Sub-theme Codes

1 GenAI Usage

Content Creation (Use

Case)

Writing

Writing Emails

Image Creation

Creative Content Generation

Titling

Content Theme Generation

Writing Blogs

Writing eBooks

Social Media Content Creation

Website Content

Derivative Content Creation

Making Examples

Visualization Mockups

Technical Writing

Content Management (Use

Case)

Editing

Summarizing

Outlining

Clarification/Simplification

Information Management

(Use Case)

Large Information Processing

Research

Searching through Local

Files/Emails

Validating Information

Brainstorm (Use Case)
Idea Generation

Help to Get to Start

Operational Support (Use

Case)

Assistance

Automation

Operational Routine Tasks

Generating Meeting Notes

Analysis (Use Case) Sentiment Analysis
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Social Media Monitoring

GenAI Adoption

Diffusion of Innovation Stages

Hesitant

Embrace

2

Benefits and Beneficial

Aspects of GenAI in

Marketing

Product Level
Quality

Enhancement

Personal Level

Saving Time

Pace

Productivity

Efficiency

Creativity

Conversational Interface

Empowerment

Changes in Jobs

Organizational Level

Economical Benefits (Getting

More Work Done, Cutting

Cust, Making More Money)

3

Risks and Challenging

Aspects of GenAI in

Marketing

Product Level

Incorrect Answer

Irrelevant Answer

Lengthy Answers

Drop in Quality

Hallucination

Unrealistic Language (Generic

Tone, Wrong Tone, Too

Formal)

Verification Process

Technical Challenges

Limited Tool Advancements

Age of Data

Personal Level
Overreliance

Changes in Jobs

Organizational Level
Reputational Risk

Branding Risk
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Company Data Confidentiality

4
Ethics, Governance, and

Regulation

Ethics and Values

Organizational Values

Potential Solutions to Ethical

Issues

Ethical Considerations

Governance and Regulation

Professional and Legal

Standards

Rules

Disclaimer

Guideline

AI Council

5 Future of GenAI

Product Level

Expected Changes or

Continuity

Evolve

Drop in Creativity

Future Improvement

Personal Level

Job Replacement

Job Security

Need for Human

Organizational Level
Anticipated Changes in

Marketing

6 Socio-Technical Systems

Socio-Technical Level

Tools

Balance of Human Expertise

with Technology

Human Collaboration

Organizational Level

Organizational Expectancy

Regarding Usage

Goals and Objectives

Adjustments in Organizational

Processes

Structural Changes

Decision-Making

Learning Process and Support
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Environmental Level Competitors

7 Task-Technology Fit

Task-Technology Fit

Task-Technology Fit

Task Requirements

Expectations from GenAI Tools

Performance

Effects of GenAI on

Performance and Outcomes

Measurement of Outcomes and

Effectiveness
Table 1. Table of themes, sub-themes, and codes.
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12.3. Appendix C - Interview Questions for Validation

1. GenAI Usage:

Question: What do you use GenAI tools for?

Answer:

Finding:

1. Content Creation: GenAI aids in drafting and creating various content types, including

emails, blog posts, website content, and social media updates. It also supports

derivative content, creative work, and content management tasks such as editing and

summarizing.

2. Information Management: GenAI helps in processing large volumes of data,

conducting research, and validating information.

3. Brainstorming and Idea Generation: The tool is used to overcome writer’s block and

generate initial ideas, titles, and drafts.

4. Operational Support: GenAI automates routine tasks like generating meeting notes

and other operational support activities, freeing up time for employees.

5. Sentiment Analysis and Social Media Monitoring: This technology automates the

extraction of insights from social media, improving trend analysis and enabling better

engagement with relevant content.

2. Benefits:

Question: What are the benefits of using GenAI for marketing communications tasks?

Answer:

Finding: Efficiency, pace, productivity, better performance, increased quality, creativity,

economical benefits for organizations (with maximizing the work or doing the same amount

of work with less people)

3. Challenges and Risks:

Question: What are the challenges when using GenAI for marketing communications?

Answer:
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Finding: Hallucination, incorrect or irrelevant answers, generic or too formal tone, lack of

storytelling abilities, technical issues, age of data used to train data, over-reliance

4. Creativity:

Question: How do you think GenAI affects creativity in marketing?

Answer:

Finding: Some people think it increases and some believe it decreases creativity. One finding

is that this technology is redefining creativity. Many people now focus mainly on how to

generate creative prompts rather than the piece of content itself.

5. Ethical Considerations:

Question: What are some ethical concerns regarding using GenAI in marketing?

Follow-up Question: Does your company have any ethical guidelines?

Answer:

Finding: Most companies prioritize brand protection and company data confidentiality over

broader ethical responsibilities like user data privacy and societal impact. Most marketing

professionals are not aware of the specific ethical considerations when they use AI.

6. Effects on Performance:

Question: How do you think GenAI affects your performance?

Answer:

Finding: It results in a higher level of performance, but there are no measurement tools or

KPIs to actually see these performance changes.

7. Restructuring of Processes or Objectives:

Question: Has GenAI changed any structures, processes, or objectives in your company?

Answer:

Finding: GenAI has not changed any structures, processes, or objectives yet.

8. Training and Support:
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Question: Does your company provide employees with support and training material about

using GenAI in their work?

Answer:

Finding: Most companies support their employees during their learning process, but this

learning material has areas of improvement. For example, they can include ethical aspects

too. Ethical risks of using GenAI and their broader impacts in the society could be an

important topic to consider.

9. Job Replacement:

Question: How do you see the future of GenAI?

Follow-up Question: Do you think it can replace humans?

Answer:

Finding: GenAI might displace some basic jobs, but it cannot entirely replace humans as

there is a need for human collaboration and oversight in many areas.
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