
Thesis Summary

For the last few years, the research community has observed great leaps in Artificial Intelligence

(AI) research, largely due to improvements in Natural-Language Processing (NLP), which

allowed for successful research in large language models (LLM). The LLM’s (e.g., GPT, Claude,

Gemini, etc.) have shown promising results in a wide variety of applications, ranging from the

creativity sphere to healthcare and beyond. With these changes, human-AI collaboration has

become a popular focal point. Human-AI collaboration (HAIC) is characterised by the joint

efforts of humans and AI to achieve a common objective. Despite recent advancements,

incorporating AI into tasks that typically require humans to perform them is far from trivial. The

collaboration has raised concerns about trust, reliability, and bias, amongst other issues.

In this thesis, we investigate how different skill levels of people perform in a visual

problem-solving task with an intermediary AI feedback assistant with regards to accuracy and

confidence. To achieve this, we built a website from scratch, which presented twelve instances of

“Raven’s Progressive Matrices” tests and recorded various metrics throughout the process. First,

the test instance must be solved without any assistance, where an answer out of eight options is

selected and a self-reported confidence level in the answer. Next, AI feedback is given, which is

purposefully rigged to be incorrect in some cases, as well as its confidence level. The participant

can then decide if the feedback changes their answer or confidence in any way and proceed to

answer yet again. We ran the within-subjects study with N = 25 participants and found that

despite the AI feedback being wrong occasionally, it elevates the lower and mid level skilled

participants (judged by initial decision accuracy). Furthermore, we found that many participants

preferred the assistant as an inspiration for patterns, suggesting that simply conveying the

patterns or rulesets found without imposing an answer might be beneficial to the collaboration.

Another finding was that a higher amount of trust was correlated with initial accuracy,

suggesting that lower-skilled participants are more trusting of the AI. Likely for a similar reason,

higher trust is correlated with a higher answer switch rate, plausibly due to increased doubt in

lower skilled participants. Finally, as a future work, we suggest trying to replicate the experiment

in a different domain, such as creativity.
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ABSTRACT
Human-AI collaboration has been on the rise in recent years due to
Artificial Intelligence (AI) advancements. They have shown great
promise in assisting humans with various tasks but pose chal-
lenges that are non-trivial to overcome. In this paper, we investigate
human-AI collaborative problem-solving in a visual task, where
the AI acts as a decision support system, giving feedback mid-way
through the task. We manipulate the AI assistant to purposefully
be incorrect and change the level of confidence in the message it
conveys. Through a within-subject study (N = 25), we investigate
how the AI feedback impacts participants of varying skill level in
terms of performance, among other metrics. We found that people
with lower skill levels benefit greatly in performance, achieving
greater results than without feedback, and that people prefer to
use the assistant as an inspiration for patterns. Given that, we con-
clude that an assistant might benefit from serving as a support type,
giving ideas for patterns that the human collaborators might be
missing.
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1 INTRODUCTION
For the last few years, the research community has observed great
leaps in Artificial Intelligence (AI) research, largely due to improve-
ments in Natural-Language Processing (NLP), which allowed for
successful research in large language models (LLM). The LLM’s (e.g.
GPT, Claude, Gemini, etc.) have shown promising results in a wide
variety of applications, ranging from the creativity sphere[9, 31], to
healthcare[36] and beyond. With these changes, human-AI collabo-
ration has become a popular focal point. Human-AI collaboration
(HAIC) is characterised by the joint efforts of humans and AI to
achieve a common objective[33].
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Despite recent advancements, incorporating AI into tasks that
typically require humans to perform them is far from trivial. The col-
laboration has raised concerns about trust[26, 30], reliability[8, 12],
and bias[25], among other issues. In particular, it remains unclear
how AI cooperation—such as feedback—affects human decision-
making in different contexts. For instance, tasks can have a wide
range of importance, and different collaborators may have different
needs (e.g., a novice might need more details). One such context is
how AI affects individuals of varying skill levels on the same task,
specifically how AI feedback would affect performance (accuracy,
speed, or other task-specific metrics) and confidence.

In this paper, we examined a number of these effects with the
visual task known as "Raven’s Progressive Matrices" (RPM) [29],
which is widely used to assess fluid intelligence and is frequently
linked with IQ tests. To guide our research, we devised a few re-
search questions of interest:
RQ1. How does intermediary AI feedback affect the accuracy and

success of collaborators of different skill levels?
RQ2. How does AI confidence affect human confidence?
RQ3. What role does a human’s trust in AI have in decision-

making?
We ran awithin-subject experiment on a digitalised RPMversion[34],

where participants solved 12 RPM puzzles with intermediary AI
feedback being correct or incorrect and confident or unconfident
in a randomised manner.

We find that, despite the AI feedback being rigged to be incorrect,
it elevated lower- and middle-skilled participants consistently. The
participants also seemed to enjoy the feedback as an inspiration to
see patterns they had not seen before. We suggest that it may be
enough for a decision-support agent to reveal patterns and rule sets
instead of imposing an answer. Confidence changes were present
the most when participants were in doubt, suggesting that the
feedback did not matter when they were certain. Furthermore,
lower skills correlate with higher trust, and higher trust correlates
with answer changes.

2 RELATEDWORK
2.1 AI in Decision Support Systems
Artificial intelligence (AI) has been on a sharp rise in Decision Sup-
port Systems (DSS) in many fields over the past few years, such as
healthcare[5, 15, 26], education[19, 21], business[3, 17] and many
other areas. With the growing usage of AI support, researchers
have identified common issues in human-AI collaboration. Namely,
under-reliance[10, 27], when people show a direct or indirect reluc-
tance to use AI suggestions, and conversely, over-reliance[5, 22],
which generally manifests itself when people rely too much on the
AI support or are unable to determine howmuch they should trust it.
The research community has recently made an effort to learn more
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about the factors that may or may not influence people’s reliance
on AI feedback and suggestions. Lu et al. found that when second
opinions are presented with a suggestion, regardless if the second
opinion is from a peer or AI-generated, decision-makers showed
reduced over-reliance and increased under-reliance[23]. Which can
be favorable in cases where users are susceptible to over-reliance.
However, humans can exhibit the Dunning-Kruger Effect (DKE)
(i.e., overestimating their own abilities) and then tend to rely less on
AI systems, which can hinder their performance. He and colleagues
found that the DKE can be mitigated by introducing a tutorial task,
which would act as feedback before the actual task[13].

3 METHOD
We conducted a within-subjects study to find out how an AI that
offered intermediary feedback affected people with different skill
levels. In our study, we utilised the well-known and established
psychometric test "Raven’s Progressive Matrices"[29], where par-
ticipants needed to identify a missing figure in a 3x3 matrix. See
Section 3.1 for further clarification. We designed an AI that would
provide a one-shot interaction with the user once the user locked
in an answer. The participants experienced all four AI conditions,
which were split evenly and randomly among the tasks.

3.1 Task
A widely studied psychometric task named "Raven’s Progressive
Matrices"[29] was chosen for several qualities that it possesses for
the experiment. The matrices come in all variations of difficulty and
can be easy to understand, which makes it a convenient task to ad-
minister. Specifically, we used Set II from the Advanced Progressive
Matrices variation, which contains 36 tasks of increasing difficulty.
Carpenter et al. found a great variance in error rates among peo-
ple of diverse backgrounds[6], which serves the experiment well
by introducing different skill levels. Administering 36 tasks is still
time-consuming (40–60 minutes), and thus, several studies have
developed means to shorten the amount of time it takes. Hamel
and colleagues suggested that a 20-minute timed version is an ad-
equate predictor for scores acquired with no time limit[11]. Two
other studies took a different approach and shortened it to 12 tasks,
each using their own methodologies to identify the most impactful
matrices in the test[4, 35]. Due to worries about encouraging par-
ticipants to disregard AI feedback, we opted for the shortened task,
specifically the tasks listed in Bors et al[4].

3.2 Experimental Setup
3.2.1 Task Design. For the study design, we introduced a two-
phased decision-making process to evaluate the impact of the AI
feedback. The phases were identical, with the difference being that
the first phase was done before AI feedback and the second one after
AI feedback. The decisions made before AI feedback will henceforth
be referred to as HD1 (human-decision 1), and the decisions made
after AI feedback will be called FD1 (final-decision 1). In each phase,
there are four different steps. In the first step, participants look at
the RPM puzzle. Then, they evaluate eight different options, pick
one of them, and indicate how much confidence they have in the
answer. Afterwards, AI feedback was given for the participants to
read and evaluate. The interface can be viewed in Figure 5.

3.2.2 AI Assistant Design. As shown in Table 1, we designed four
different conditions for the AI assistant. Each of them varies in
correctness and the level of confidence it expresses.

Correct Feedback Incorrect Feedback
High Confidence Correct-Confident Incorrect-Confident
Low Confidence Correct-Unconfident Incorrect-Unconfident

Table 1: AI Assistant Feedback Conditions

The responses from the AI were predetermined messages where
each condition had one answer for each task. We implemented
an artificial response delay of 2–5 seconds, as some research has
suggested that slowing down response times may reduce algorithm
aversion[20, 27]. To generate the responses, we used GPT-4 by feed-
ing it the image of the task along with the option it was supposed
to advocate for.

3.3 Experimental Procedure
Participants were given a link to our web interface and supplied
with a participant code in order to start the task. Upon entering,
the participants received text instructions and image illustrations
to aid them in the upcoming task. Once the instructions were read,
the task began by showing the first of twelve Advanced Progressive
Matrix (APM) puzzles on the left-hand side of the interface. The
right-hand side contained three elements: an area to display the AI
response, a selection of the eight possible solutions to the matrix,
and a slider to indicate the confidence in the selected answer. When
an answer and confidence have been locked in, the participants
receive an analysis from an AI as a one-shot interaction and are
given the opportunity to reconsider their answer and confidence.
Following the completion of the twelve tasks, participants were
required to complete a demographic survey and the TXAI[14] AI
trust scale. Finally, participants were asked three open-ended quali-
tative questions regarding their experiences with the task and AI
interaction.

3.4 Data collection
We collected a variety of data, including a set of diverse data from
task performance and self-reported measures from surveys. Addi-
tionally, we asked three open-ended qualitative questions regarding
the participants experience with the AI interaction throughout the
tasks.

3.4.1 Task Performance. Records of various metrics throughout
the task were stored. First of all, we split the task decisions into two
parts (HD1 and FD1). For the HD1 and FD1 decisions, we stored:
an answer, the participant’s confidence level, time used (speed) in
milliseconds, and whether the answer was correct. Furthermore,
we recorded whether the answer or confidence changed between
the decisions.

3.4.2 Self-reported Measures. The TXAI survey was administered
to the participants. The TXAI by Hoffman et al.[14] is an eight-
question questionnaire featuring a five-point Likert scale that ranges
from 1 ("I strongly disagree") to 5 ("I strongly agree"). As per the
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Figure 1: (a - left) Success rate across tasks by HD1/FD1 | (b - right) Trend between accuracy of initial decision versus final
decision

findings from Perrig et al., we did not include item six as their find-
ings indicate that the scale works better without it[28]. Aside from
removing question six, the scale was administered in its original
form.

3.4.3 Open-ended Questions. As the final step, we collected re-
sponses to three qualitative questions. The questions were designed
by focusing on how the participants perceived the support from
the AI, both positively and negatively.

• How did the AI assist you in conducting the task?
• How did the AI hinder you in conducting the task?
• How and why did the AI recommendations impact your
confidence?

3.5 Technical Implementation
In the creation of the experiment interface, we utilised several differ-
ent components to make a smooth experience for the participants.

3.5.1 Technicalities. Our tech stack in the project ended up consist-
ing of Vue-3, Node Express, and PostgreSQL. Vue-3 was responsible
for the client-side rendering, providing data to the client from the
server, as well as sending the experiment results back to the Node
Express server. The server acted as an intermediary in a classic
client-server-data structure.

3.5.2 User Interface. We elected for a simple design that made
clear distinctions between the different elements of the task. The

main task figure took up around half of the screen on the left-hand
side, whereas the AI responses, figure options, and confidence bar
shared space on the right-hand side (Figure 5 in the appendix).

4 RESULTS
In this section, we present our findings from the study, where we
recruited 25 participants (17 men and 8 women). Each participant
solved the same set of 12 RPM tasks, resulting in data from 300
instances. Out of the 300 instances, the AI conditions are a quarter
each overall, totaling 75 instances per condition.

4.1 Impact of AI Assistance On Success Rate
Throughout the study, participants completed a total of 300 tasks
combined. We observed a mean of 72.3% success rate (SD = 22.9),
and for FD1, we found 80% success rate on average (SD = 17.0).
The overall distribution of the success rate per task can be seen in
Figure 1 (a). By using a paired t-test, we have identified a significant
difference between the success rate of HD1 and FD1 in FD1’s favor
(t = -2.7331, p = 0.01947). This test does not adjust for conditions,
i.e., the data includes when the AI is incorrect as well

In a similar fashion, we investigated the overall accuracy of the
participant’s HD1 and FD1. With an accuracy of 9.6 (SD = 1.44),
FD1 outperformed HD1 with an average accuracy score of 8.68
(SD = 2.54). Calculating the statistical difference between the two
accuracy’s with a paired-test yielded a significant difference (t =
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(a) Distribution of confidence changes by AI condition (b) Distribution of confidence changes by answer changes

Figure 2: Overview of confidence changes

(c) Answer change decision based on HD1 confidence

-4.03, p = 0.00019). This shows the upward trend for most less skilled
(i.e., with less HD1 accuracy) participants (RQ1). (see Figure 1 - b)

4.2 Changes In Answer & Confidence Post-AI
Feedback

4.2.1 Distribution of Changes. Participants changed both the an-
swer and confidence on average 2.44 times (SD = 2.60). When only
counting the actual answer changes, participant changed their an-
swer an average of 2.8 times (SD = 2.61). The chi-square test found
that there was no statistically significant correlation among AI con-
ditions and changes made by participants (x-squared (9) = 0.00, p =
1.0).

4.2.2 Changes In Confidence And Decisions. The change in confi-
dence is shown in more detail in Figure 2 (a). We split confidence
decisions into three parts: increased, decreased, and no change. The
conditions differ mostly between the correct and incorrect modes.
When the AI is correct, the confidence increases in 42.7% of the
instances and only decreases in 6.7% of the instances. Conversely,

the incorrect condition had 26% of instances where the confidence
increased and 18% where it decreased (RQ2).

On Figure 2 (b), we show results from looking at the distribution
of confidence changes between when participants changed and
did not change their answer. It is clear that there are substantial
differences when the answer is changed. 57.14% of the time, the
confidence increased. The confidence decreased in 30% of the in-
stances and did not change at all in 12.85%. Contrarily, when there
was no change in the answer, 65.65% of the instances had no change
in confidence at all.

To better understand when changes are being made, we checked
for the initial confidence (HD1 Confidence) when a decision was
made to either change the answer or keep it. Figure 2 (c) shows that
in instances where the answer did not change, the initial confidence
was far greater (M = 8.27, SD = 2.43). Conversely, when participants
changed their answer, their initial confidence was significantly
lower (M = 4.41, SD = 2.98).
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Figure 3: (a - left) Mean Trust Score paired up against switch rate | (b - right) Mean Trust Score paired up against HD1 accuracy

4.3 Impact of Trust
We measured the participants trust in AI via the self-reported
TXAI[14] questionnaire; the average trust score was M = 2.95 (SD
= 0.98).

4.3.1 Switch rate. Figure 3 (a) depicts the relationship between our
participants mean trust score and how often they switched to the
AI suggestion. Furthermore, we calculated the Pearson correlation
coefficient (PCC), and the mean trust score and switch rate were
found to be positively correlated (df(23), p = 0.004) (RQ3).

4.3.2 Accuracy. From the mean trust score versus switch rate (see
Figure 3 - b), we observed a trend where a higher switch rate was
associated with a higher mean trust score. Given that, we are inter-
ested in comparing the mean trust score with HD1 accuracy. The
PCC test found a positive correlation (i.e., higher HD1 accuracy is
correlated with a higher mean trust score) (df(23), p = 0.003) (RQ1,
RQ3).

4.4 HD1-AI Alignment
When you compare "Correct-Confident" (t = 3.31, p = 0.005) and
"Correct-Unconfident" (t = 3.6, p = 0.002) to "Incorrect-Unconfident,"
you can see that the confidence in FD1 when HD1 (the first an-
swer) aligns with the AI suggestion is significant. Furthermore,
there is also a significant difference between "Correct-Confident"
and "Incorrect-Confident" (t = 2.59, p = 0.043). No significant differ-
ences were found within each correct type (i.e., "Correct-Confident"
versus "Correct-Unconfident").

One of our interests was seeing how users behaved in terms of
time (task speed) when the AI feedback was or was not aligned with
their expectation (HD1 answer). We divided all of the instances
into two parts: When HD1 is aligned with AI and when HD1 is not
aligned with AI recommendation. Figure 4 (b) depicts the results:
when HD1 is aligned with AI, the mean time taken is 15.2 seconds
(SD = 9.8 seconds), and when they are not aligned, the mean time
taken is 28.4 seconds (SD = 20.3 seconds). We found significant
differences in FD1 speed between the alignment groups (p < 0.001).
(RQ3)

4.5 Qualitative Analysis
As the final step in the procedure, the participants were asked to
provide answers to three open-ended questions, aiming to under-
stand how the participants perceived the AI assistance and how
the recommendations might have influenced their confidence or
decisions. We identified a few common angles and concerns that
the participants expressed.

4.5.1 Inspire MeWith Patterns. An interesting finding through
the qualitative questions was that the participants emphasised that
the primary assistance of the AI feedback was identifying patterns
they had missed: "I think the AI most of the time just strengthened
my answer; in some of the tasks, it gave me a different perspective
for the puzzle that also made sense." (P8). Several other participants
expressed similar views, e.g., "It helped by providing angles I didn’t
notice." (P20) and If I was completely unsure of the answer, the tool
would help by describing the patterns to look for. This was very helpful.
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(a) FD1 confidence (i.e. final confidence) when HD1 and AI agree (b) FD1 speed (i.e. time taken when HD1 and AI agree

Figure 4: Overview of HD1 alignment

(P9). It suggests that some participants preferred to use the AI
feedback as inspiration to find the right answer rather than directly
looking for the answer. Similarly, literature on explainable AI (XAI)
supports this by emphasising that human-AI collaboration is more
effective with explanations than working as a black box[1, 2]. As
such, we suggest that perhaps imposing an answer is not necessary,
it might be more beneficial for the collaboration to give an analysis
of the patterns and rule sets that the AI finds, which could inspire
human collaborators to make more informed decisions.

4.5.2 Losing Trust. Some participants expressed loss of trust in
the AI after experiencing responses they thought were incorrect: "At
the start of the test the AI was consistently wrong, to the point where
if it produced the same answer as me, I’d double check my answer."
(P9). Another participant echoed this sentiment: "I expect the tool
to do well and be trained on such a task, so I expect it to be correct.
During the first few answers, I decided that the AI recommendations
are unreliable." (P14). Losing trust in AI due to errors is consistent
with various researches on AI trust[30, 32].

4.5.3 Impact When In Doubt. Consistent with the trend of the
quantitative confidence results (e.g., shown by Figure X+3), the
impact the AI feedback had on confidence was mostly when the
participants were in doubt. "It did not impact my confidence when I
was very confident, but when I was not confident, the AI impacted it
a little." (P30).

5 DISCUSSION
In this study, we investigated how one-shot interaction with AI
assistance impacts people’s answers and confidence under various
conditions in a visual task. One of our primary results is that the
AI assistance delivered an overall upward trend (i.e., final accu-
racy was higher than initial accuracy), especially for lower-skilled
participants, for the overall accuracy score of the test (RQ1). For
some of the more skilled participants, there was a downward trend
(i.e., initial accuracy was higher than final accuracy). A plausible
explanation for this might be that the AI feedback confused them,
and they deferred to the AI recommendation, whereas the upward
trend deferred due to a lack of confidence. Another possible angle

is through social comparisons. Michinov and colleagues found that
comparing your ideas to partner’s you perceive as superior in the
task has benefits for your performance[24].

The success rate of the specific tasks started out relatively high,
with a 90–100% success rate for the initial accuracy but predictably
descending for the more complex tasks. Interestingly, there are
cases where the HD1 success rate outperforms the FD1 success
rate (e.g., task 3), likely due to the incorrect AI being more likely to
confuse than for the correct AI to be of benefit in a relatively easy
task.

The distribution of the confidence changes (see Figure 2 - a)
turned out to be somewhat similar across the conditions, with the
group types being similar to each other, only differing significantly
on correct/incorrect. This is yet another indicator that the differ-
ences between confident and unconfident are not great enough
to matter. However, as expected, we observed a higher rate of de-
creased confidence in the incorrect conditions and a lower amount
of increased confidence.

Whenwe look at the distribution of the confidence changes when
the participant decided to switch answers, there is quite a contrast
between the confidence changes in each case.When the participants
changed, we saw that, more than half of the time, the confidence
increased. In fact, a very small percentage of answer switches had
no change. This is consistent with our qualitative analysis in Section
4.5.3, as participants were more likely to switch, mentioning that
their confidence had mostly an effect when in doubt. Furthermore,
this is also consistent with findings from existing literature[7].

Lower trust in AI correlated with higher initial accuracy, perhaps
slightly surprisingly, though it can be explained similarly to experts
having lower trust in AI[16, 37]. Higher proficiency participants
may have higher confidence in themselves, and therefore be less
confident in the AI as soon as it makes a single mistake.

If the initial answer (HD1) aligned with the AI suggestion (see
Figure 4 - a), we observed contrasting confidence differences be-
tween the correct and incorrect groups, but less so between the
confident and unconfident sub-groups. We observe a far more di-
versified confidence when the AI answer is incorrect, suggesting
that the participants were in fact cast in doubt by the incorrect AI.
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Under the same circumstances, we also saw changes in time-taking
patterns when there was an alignment. After getting their answers
verified by the AI, people might feel less inclined to double-check.
All responses are about 40–60 words at most; for an average adult
to read (around 240 WPM on average), it would take around 10–14
seconds, which seems consistent with the time taken on HD1 and
AI alignment.

5.1 Limitations and Future Work
We acknowledge a number of limitations to our work that need to
be considered when interpreting our findings. First, our analysis
was done by looking at a single task, however, problem-solving
comes in many shapes and forms. Second, at his current time, GPT-4
does not possess the capabilities to solve RPM’s reliably, much less
the more complex ones. Due to that, the prompt given to the model
ranged from a simple instruction to a detailed hint, depending on
the complexity of the problem. This may not accurately reflect the
future prospects of GPT or similar models. Third, it might have
been useful to screen participants for their visual prowess to ensure
a wider spread of skill levels.

Trying to communicate confidence through the tone of the mes-
sage proved difficult. Future work could try to improve that method
by using recommendations from Kim et al, where they studied dif-
ferent versions of uncertain responses and found some of them to
be effective[18]. Additionally, it could entail switching away from
trying to convey confidence through the text and rather trying to
give AI confidence scores in its solution. As of now, a generative
AI such as GPT-4 would likely not be sufficient by itself; it would
need to be assisted by a model designed to complete these kinds
of visual puzzles. Additionally, it could be interesting to conduct
studies to find comparable upward and downward patterns in skills
other than problem-solving, like creativity.[24].

6 CONCLUSION
In this paper, we present the results of a within-subjects study
that evaluates the effects of intermediary AI feedback on problem-
solving complex visual tasks. We investigated the impact by ma-
nipulating the AI feedback to give correct or incorrect answers,
as well as confident or unconfident answers. We found that (1)
the AI feedback was beneficial to lower and middle-skilled partici-
pants, providing an upward trend when compared to their initial
decision (HD1) to the final decision (FD1). (2) Participants with
lower skills correlated with higher trust, and higher trust correlated
with switching answers. (3) Wrong answers by the AI decrease
self-confidence in the answer, and participants lost faith in the
AI’s reliability when encountering them. Based on our findings, we
argue that AI feedback can still be beneficial for people of lower
skill, even with some inaccuracies. Finally, we further suggest that
it may be enough for a decision-support agent to reveal patterns
and rule sets instead of imposing an answer.
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