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Abstract
In the era of rapid technological growth, Generative Artificial Intelligence (GenAI) has gained
global attention for its ability to produce diverse types of content, ranging from text, and
images to music. Unlike traditional AI, which focuses on data analysis and prediction, GenAI
creates novel data similar to its training datasets. The launch of tools like OpenAI’s
ChatGPT, which quickly accumulated millions of users, shows the potential of GenAI
applications. However, this advancement comes with significant environmental concerns,
particularly the digital carbon footprint associated with the energy-intensive processes of
training and inference.

This master thesis explores the environmental impact and user awareness related to
ChatGPT’s digital carbon footprint. We aim to look into the CO2 emissions generated by
GenAI, with a focus on ChatGPT, and develop potential strategies for sustainable practices
regarding user behaviour and ChatGPT prompt creation. Our research includes a thorough
literature review, a questionnaire and contextual inquiry, as well as methods for analysis to
understand the environmental impact, user patterns, and user experiences with ChatGPT.
Additionally, we investigate user awareness of the environmental impact, propose changes
in interface design, and prompt sustainable practices.

Keywords: Generative AI, ChatGPT, carbon footprint, user behaviour, sustainable practices
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1. Introduction
In the era of rapid technological revolution, Generative Artificial Intelligence, referred to as
Generative AI or GenAI, has been gathering widespread attention. GenAI refers to a
category of artificial intelligence technology that allows users to produce various types of
content (Cao et al., 2023). “Generative AI models use neural networks to identify the
patterns and structures within existing data to generate new and original content” (NVIDIA,
n.d., How Does Generative AI Work? section).

The key distinction between traditional AI and Generative AI resides in their capabilities and
applications. While traditional AI is mainly used for data analysis and prediction tasks,
Generative AI goes beyond this capability by creating entirely novel data similar to its
training data (Marr, 2023).

In November 2022, OpenAI launched ChatGPT, a large language model (LLM) accessible to
the public, with the ability to produce detailed responses based on instructions provided in
prompts. It has become the most popular product, setting a record for the highest number of
users, reaching 1 million users within 5 days; ChatGPT had 180.5 million users and 1.6
billion visits in January 2024 (Duarte, 2024). Moreover, following OpenAI’s partnership with
Microsoft, numerous global tech companies, including Google and Meta, have unveiled
GenAI tools and it is widely expected that these GenAI applications will become common in
daily activities and business (Chien et al., 2023).

GenAI applications like ChatGPT allow broad audiences to effortlessly engage in generating
human-like creations, including texts, realistic images and even music (García-Peñalvo &
Vázquez-Ingelmo, 2023). For example, DALL-E 2, produced by OpenAI, enables users to
create new images guided by natural language prompts, and GitHub Copilot assists in code
completion, producing new code based on natural language prompts (Brady, 2023).

With unprecedented advancements, concerns regarding environmental issues arose due to
the energy-intensive process of Machine Learning models. Two crucial concepts for the
issues are carbon emissions (CO2 emissions) and carbon footprint. Carbon footprint is
recognised as the life cycle of carbon-equivalent emissions and their impacts associated
with products or services; when considering carbon emissions, commonly related terms
include traffic, factories, airlines, and other transportation (Malmodin & Dag 2018). Electricity
consumption has a carbon footprint unless all electricity is generated by renewable energy
sources, yet renewable energy sources currently struggle to meet the substantial demand for
GenAI (Das and Modak, 2023).

The carbon emissions generated by training a single GenAI model for corporate use amount
to 626,000 pounds of CO2, which is five times greater than the emissions produced by an
average car in the US throughout the entire period of its use from manufacturing to disposal
(Hao, 2019). The emission caused by GenAI extends beyond training. During the inference
phase, where predictions are made and AI responds to queries, it is estimated that 60 per
cent of AI energy usage is allocated to inference and it surpasses that of training; ChatGPT's
daily carbon footprint is estimated to equal 50 pounds of CO2 or 8.4 tons annually based on
GPT-3 (Cho, 2023).
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Given this context, it is crucial to address the carbon footprint resulting from the inference of
GenAI. As highlighted by Luccioni et al. (2023), while large AI models undergo training only
once, they are employed billions of times.

This report demonstrates our approach to addressing user awareness of carbon footprint
resulting from the use of Generative AI, particularly ChatGPT, which is the most widely used
GenAI application. It also outlines how to contribute to reducing carbon emissions through
modifications in the interface design of ChatGPT and enhancing sustainable practices.

1.1. Problem Statement

“What is the extent of the environmental impact and users’ awareness related to ChatGPT,
and how can strategies be developed to foster sustainable practices of users and minimise

its digital carbon footprint?”

1.1.1. Research Questions
Based on the above problem statement and literature review we formulated seven research
questions that we will be looking into and answering throughout this report.

RQ1: What are the environmental impacts of Generative Artificial Intelligence
(GenAI) technologies, specifically regarding their CO2 emissions footprint?

RQ2: What is the most commonly utilised Generative AI tool, and in which specific
contexts is it used?

RQ3: What are the common usage patterns and preferences of ChatGPT users?

RQ4: What factors contribute to positive and negative experiences among ChatGPT
users?

RQ5: How do users utilise prompts and optimise their use of prompts to obtain
desired outcomes, interacting with ChatGPT?

RQ6: To what extent are individuals aware of the environmental impact of ChatGPT
on the digital carbon footprint?

RQ7: How can sustainable practices, in terms of user behaviour, be enhanced to
prevent CO2 emissions?

First, we decided to explore to what extent Generative AI impacts the CO2 footprint.
Furthermore, we will examine which GenAI tool is used most and in which context it is used.
With these research questions, we will gather essential information to solidify our starting
point in our research. In order to answer these questions we will be looking through the
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topic's relevant literature. Moreover, we will further acquire answers by conducting a
questionnaire and doing content analysis that will be used on the questionnaire results.

From the third research question, one of the applications of GenAI, which is ChatGPT will be
mainly focused since ChatGPT is currently the most used GenAI technology, according to
our research. We will dive into the user behaviour with ChatGPT, experiences, prompt usage
and awareness of the environmental impact it causes. We will acquire this knowledge by
conducting a questionnaire and contextual inquiry. Furthermore, to analyse the data we
gained we will be implementing qualitative analysis, which is a thematic analysis of the
questionnaire results as well as quantitative analysis.

Lastly, we will examine how to reinforce sustainable practices to prevent CO2 emissions by
investigating how users optimise prompts and interact with ChatGPT. This research question
will be answered by conducting a sentiment analysis of the questionnaire results and the
findings from the contextual inquiry.

The research questions were formulated based on the issues identified during our research
and literature review. As there is a lack of studies on this topic we aim to provide significant
insights into user behaviour and awareness level. Moreover, our study seeks to suggest
sustainable practices to reduce CO2 emissions by answering our research questions.

1.2. Significance of the Project
The increase of Generative AI applications and their advancements has been remarkable,
with OpenAI's ChatGPT rising in popularity and technological growth. However, the
environmental impact of these technologies, particularly in terms of CO2 emissions
associated with their energy consumption, has become evident as a significant concern.

The significance of this project lies in its response to a critical challenge: the essential digital
CO2 footprint of GenAI and ChatGPT. As the utilisation of GenAI models like ChatGPT
becomes increasingly common in daily life and work life, their environmental impact should
not be overlooked. This project is based on the understanding that while GenAI offers
unparalleled opportunities for innovation and efficiency, its sustainability must be prioritised
to ensure a balance between technological advancement and environmental impact.

The primary objective of this project is to get a better understanding of the user's awareness
regarding Generative AI and the environmental impact it causes. It will also look into users'
behaviour concerning ChatGPT and possibly develop potential solutions to minimise the
CO2 emission it produces. Ultimately this research is crucial for several reasons: user
awareness, user behaviour with ChatGPT and sustainable practice.
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1.3. Research Scope and Limitations
While this study is significant in detecting the environmental impact of ChatGPT and user
awareness regarding these emerging issues, there are limitations due to the relatively recent
unveiling of ChatGPT in 2022. OpenAI shares its carbon footprint and sustainability-related
information less transparently than other companies like Google, which are more transparent
about their decarbonisation efforts. This lack of transparency prevents us from providing
consistent and accurate measurements of ChatGPT's environmental impact, such as
concrete numbers for energy consumption and CO2 emissions.

A major focus of our study is user behaviour with ChatGPT and their awareness of its
environmental impact. We conducted user research using questionnaires and contextual
inquiries. During this process, we did not segment users of ChatGPT. Instead, we primarily
considered users of ChatGPT-3, who use the service for free. This choice was made due to
the higher availability of data from free users, but it may limit the generalisability of our
findings to users of a paid version.

Comparing our findings with existing studies on user behaviour with ChatGPT, particularly
interactions with prompts, is challenging due to the lack of research in this area. Additionally,
due to the rapid evolution of AI technologies, our findings could quickly become outdated as
newer versions of ChatGPT are released and user behaviours evolve.

1.4. Overview of the Report

This master thesis report presents an investigation into the awareness, user behaviour and
environmental impact associated with Generative AI and ChatGPT. The structure of the
report is carefully thought out and organised to provide a detailed exploration of the research
questions, literature review, methods, analysis, findings and discussion.

Our project begins with an introduction (Chapter 1) that presents the problem statement,
research questions, the project's significance and research scope and limitations. In Chapter
2, the literature review follows, exploring topics like digital carbon footprint, innovations in
Generative AI, user behaviour and environmental impact of GenAI, and prompt engineering.

Following that, the research design and methods, Chapter 3, shows a detailed research
design, data collection methods such as questionnaires and contextual inquiry, and data
analysis methods including quantitative analysis, text mining, thematic analysis, content
analysis and sentiment analysis. It also addresses the validity, reliability, ethical
considerations, and limitations of methods. Chapter 4 presents findings from the
implementation of the methods. Lastly in Chapter 5, the discussion and conclusion, we
answer our research questions and connect them to all the findings and literature.

This structure provided us with a comprehensive presentation of our research, contributing
to the exploration of the awareness and environmental implications of GenAI, particularly
ChatGPT.
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2. Literature Review
The first step in any report or research paper on which the review is based is to conduct a
proper literature review or literature search. A well-known quote made by Rau (2004) is
“Literature search is a systematic and well-organised search from the already published data
to identify a breadth of good quality references on a specific topic” (p. 1244). To put it in
other words what Rau was referring to was that a literature review is an important section of
any report be it either as part of a course of study or as a key step in the research process. It
can contain a simple summary of a source paper or article, but in most cases, it is
structured, has organisational patterns and combines both summary and synthesis
(Ramdhani et al., 2014).

Although it might appear to be a simple task a literature search demands a range of skills,
such as defining the correct topics for exploration, acquiring skills in the literature search
process and retrieval, developing the ability to analyse as well as rephrase the data, often
needed to be completed within a limited time (Ramdhani et al., 2014).

The main purpose of a literature review is to display one’s knowledge and understanding of
a major research topic (The University of New Castle Australia, n.d.). By doing so it helps
readers to understand better the project as well as reassures readers that the research
paper is credible and reliable (Cantero, 2019). Furthermore, the justification of the research
paper can be summarised in four main objectives: review published literature, critique the
literature, identify gaps in the literature and inform proposed research (Young, 2017).

Other benefits that can arise from a well-conducted literature search are additional ideas that
might come to light after reviewing and summarising others' work on a similar topic.
Bolderston (2008) put it in great words: “New theories can be built from the evidence
discussed, and new directions for future research can be suggested” (p. 86). Moreover, from
a well-made literature review new methods, techniques of analysis and methods of
measuring concepts can be identified or become apparent (Grewal et al., 2016).

Lastly, the approaches of literature search. In the last decade, searching libraries for
journals, books, articles, etc. was the normal procedure. Physical literature exploration is still
an essential practice for a systematic review search process, but it is not the only way (Paré
et al., 2017). With the advantages of technology, the internet has become a maze of vast
literature.

There are two main literature search approaches. The first one is a physical approach that
includes: protocol-driven (hand search journals), snowballing (reference chasing, tracking
citations), personal knowledge (existing theories and basis, particular contacts and academic
system), etc. The second approach is a web-based approach which consists of search
engines (Google, Google Scholar, etc.) and electronic sources of databases (SCOPUS,
ProQuest, ERIC, etc.) (Grewal et al., 2016).

When it comes to our project, we used the literature web-based approach. The main
reasoning behind that was the white-spread information the internet provides. It is well
known that the Internet is one of the most popular sources of information regarding articles
and scholarly research (Kibirige et al., 2000).
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2.1. Literature Search Process
In order to conduct the literature search we first had to choose which type of literature review
we wanted to work with. In general, there are four basic types: traditional, narrative,
systematic, and meta-analytic reviews (Rhoades, 2011). We chose to work with the
traditional literature review which needs to summarise the relevant articles and group them
by topics.

To start our literature review we carried out a brainstorm about relevant keywords and
possible topics. We categorised the keywords related to our main research subjects. For
example, we had a label called fundamental keywords: digital carbon footprint, Generative
AI, and most popular Generative AI. Another label was called behaviour-related themes
regarding GenAI which had: behaviour and awareness of GenAI, prompt usage and the
environmental impact of GenAI. After the brainstorming session, we divided the parts and
started to search for various relevant research papers, literature and articles. Along the
process, some new keywords and topics came to light such as digital decarbonisation,
GenAI user characteristics, etc.

Moreover, we used Cooper's taxonomy of literature review (Cooper, 1988) to further
determine the focus of our literature review (Sipe et al., 1996). Cooper’s taxonomy can be
classified into five characteristics: focus, goal, perspective, coverage, organisation and
audience (Randolph, 2019). For focus, we looked into research outcomes and findings,
mostly concerning the user behavioural topic. The goal was used in the digital carbon
footprint and digital decarbonisation topic to generalise and identify central issues.
Perspective can be identified in our findings from a neutral perspective and we
predominantly used primary sources. Next, the coverage of the literature we selected was
representative, as we included numerous articles from various years and authors. When it
comes to organisational characteristics, we grouped our literature by topics, meaning the
literature review is conceptual. Lastly, the primary audience is the supervisor and reviewers
of the project. The scholars within the field that this topic relates to are the secondary
audience (Randolph, 2019).

Regarding sources, we used Google Scholar, Scopus, Eric and primarily Aalborg
University’s library. We focused on the keyword search strategy, for narrowing down the
searches. Initially, we began with broad queries and steadily refunded them to discover more
relevant literature. Additionally, we came across extra literature by examining documents
that were cited in the articles that we had originally found. That method of searching is called
the "Pearl growing" method (Ramer, 2005).

2.2. Related Works
Within this chapter, we will be summarising our literature review of numerous research
papers related to our topic. First, we will begin with a general understanding of Digital
Carbon Footprint followed by the Innovation of Generative AI. In the Innovation of
Generative AI, we will go through a general knowledge of Generative AI and establish the
current most popular application in the GenAI industry. Moreover, we will look at the User
Behaviour with GenAI mostly focusing on ChatGPT and how users interact with it. Lastly, we
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will touch on the Environmental Impact of Generative AI and the damage unknowingly
caused by its massive usage.

2.2.1. Digital Carbon Footprint
Digital technologies (DT) are advancing in the fundamental mode of global economic leading
and development in production and organisations (Shen et al., 2023). However, with growing
digitalisation, the digital carbon footprint increases with every online action (Sharma & Dash,
2022). In other words, using technology results in significant greenhouse gas (GHG)
emissions and carbon footprints (Narula, n.d.).

Specifically, AI technologies have recently become a main topic concerning climate change.
For instance, Generative AI applications such as ChatGPT (for text generation), DALL-E (for
images generation), etc. are estimated “Use of 11 million requests/hour produces emissions
of 12.8k metric ton CO2/year, 25 times the emissions for training GPT-3. Inference is critical
to environmental and power cost” (Chien et al., 2023, pp. 1-2). Moreover, in accordance with
Strubell et al. (2019), It is estimated that training a single large language model is equal to
around 300,000 kg of carbon dioxide emissions. To put it into a better perspective it can be
compared to 125 round-trip flights between New York and Beijing (Dhar, 2020).

On the other hand, according to Dhar (2020), AI seems to play a dual role. It can lessen the
effects of climate crises, for instance, smart grid design, modelling climate change
predictions and developing low-emission infrastructure. Additionally, digital decarbonisation
efforts and AI development go alongside one another because of their similar goals: new
approaches to technology innovation and sustainability, best use and enabling widespread
information across data, and Improving processes to drive Industry 4.0 (Advice, n.d.).

However, a large emission of carbon is emitted by AI itself (Dhar, 2020). Research carried
out by Transforma Insights (n.d.) shows the global deployment of devices is expected to
increase from 2.7 billion to 7.8 billion over the next decade. Moreover, the appearance of
transformative technologies like AI-generated content has caused a significant increase in
data volume (Wen et al., 2024). In that regard, the rapid growth in power consumption and
the consumption of energy resources present significant energy challenges to digital
technology, leading to new environmental impacts.

Decarbonisation
Decarbonisation is a process “by which countries or other entities aim to achieve a
low-carbon economy, or by which individuals aim to reduce their consumption of carbon”
(IPCC, 2014, p. 121). The Intergovernmental Panel on Climate Change (IPCC) provides a
broad definition of decarbonisation but the message and aim are clear; the term aims to
achieve an economy that provides as little carbon dioxide as possible.

Although it was seen that researchers placed digitalisation as a key driver for
decarbonisation it is still being determined if these researchers may have overestimated the
increased demand for resource efficiency and the negative environmental impact that digital
infrastructures cause (Martín & Ortega, 2021; Li X. et al., 2021; Li Y. et al., 2021). As Martin
and Ortega (2021) mention, digitalisation “has become an indispensable tool for achieving
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the objectives of a green economy without pollution. Yet technology itself is also responsible
for a significant amount of pollution” (p. 3).

2.2.2. Innovation of Generative AI
Artificial intelligence (AI) is one of the main branches of computer science. It requires
developing computer programs in order to complete tasks that would otherwise involve
human intelligence. Furthermore, AI algorithms can implement learning, problem-solving,
perception, language understanding and logical reasoning (Saleh, 2019).

Throughout our history, it was commonly assumed that artistic, creative tasks such as
writing, coding software, designing fashion, and composing songs could only be achieved by
humans. This assumption has seen a significant change in recent years with the growth of
artificial intelligence (AI) that is capable of generating new content in ways that closely
resemble human craftsmanship (Feuerriegel et al., 2024).

Generative artificial intelligence (GenAI) is the latest trend in the AI industry, which has the
key ability to generate novel, open-ended content (Albrecht & Aliaga, 2023). The term
"Generative AI'' comes from computational techniques that have the ability to generate what
seems like new, meaningful content such as text, images and audio from training data based
on user prompts. Some of the most known training data models of this technology are Dall-E
2, GPT-4, and Copilot which are currently revolutionising the way we work and communicate
with each other (Feuerriegel et al., 2024).

The most popular of these applications are developed in the form of chatbots, like ChatGPT,
a conversational web app based on large language models (LLMs) (Singh, n.d.). Combining
words based on patterns found in large sets of text data, such as on the internet (Albrecht &
Aliaga, 2023). It took OpenAI’s ChatGPT about five days to reach one million users
compared to the popular social media application Instagram which took 2.5 months (Singh,
n.d; Duarte, 2024). Additionally, we can compare ChatGPT's record-shattering 100 million
monthly users in just three months to the time it took TikTok nine months to reach the same
milestone (Albrecht & Aliaga, 2023; Duarte, 2024).

Furthermore, advances in “machine learning (ML), massive datasets, and substantial
increases in computing power have propelled such tools to human-level performance on
academic and professional benchmarks, comparable to the bar exam.” (Singh, n.d., p. 1)

2.2.3. User Behaviour with Generative AI
Regarding user behaviour with GenAI, there are several studies investigating how users
perceive and use ChatGPT, which is the first product to become generally accessible and
was adopted by many users early on.
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Skjuve et al. (2023) conducted a qualitative questionnaire to explore characteristics of the
user experience with ChatGPT, analysing responses from 194 participants who are early
users of ChatGPT. First, it was observed that the majority of participants use ChatGPT quite
frequently, once a week or more. In terms of user experience both good and poor
experiences were disclosed: Most participants mentioned good experiences with ChatGPT
in the context of creative activities and knowledge in both work and daily life. For instance,
several respondents described that ChatGPT assists them in executing their work faster,
enhancing the quality of their work related to work or schools and understanding new topics.
It was also observed that they use ChatGPT to facilitate inspiration for ideas.

However, Skjuve et al. (2023) also observed poor experiences with ChatGPT. Most poor
experiences occurred when ChatGPT provided irrelevant and useless outcomes to queries.
Moreover, some participants reported that they felt frustrated when ChatGPT did not
understand their queries in the first place and they needed to formulate several prompts to
get relevant outcomes. Besides, the respondents illustrated negative experiences with
technical issues, which were caused by high demands and server overload, making them
unable to access the service later on.

In conclusion, Skjuve et al. (2023) highlighted that research in prompt writing support and
optimising the process of prompt refinement is crucial to prevent user frustration. For
example, detecting inefficient prompts and suggesting alternatives based on inferred user
intent.

On the other hand, when it comes to user practices with ChaptGPT, Eiden (2023) pointed
out that people have a tendency to use the largest LLMs to get a response for trivial stuff
which can be handled by a smaller model, such as a search engine and just play with it
without clear purpose.

According to the study by Eugenie and Gelles-Watnick (2023), user behaviour with ChatGPT
was divided based on generation. The study with early users of ChatGPT in the U.S. showed
that younger adults under 30 had different tendencies regarding the usage of ChatGPT.
They were more likely to use it for education or amusement. Moreover, 20 per cent of U.S.
adults used it for entertainment; 19 per cent of respondents answered that they used it for
learning something, followed by 16 per cent of respondents who used it to complete tasks at
work.

2.2.4. Environmental Impact of Generative AI
Recent advancements in machine learning are leading to remarkable performance across
various tasks that have been energy-intensive since the development and deployment of ML
models require access to computational resources such as Graphical Processing Units
(GPUs) (Luccioni & Hernandez-Garcia, 2023). For instance, during training of a large
language model like ChatGPT, which takes weeks or months, the model’s performance is
enhanced through parameter tuning and the parameters significantly increase as the
generation of these models evolves (Cho, 2023).
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In this context, GPUs are commonly used due to their capacity to execute numerous
calculations or processes simultaneously, which require 10 to 15 times more energy to
power machine-learning models, compared to CPUs (Central Processing Units) which are
traditional computational resources (Kumar & Davenport, 2023). According to Kumar &
Davenport (2023), most well-known GenAI models are generated using thousands of
servers powered by GPU chips, resulting in a substantial carbon footprint.

As models become more sophisticated, the energy consumption of data centres for training
and utilising these models can become unsustainable, particularly with major technology
companies developing their own models, which leads to a substantial training load on data
centres (McQuate, 2023). Koot & Wijnhoven (2021) estimated that the global data centre
electricity consumption could rise from approximately 1.15% of global electricity demand in
2016 to 1.86% by 2030. In this context, the concept of Green AI was coined by Schwartz et
al. (2019) to advocate for “AI research that is more environmentally friendly and inclusive”.
To achieve Green AI it is essential to understand the AI system's life cycle as AI systems are
significantly complex (Verdecchia et al., 2023).

Carbon Footprint from Training and Inference
According to Kumar & Davenport (2023), the carbon footprint life cycle of machine learning
models is divided into three categories: 1) the carbon footprint from training the model, 2) the
carbon footprint from running inference and 3) the carbon footprint required to produce all of
the needed computing hardware and cloud data centre capabilities. While training models
represent the most energy-intensive phase, inference and using the models for user prompts
require less energy. However, as inference eventually involves enormous sessions used by
millions of users, the carbon footprint becomes significant.

In a similar vein, Chien et al. (2023) emphasise that “much previous work has focused on the
carbon impact of model training, and we believe inference (operation) can also be
problematic, particularly with rapid user growth and integration into everyday applications”
(p. 1). When considering hundreds of millions of queries on ChatGPT costs around 1 GWh
each day, which is equivalent to the energy consumption of 33,000 U.S. households
(McQuate, 2023).

Despite the efforts of data centre operators to use more renewable energy sources, the
substantial energy demand of GenAI makes it inevitable to rely on traditional electricity
(Cohan, 2023). Research by Luccioni and Hernandez-Garcia (2023), investigating the
carbon emissions of 95 ML models over time and across various tasks in natural language
processing and computer vision, shows that the majority of ML models from their sample
relied on high-carbon energy sources like coal and natural gas as their primary energy
source.

Approaches to Reduce the Environmental Impact of GenAI
Electricity consumption has a carbon footprint unless all electricity is generated by
renewable energy sources (Das & Modak, 2023). In an attempt to reduce carbon footprint
and energy consumption, Google introduced the 4Ms framework: Model, Machine,
Mechanization and Map Optimization (Patterson et al., 2022). Patterson et al. (2022)
elaborate on the framework by arguing that the best practices begin with the selection of
efficient ML model architectures. Moreover, they emphasise the utilisation of processors and
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systems that are optimised for ML training and computing; it is recommended to conduct
these operations in the cloud rather than on-premise.

Additionally, from the perspective of specific engineering practices, it is required to use
existing models and carefully consider the appropriate size and complexity of AI models,
rather than always using LLMs (Su, 2023). AI practitioners and engineers also contribute to
advancing towards greater algorithmic efficiency by using techniques such as transfer
learning, fine-tuning, and mixed-expert models (Bashir et al., 2024).

Gaur et al. (2023) argue that AI can be deployed to lower carbon emissions and decrease
the effects of climate change, emphasising AI is a double-edged sword. Nonetheless, they
stress that it is essential to ensure the use of AI in a sustainable way.

2.2.5. Prompt Engineering
In Generative AI models, a prompt refers to the text user's input to direct the model's output.
Their inputs can vary from simple questions to detailed descriptions or specified tasks. In
image generation models like DALLE-3, prompts typically describe, whereas, in large
language models such as GPT-4 or Gemini, they can cover anything from simple questions
to intricate problem scenarios (Amatriain, 2024).

Prompts can be classified into various types according to their structure, purpose, and the
degree of guidance they offer to the AI model. There are three types of most common
prompts explicit, implicit, and creative (Data Science Horizon, n.d.);

● Explicit prompts: give clear and straight instructions to the AI model, more
accurately they provide the exact format or information required in the generated
output.

● Implicit prompts: require less guidance in their instructions, allowing the AI model
the flexibility to interpret the desired outcome.

● Creative prompts: are formulated to inspire AI models to produce innovative,
imaginative, or unconventional outputs (Data Science Horizon, n.d.)

Prompt engineering, however, involves crafting text prompts to assist large language models
in generating outputs that are more accurate, consistent, and creative. With careful selection
of words and phrases in a prompt, prompt engineers can impact in which way the LLM
understands a task and the results that it provides (TutorialsPoint, n.d.). It is a challenging
but crucial step in optimising the performance of LLM on personalised tasks. The challenging
parts are also the requirement needed for complex reasoning to be able to examine the
prompt errors, hypothesise what is missing or misleading and still communicate the task with
clarity (Ye et al., 2024).

Prompt engineering entails analysing data and task requirements, adjusting the language
model accordingly and crafting and improving prompts. Modifications to prompt parameters
like length, complexity, format, and structure are implemented to enhance the model's
performance for the given task (Takyar, n.d.).
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Furthermore, prompt engineering mirrors traditional software engineering practices like
version control (the practice of tracking and managing changes to software code) and
regression testing (testing if updates or changes had caused new defects in the existing
functions), involving an iterative and exploratory approach. The rapid growth of this field
indicates its capacity to transform specific aspects of machine learning, surpassing
conventional methods like feature or architecture engineering, particularly within the realm of
large neural networks. On the other hand, traditional engineering methods such as version
control and regression testing require adaptation to align with this new model, similar to how
they were modified for other machine learning approaches (Amatriain, 2024).

Exemplary instances of prompt engineering can be seen in OpenAI’s GPT-3 model utilised
for translation and creative writing, Google’s Smart Reply feature for automatic message
responses, and DeepMind’s AlphaGo for excelling in the game of Go. In all these scenarios,
meticulously designed prompts were employed to train the models and steer their outputs
towards accomplishing specific results (Takyar, n.d.).

Lastly, in ChatGPT’s Prompt Engineering for Developers course, Isa Fulford and Andrew Ng
defined two primary facets of prompt engineering:

● Formulation of clear and specific instructions: this concept defines the
significance of being conscious and specific when constructing prompts. The clearer
the prompts are the greater the quality of output results are provided (Takyar, n.d.).

● Allowing the model time to “Think”: this concept highlights the importance of
allowing the model sufficient time to process the provided information. Including
“thinking time" within the prompts can enhance the model's ability to process and
comprehend the input, resulting in better outputs (Takyar, n.d.).

3. Research Design and Methods
The research design and methods section provides a detailed description and
implementation of the methods used for both the data collection as well as data analysis,
which is a crucial part of our project. This section outlines the framework for collecting,
analysing, and interpreting data, ensuring the research is accurate, consistent, and aligned
with our project's objectives. By detailing the research design, data collection methods and
data analysis methods, this chapter establishes the validity and reliability of the findings.
Moreover, at the end of this section, we go more in-depth about the validity and reliability of
the methods as well as into the ethical considerations and methods limitations.

3.1. Research Design
As a framework for data collection and analysis of data, it is crucial to build a research
design thoroughly for researchers to gain high-quality data and analyse adequately (Clark et
al., 2021). In this project to make use of its advantages a mixed-method research design
was adopted, which is “a study that employs both quantitative and qualitative methods as
part of a single research strategy” (Clark et al., 2021, p. 557).
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Research design can be divided into three categories in a high-level: quantitative, qualitative
and mixed-methods research design (Asenahabi, 2019). In general, quantitative and
qualitative research designs are employed independently (Caruth, 2013). Each approach
offers distinct advantages: qualitative research provides deeper insight into a study, while
quantitative research is beneficial to gain better objectivity and generalisability (Lund, 2012
as cited in Caruth, 2013).

Combining both quantitative and qualitative methods offers strengthened insights into the
research problems and questions than deploying one of the methods for the research
(Creswell, 2012; Frels & Onwuegbuzie, 2013; Hong & Espelage, 2011, as cited in Caruth,
2013). In terms of a combination of methods, several combinations of methods can be
utilised in the same study as mixed methods. According to Clark et al. (2021), for instance,
both a questionnaire and focus groups are conducted within a single research design.

When diving deeper into mixed-method research design, there are three distinct
approaches: equal status, qualitative dominant and quantitative dominant mixed-method
research design (Johnson et al., 2007);

● Equal status mixed-methods research: Researchers who use this approach
perceive the value of qualitative and quantitative data equally and believe that they
can robust insights for research questions by combining them.

● Qualitative dominant mixed-methods research: Qualitative methods are
emphasised in the study, including quantitative data and approaches to enrich their
findings in qualitative research projects.

● Quantitative dominant mixed-methods research: In this way, researchers focus
on quantitative methods, incorporating qualitative data to provide additional context
and depth to their quantitative projects.

Quantitative dominant mixed-methods research is used in this project for several reasons. To
investigate user behaviour with ChatGPT and their awareness of climate change and
ChatGPT’s CO2 footprint, the questionnaire is primarily used to collect data in this study.
Simultaneously, it is fundamental to gather qualitative data to understand users deeply in
terms of their thoughts, behaviour and experiences regarding GenAI, ChatGPT and CO2
footprint. For this reason, one of the five sections consists of entirely open-ended questions
in the questionnaire. Furthermore, contextual inquiry is used to observe how users interact
with ChatGPT and to get insights into their ideas on sustainable practices. In conclusion, our
study is focused on quantitative data, incorporating qualitative data providing an in-depth
understanding of users.

3.2. Data Collection Methods
Section 3.2 describes the data collection methods used in this master thesis, focusing on the
general description and the implementation of the questionnaire and contextual inquiry.
These methods were chosen to capture both quantitative and qualitative data. The
questionnaire method focuses on the collection of numerical and qualitative data to
determine the statistical analysis of trends and patterns as well as some further insight into
participants' thoughts. On the other hand, contextual inquiries offered in-depth insights into
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participants’ behaviours and experiences within ChatGPT, enhancing the questionnaire
findings with qualitative depth.

3.2.1. Questionnaires
3.2.1.1. General Description of Questionnaires

A questionnaire refers to a list of questions completed by respondents to provide their
opinion and a survey as a process enables people to illustrate their opinions, interests, and
preferences in a structured way (Roopa & Rani, 2012; Goodman et al., 2012). The success
of surveys lies in the design of questionnaires, and through surveys both quantitative and
qualitative information from a target audience can be collected (Grimshaw, 2014; Roopa &
Rani, 2012). By conducting surveys researchers can reveal not only broad features and
patterns about users but also a higher level of certainty about the overall user population
(Goodman et al., 2012).

Clark et al. (2021) elaborate on self-completion questionnaires by comparing them with
structured interviews in their book. According to them, self-completion questionnaires have
more close-ended questions to make respondents easier to answer and are designed in an
easy-to-follow way to minimise risk and fatigue leading the respondents to end up not
completing the questionnaire.

When designing questionnaires, it is essential to consider the cognitive process as an
iterative complex information processing (Lietz, 2010). According to Lietz (2010), When
answering a questionnaire, the process starts with understanding the question and retrieving
related information from memory to generate matched answers to the questions. Therefore,
the following elements need to be considered to avoid cognitive overload: question length,
grammar, specificity and simplicity, social desirability, double-barrelled questions, negatively
worded questions, adverbs of frequency and question order.

It is recommended to formulate questions in an active way rather than the passive voice and
repeat nouns instead of pronouns. Additionally, researchers need to bear in mind that
“respondents might choose to select a certain position that is thought to be one that is
favoured by society” (Lietz, 2010, p. 253).

In terms of format, the most common format of a survey is a digital format which is online
due to its convenience (Clark et al., 2021). For instance, responses are available for analysis
as soon as respondents complete the survey; additionally, researchers have an unlimited
scope in determining sampling due to the large scale of web users (Umbach, 2004).

Questionnaire Design

When designing questionnaires there are important principles to follow. As an initial step,
researchers should consider what needs to be accomplished through the survey. In that
regard, there are two different types of goals. First, the descriptive goal aims to profile users
such as their personal characteristics, what they want and how they behave. On the other
hand, the explanatory goal aims to explain people’s beliefs and behaviours by detecting
relationships between their answers (Goodman et al., 2012).
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Once the goal has been set, questions need to be formulated through brainstorming.
According to Goodman et al. (2012), the survey can be divided into several parts:

● Introduction: Presenting the purpose of the survey, instruction, duration and contact
information of the researcher.

● Beginning and middle: Drawing respondent’s interests and questions grouped
thematically.

● End: Concluding with demographic questions and open-ended fields.

The type of question is applied differently according to the purpose of the survey. The most
representative types are close-ended and open-ended questions. Close-ended questions
where respondents’ answers are limited to a set of possible responses include Yes/No
questions, multiple choice and scaled questions (Roopa & Rani, 2012). On the other hand,
when answering open-ended questions where they are asked in a variety of forms such as
completely unstructured format, word association and sentence completion, respondents are
not constrained (Roopa & Rani, 2012).

Moreover, a close-ended format is easier for not only respondents to answer but also for
researchers to compare the answers; On the other hand, open-ended questions allow
researchers to evaluate the levels of knowledge and understanding of the topic (Clark et al.,
2021). Throughout creating questions, making unambiguous questions is the most crucial
(Goodman et al., 2012).

Pilot Testing

The purpose of pilot testing is to detect any potential flaw in the questionnaire prior to
launching the main survey (Srinivasan et al., 2017). It is necessary to conduct pilot testing
once the initial draft of the survey has been finalised (Ruel et al., 2015). Ruel et al. (2015)
elaborate that pilot testing is mainly used to assess the clarity and comprehensibility of both
questions and response options from respondents’ points of view. Additionally, they
emphasise that pilot testing plays a crucial role in ensuring a shared understanding between
researchers and respondents by observing that respondents interpret the survey in the same
way as researchers.

Pros and Cons of a Questionnaire

When it comes to advantages of a survey, it is more cost and time-effective than interviews
since they do not involve interviewers when conducting the survey; researchers do not affect
the answers respondents give, which means respondents feel easy with less social
desirability bias leading to behave according to researcher’s expectations (Clark et al.,
2021).

However, there are limitations of a survey since researchers can not interrupt and help when
respondents have difficulty answering the question owing to ambiguity; even though the
respondents miss so many questions researchers can not prompt immediately and it can
affect the quality of data collection (Clark et al., 2021). Furthermore, if a survey is not
designed carefully, it can easily go wrong by asking the wrong questions to the wrong
people, generating inaccurate results (Goodman et al., 2012).
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3.2.1.2. Implementation of Questionnaires

Designing a Questionnaire

To begin with, the aim of the questionnaire was discussed. The goal of the survey was to
investigate the user behaviour with GenAI & ChatGPT and the user’s awareness of climate
change and the CO2 footprint of ChatGPT. To achieve both descriptive and explanatory
goals, the questions were created in a variety of forms and placed in different sections
appropriately. Moreover, as this research follows the mixed method approach the questions
were combined with close-ended questions and open-ended questions for both quantitative
and qualitative analysis.

The questionnaire consists of five sections: 1) Demographic, 2) Utilisation of GenAI, 3)
Utilisation of ChatGPT, 4) the latest experience of ChatGPT and 5) Awareness of the
environmental impact of ChatGPT. Each section has its instructions to gain desired
responses and prevent participants from misunderstandings. Furthermore, a description of
the survey and consent are introduced in the initial section. The survey was implemented
using Microsoft Forms. The questionnaire used for the survey can be found in this link and
Appendix A.

Section1: Demographic
The participants were asked to answer their age, gender identity, and employment status.
Commonly, demographic questions are used to detect “whether identity is causing an
individual to do a specific thing or if something is causing an individual to adopt a certain
identity” (Hughes et al., 2016, p. 138).

In this case, the demographic questions were created with seven questions to see if there
are remarkable differences in user behaviour and awareness based on identity. On top of
that, the awareness of climate change was asked to measure how well people are aware of
climate change and how much they consider climate change in their daily activities in a
Likert scale format from 0 to 10. The two questions related to the awareness of climate
change were placed in the first section to remind respondents of one of the main topics of
the questionnaire, which is the awareness of the environmental impact of ChatGPT.

Section 2: Utilisation of GenAI
The second section consists of 5 questions asking about their general behaviour with GenAI.
The purpose of GenAI and their experience and behaviour with GenAI tools were asked.

For instance, what is the purpose of using GenAI between text generation and image
generation, what type of GenAI tools they have used and which GenAI tools they used most
frequently were asked. Unlike other questions in this section, question 8: “What types of
Generative AI tools have you used? (Select all that apply)” is created in a multiple choice
format with representative GenAI tools to discover which tool is most used. The options of 4
representative tools were chosen based on the list of the Most Visited Websites In The
World (See Howarth, 2024, for more detail).
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The open-ended question, question 10: “In what contexts do you use Generative AI? Please
provide further details on the usage of Generative AI” was also created, enabling us to gain
qualitative data in terms of in-depth understanding. Lastly, the question asking whether they
have used ChatGPT is placed as the last question since the next section is linked to the
utilisation of ChatGPT.

Section 3: Utilisation of ChatGPT
As the vast majority of the research questions are directly connected to ChatGPT the
questions from this third section are deeply focused on ChatGPT. The “Utilisation of
ChatGPT” part, consisting of five questions, was built to detect the user’s behaviour with
ChatGPT and the use of prompts.

First, participants were requested to answer the close-ended questions: “How often do you
use ChatGPT?” and “For what purpose do you use ChatGPT?”. Afterwards, they were asked
to rate their usage of ChatGPT on seven different statements, indicating a scale from 0 (no
usage) to 5 (frequent usage). This scale question was created to investigate RQ3, closely
related to users’ ChatGPT usage patterns and preferences with representative examples.
The seven examples are inspired by findings from the previous studies, User Behaviour with
GenAI in Chapter 2. The statements are as follows: Ask simple questions, Get help with
writing (e.g., email, invitation), Summarise content, Get assistance with coding, Creation
(e.g., write a song, novel), Translate text and Generate images.

Furthermore, question 15: “On average, how many attempts do you rephrase your prompts
until you achieve the desired outcome when using ChatGPT?” was created with five options
from 1 to over 20. Participants who said that they rephrased their prompts over eleven times
on average were supposed to answer the reason in an open-ended question, question 16:
“In which situations or contexts do you often find yourself rephrasing prompts?”. Through
these close-ended and open-ended questions, we assume that we would figure out the
average number of prompts and challenges or reasons to cause many prompts.

Section 4: ChatGPT's latest experience
For an in-depth examination of the usage of ChatGPT, consisting of five open-ended
questions, was created. To reduce the risk of relying on participants’ vague memories, we
created this section requiring participants to access their ChatGPT account and review their
chat history.

The questions in this section were built to achieve an explanatory goal where researchers
can detect the relationship between their answers and draw their behaviours (Goodman et
al., 2012). For example, the section starts with the questions: “What is your latest chat
about?” and “How many times did you create prompts in the latest chat?” Following the initial
questions respondents were asked about positive and poor experiences during their most
recent chat and any thoughts on how ChatCPT can be enhanced to meet their needs.
Investigating the relationship between the chat topics, the number of prompts, and
participants' satisfaction can be significant in understanding their interactions.
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Section 5: Awareness of the environmental impact of ChatGPT
In this last section, we aimed to comprehend how well users are aware of the environmental
impact of ChatGPT. Different types of questions were formed: Likert scale, ranking question,
Yes/No question, multiple choice question and open-ended question. For the question,
question 22: “How well do you believe you understand the CO2 footprint of ChatGPT?”
participants were asked to rate to what extent they are aware of the CO2 footprint of
ChatGPT between 0 (not at all) to 10 (extremely well). As the concept of awareness is
subjective, the Likert scale was used to measure their awareness in a consistent way.

The ranking question (Q23) was formed to observe to what level participants perceive the
environmental impact of ChatGPT in real life. Furthermore, it can be detected whether their
thoughts correspond to their knowledge; in other words, what they actually knew. To
measure it, five different digital activities created based on several research (See Eiden,
2023; Walkley, 2022; Hölzle, 2009 for more detail) were given to be ranked. Table A1 of
Appendix A shows digital activities and CO2 amount used as the options in Q23.

On the other hand, we aimed to discover to what extent they are likely to contribute to
reducing CO2 emission in terms of behavioural change. With the Yes/No question, we also
formed an open-ended question, question 25: “Please specify the reasons for your
response” to examine if users are willing to change their behaviour to decrease the CO2
impact from ChatGPT and their attitudes and thoughts regarding the issue. Additionally,
question 26: “In your opinion, who is primarily in charge of limiting the environmental impact
of ChatGPT?” was asked with the options: Government, Companies, Individuals and others.

Conducting Pilot Testing

Before releasing the survey, pilot testing was conducted. Through the pilot testing, it was
observed how respondents interacted with the initial questionnaire form and some
misunderstandings caused by improperly formatted questions in terms of bias, grammar
specificity and simplicity.

Participant 1
The participant was provided with the link ahead of time to go through the questionnaire and
complete it. After the participant finished the questionnaire, they informed us and we had a
meeting to hear and discuss the feedback. The main response that we acquired from this
session is that the structure of the questionnaire was well made and all the questions were
understandable. The negative critique was on the ranking question as they were not sure on
what to base the statistic on and were confused as to why we had option 1 and option 2 at
the time. Overall the participant had no issues with going through the questionnaire,
appreciated the small introductions on sections and understood all the questions.

Participant 2
The pilot testing for participant 2 was conducted in real-time. The participant was provided
with the link to the Microsoft Form and asked to fill out the survey. The researcher took a
note while observing how the participant interacted with the survey. Afterwards, an interview
with the participant was implemented. Overall, the participant did not have challenges to fill
out the survey and it took eleven minutes to finish the form, corresponding to the estimated
time. However, it was seen that the participant was struggling with comprehending one
question, which asked people to rank the amount of CO2 emissions. The participant spent
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some time figuring out how to adjust the options in MS Forms. Moreover, during the
interview, it was mentioned that the options in the ranking question seemed not relevant to
the purpose of the survey. For this reason, the participant was not fully motivated to answer
that question.

In summary, the pilot testing gave us great insights into developing clear options for the
ranking question (Q23), previously described in Section 5. Originally, the options were three,
including the amount of CO2 emissions from three different sectors such as transportation
and aviation. However, based on the results from the pilot testing, the options were
reformulated with either digital activities or daily activities that can be easily imagined by
people.

Prolific

To conduct our surveys we used a website called Prolific. Prolific is a platform that links
researchers with participants for online studies and surveys. In Prolifics (2024) words it was
“created by researchers for researchers, we built Prolific to provide a better way to get
high-quality human data and input for cutting-edge research.”. It was founded in 2014 at
Oxford University. Some interesting facts about it are that over 35 thousand researchers are
using Prolific and over 700 studies are launched every day (Prolific, 2024).

The application is popular because researchers can easily create projects and recruit
participants, while participants can earn money by completing studies in various fields like
psychology, sociology, economics, etc. It's known for its user-friendly interface and efficient
matching system (Prolific, 2024).

Implementation
To use Prolific we needed to create accounts and set up a project or study on the website.
The set-up process was divided into four steps: 1) Study Details, 2) Data Collection, 3)
Recruit Participants, and 4) Study Cost.

In the first section, Study Details, we needed to provide our project with a title, internal name
and a short description of what the survey is researching and what the participants are
expected to be carrying out. There were also optional selections such as labelling the study,
adding a content warning, and choosing which devices the participants could take the survey
on.

The next section was Data Collection. Within this segment, we provided Prolific with the
external link to our Microsoft Form survey. Additionally, for easier analysis, we added a
question to our survey asking for Prolific ID. With the unique ID, we could track individual
participants' submissions. Lastly, after the participants submitted the survey a link showing
them the unique completion code was provided. The completion code served as a way for
the participants to receive payment.

In the third step, Recruit Participants, we were required to establish the participants segment
in terms of sampling. We decided on the number of participants we were looking to recruit,
the participant's location, as well as study distribution. Within this section, we added a
condition that only users with experience with ChatGPT can participate for more valid and
reliable results. After setting all the conditions that we wanted we ended up with about 50
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000 eligible participants who have been active in Prolific. The population for questionnaire
data collection were users from all over the world. Since the study is about Generative AI
and ChatGPT we decided to keep a broad perspective on the users we gather data from.
We listed a couple of characteristics of the population:

● Location: Worldwide
● The main focus was on online users who have used ChatGPT at least once

previously, so we can collect more accurate information.

Lastly, in the Study Cost section, the project needed to be provided with an approximate time
to complete. In our case, the approximate time was set to 13 minutes as that was the time it
took our pilot test participants to finish the survey. With time the cost was automatically
calculated and it ended up being about 2 pounds per participant.

3.2.2. Contextual Inquiry
3.2.2.1. General Description of Contextual Inquiry

Contextual Inquiry is also known for being a part of Contextual Design used as a field
data-gathering technique. In many studies, it is used to reveal unconscious and implied
aspects of life, such as going out and gathering field information, talking with people about
their work and observing them. By doing so, information can be gathered while observing the
users engaging in their daily activities (Kip et al., 2018; Kim et al., 2012).

Gathering information for a product or research paper is not just about conducting interviews
or simply asking users what they need. You can not directly ask users about their needs for a
technology they do not fully understand or know the capabilities of. Moreover, everyday
tasks become habitual and unconscious things a person does. For that reason, users often
have difficulty expressing their practices (Holtzblatt & Beyer, 2015).

The main principle of contextual inquiry (CI) is to incorporate concentrated observation and if
required engage in conversation while the participant is performing a task. The task can vary
and as such can be: taking field notes, gathering information, etc. Conversations with the
user should be conducted in a seemingly informal manner (Privitera, 2015).

Although this method seems easy to complete at first glance by just talking and observing
the participants, it does have its specific requirements. To start the data collection process it
required specific approaches and certain interview skills to be able to capture all the relevant
information in a CI study (Privitera, 2015).

Furthermore, CI observation needs to respect the participant's rights, needs and desires.
Consent for observing the users and using the data gathered is also a requirement. There
are five approaches of observation. When choosing which one to use there is no right or
wrong answer only better or worse suited for the selected study. The approaches are: overt
observation approach, think-aloud approach, use of simulation with reflection, role-playing
approach and note taking (Privitera, 2015).
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Along with observing approaches, there are also interviews to be taken into consideration.
The CI interviewers need to have a general knowledge about the study they are researching
so, the choice of interview approaches is narrowed down (Beyer & Holtzblatt, 1997). The
interviewers need to be able to keep the flow of the conversation going and not strictly follow
the questions. For that reason, interview approaches can be defined as three primary ones:
semi-structured, unstructured and narrative interviews (Privitera, 2015).

Framework of Contextual Inquiry

To conduct a good contextual inquiry it can be said that a “master/apprentice relationship”
with the participant is desired. That way the user can teach the interviewer, the apprentice,
how to complete a certain task or function. The interviewer's job throughout the session is to
continuously ask questions to acquire a better understanding of why certain activities are
performed in a certain way (Kronberg, 2020). CI interviews are one-on-one interviews which
can last up to 1.5 to 2 hours (Duda et al., 2020). Moreover, the roles of a CI can be divided
into that of an observer and an interviewer. Thus the best possible insights can be
discovered, including the participant's unconscious actions (Bednar, 2010).

Additionally, the interviewer needs to be able to empathise with the user, be attentive to
details and be modest. According to Holtzblatt & Beyer (2015), “People can respond with
reliable information when they are doing their own activities in their own life context” (p. 72).
Interviewers should if possible try emerging themselves into the world of the user to discover
what is important from their point of view (Duda et al., 2020).

The base guidelines for any CI are “Be concrete, focus on describing a specific task or
event, and avoid all generalisations and summaries: don’t allow the user to summarise,
abstract, or report” (Duda et al., 2020, p. 3). Trying to focus on a specific task may help the
participant to better explain as well as help them remember past events (Duda et al., 2020).

Although the observer will be taking notes as the CI session is being carried out it is highly
advised to have the interviewer take notes themself as well. The reason is that a recording
or the second person, the observer, might not be able to catch everything. The interviewer is
in close proximity to the participant and can therefore capture emotional responses and tiny
reactions better than the observer or a recording of a session (Holtzblatt & Beyer, 2015).
According to Holtzblatt & Beyer (2015), there is a structure and four principles od CI.

The four principles of contextual inquiry are:
● Context: Creating a familiar atmosphere in which the user can recall a specific action

or past task regarding the study.
● Partnership: Let the user lead the interview and have the interviewer learn and

observe the tasks being completed. The “master/apprentice relationship” in which the
interviewer, the apprentice, learns from the user, the master, and asks questions in
regards to the tasks.

● Interpretation: Having both the user and interviewer share the understanding of the
tasks. After the tasks are completed the interviewer shares what they interpreted and
the user either confirms or corrects them.

● Focus: The focus point of the study needs to be established to steer the
conversation of the interview to fall within the project scope.
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The structure of a contextual inquiry is as follows:
● Introduction: Welcoming and explaining, getting to know the participant and

assessing the overall knowledge of the subject of study.
● Transition: Explaining how contextual inquiry works.
● Contextual Interview: Observing the participant's actions and body language,

asking relevant questions and interpreting. Looking for habits or emotional reactions.
● The wrap-up: The interviewer may share a summary of the session and what they

have learned for validation.

Pros and Cons of Contextual Inquiry

The benefit of conducting a CI is mainly in the information we can receive from it. Doing
interviews, and asking participants how they accomplish a task or why they use a specific
function is not always as reliable as seeing it happening in real time. Observing participants
in context can provide more reliable and valid information about what they are doing, how
they are doing it, and why they are doing it (Duda et al., 2020). Moreover, since CI is
conducted in the participant's comfort zones, the quality and accuracy of the information
provided are higher (Holtzblatt & Beyer, 2015).

Despite all the benefits, CI can be a challenging method to use. For instance, in many cases,
it takes more effort to recruit participants, who are willing to let their activities and actions be
observed. Sometimes, some legal issues may occur as well, especially in a work
environment (for confidentiality reasons, or because it would be too disruptive) (Duda et al.,
2020). Another problem that may occur is that the participant feels pressure from being
observed. Lastly, the method in itself is relatively time-consuming since one session can last
up to 2 hours (Holtzblatt & Beyer, 2015).

3.2.2.2. Implementation of Contextual Inquiry

Set up of Contextual Inquiry

The aim of contextual inquiry was to dive deeper into user behaviour and their habits. To be
more specific we wanted to gather in-person data on how a user uses ChatGPT and what
their thought process is while going through the application. To attain that information we
thought of two scenarios to play out with our participants as well as had a semi-structured
interview session afterwards.

Before arranging the CI sessions we had to first think of scenarios on how we wanted to test
the participants. Simply thinking of the tasks was not as easy as we had imagined as such
we first had a brainstorm about the aim of the method itself. Some of our notes included
ideas of giving situations instead of instruction, implementing a think-out-loud method and
doing a deep dive into user behaviour. These notes served as a reminder during the setup
process to not lose focus on what our aim of the method was.
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In the end, we came up with two scenarios, which are:
1. You might wonder whether Labor Day is a public holiday in Denmark (or other

country). How would you use the ChatGPT to get an answer?
2. You are applying for a job by email. How would you get assistance with ChatGPT?

Please write an email based on your role and situation.

We carefully chose those scenarios because we wanted to keep the tasks relevant for all
participants for reliability and validity purposes. Moreover, these scenarios alone provided us
with vital information that we wanted to gather. With the first task, the participants can show
how they use ChatGPT for simple questions and explain why (if applicable) they would not
simply google that fact. While with the second task, we can see the participants use
ChatGPT more in-depth to get a satisfactory response. Additionally, we will ask the
participants to carry out the thinking-out-loud method while conducting the scenarios.

Afterwards, we began thinking of questions for the semi-structured interview we were
planning to have with our participants at the end of the sessions. We wanted the questions
to be relevant to the previous scenarios as well as connect them a bit to the questionnaire
results.

As such we ended up with five questions and two sub-questions:
1. For the first question we asked, would you ask that type of question on Google

instead of ChatGPT?
2. In case you need to search again the same topic you already searched before, would

you rather create a new chat or revisit the history and continue to ask?
a. Do you usually create a new chat or revisit the history and continue to ask in

case you need to search again for the same topic you already searched
previously?

3. Have you ever rephrased prompts because ChatGPT provided you with false
information?

4. In what context do you usually rephrase prompts?
5. According to our research, the more prompts you create the more CO2 is emitted.

How would you cut down the number of prompts?
a. Any suggestions - how can the interface of ChatGPT be enhanced to reduce

the number of prompts? e.g., reduce misspellings, and guidelines embedded
in the interface.

We arranged the order of the questions to make sense with the order of the tasks completed
previously. Additionally, since we chose the semi-structured format for the interview we did
not want to create too many required questions but rather have an open discussion at the
end.

Lastly, when it came to recruiting the participants we wanted to have two examples. To do
that we looked at our close associates to have one participant be a heavy user and the other
a normal user of ChatGPT. By heavy user what we meant was that the participant used the
application daily and had a paid version while the normal user used it often and had an
unpaid version. With those participants, we could see two different ways of thinking and
completing the same tasks in ChatGPT.

28



Testing

As Contextual Inquiry requires researchers to observe how participants interact with
software it was inevitable to record the meetings. For this reason, consent for recording the
meeting and sharing their screen was asked, as well as the background of the project and
the aim of the CI session in the process of recruiting participants. Once they agreed with
those requirements beforehand they were invited to the meeting and it was confirmed before
starting the CI session once again.

To conduct the contextual inquiry method, virtual meeting platforms were used such as
Zoom meetings and Microsoft Teams which have functions to record and transcribe the
meetings, as well as good accessibility for users as a free version of software.

The participants joined the online meetings through the researcher’s personal meeting room
with a password. To begin with, it was consented that the recording and transcript will not be
used outside of the project, the data will be deleted right away once the project is finished
and the names of participants will not be revealed on the transcript which is required to be
submitted for school once again. It is significantly considered to protect participant’s personal
information during the implementation of CI.

The sessions follow this structure on a high level: Asking for consent, Providing task1,
Providing task2 and semi-structured interviews. Each participant was invited to the online
meeting separately and both researchers joined each meeting, dividing the roles into leading
the session and taking notes from observation.

During the think-aloud method, participants received some questions and they were asked to
implement additional actions from researchers. The vast majority of questions were related
to their behaviour, for instance, asking whether the participants had a specific reason to act
that way and how they could do it differently. Furthermore, additional actions were asked in
the situation where they had done tasks too quickly. In this case, follow-up scenarios were
given to observe how they interact with ChatGPT as thoroughly as possible, including how
they create the initial prompt and how they react to the chat when creating further prompts.

3.3. Data Analysis Methods
This section outlines the data analysis methods used in this master thesis, including analysis
such as quantitative analysis, thematic analysis, content analysis, sentiment analysis, and
text mining. These diverse analysis techniques were selected to carefully interpret the
previously collected data, providing both numerical and significant insights. Quantitative
analysis provides the statistical examination of numerical data, revealing patterns and
correlations. Thematic and content analyses were applied to qualitative data, identifying
recurring themes and underlying meanings. Additionally, sentiment analysis was conducted
with content analysis to evaluate the emotional tones within the data, while text mining
provided the extraction of relevant information from the text. Together, these methods ensure
a thorough and all-round analysis, enhancing the depth of our research findings.
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3.3.1. Quantitative Analysis
3.3.1.1. General Description of Quantitative Analysis

The quantitative method entails gathering and analysing numerical data to address scientific
research inquiries. It can be used to summarise, find patterns, make predictions and test
associations in numerical results (Rana et al., 2021).

Moreover, when it comes to analysing the data there are two main approaches: descriptive
and inferential statistics. Descriptive statistics offer a numerical overview of data and
summarise information. Data description typically involves frequency, measures of central
tendency, and measures of dispersion (Patel, 2009). As for inferential statistics they extend
beyond mere description by striving to achieve the intensity and direction of relationships
among variables. Some of the most frequently used inferential statistics are hypothesis
testing, simple regression, multiple regressions, chi-square, etc. (Rana et al., 2021).

Pros and Cons of Quantitative Analysis

The advantage of this analysis is that the findings are likely to be very consistent, precise
and reliable. Besides that, the data analysis is less time-consuming as it is achieved by
coding and not manually. Lastly, it benefits from being a cost-efficient analysis (Rahman,
2016).

Despite providing the advantages of the analysis above, the analysis does have its
limitations. One of its main downfalls is the inability to gather a deeper understanding of
meanings and explanations. Another issue is the reliability of the data gathered which highly
depends on the quality of the answers provided (Almeida et al., 2017). Additionally, the
quantitative analysis overlooks the participant's experiences and perspectives because it
lacks direct connections between the researchers and participants when gathering data
(Rahman, 2016).

3.3.1.2. Implementation of Quantitative Analysis
In order to conduct a quantitative analysis we first had to decide on which data we wanted to
work with. Since the questionnaire was conducted with close-ended questions it was the
ideal data set to work with.

We began by conducting a quick brainstorm of which answers fit together. Afterwards, we
looked through our already defined research questions to determine which questionnaire
questions/answers fit best with which research question.

At the end of the brainstorming, we had a list of research questions with the questionnaire
questions that answered them. For example, we had placed together the RQ3: “What are the
common usage patterns and preferences of ChatGPT users?” and question 14 of the
questionnaire: “Please rate your usage of ChatGPT based on the following statements, on a
scale from 0 to 5. "0" indicates no usage, while "5" indicates frequent usage”. With question
14 we can determine ChatGPT usage patterns and their preference among various
statements.
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Moreover, we also immediately thought of which graph should go with which questionnaire
question. For example, for the provided above question 14 we decided to visualise the
results in a stacked bar chart.

Lastly, the programming language we used to conduct the analysis is R. R is a programming
language that is strictly case and character-sensitive. This implies that the imputed
instructions follow the specific syntactic rules of the language in a console or command-line
interface. The software then interprets and executes the code and returns the results
(Tilman, 2016). According to Tilman (2016), “R is what’s known as a high-level programming
language. Level refers to the level of abstraction away from the fundamental details of
computer execution” (p. 4).

3.3.2. Thematic Analysis
3.3.2.1. General Description of Thematic Analysis

Thematic analysis is a representative method for analysing qualitative data, involving
identification, analysis and interpretation of patterns of meaning, which are themes (Clarke &
Braun, 2017). Thematic analysis is utilised to determine patterns within and across data
collected in connection with “participants’ lived experience, views and perspectives, and
behaviour and practices; ‘experiential’ research which seeks to understand what participants’
think, feel, and do” (Clarke & Braun, 2017, p. 297).

It is commonly compared to content analysis which allows researchers to analyse data
qualitatively and also quantify the data (Vaismoradi et al., 2013). “Content analysis uses a
descriptive approach in both coding of the data and its interpretation of quantitative counts of
the codes” (Downe-Wamboldt, 1992; Morgan, 1993, as cited in Vaismoradi et al., 2013),
whereas thematic analysis produces a solely qualitative, detailed, and nuanced
interpretation of data (Braun & Clarke, 2006, as cited in Vaismoradi et al., 2013). A variety of
qualitative data exist such as “recorded observations, focus groups, texts, documents,
multimedia, public domain sources, policy manuals, and photographs” (Nowell et al., 2017,
p. 4).

According to Clarke and Braun (2017), thematic analysis is not a method to simply
summarise the data content. Instead, it plays a key role in identifying and interpreting
essential characteristics of the data in accordance with the research question. Additionally,
they stress that the research question has the possibility to evolve as coding and themes are
developed.

The essential concepts of thematic analysis are codes and themes. Codes are the smallest
unit of analysis and they capture interesting properties of the data related to the research
question, playing an essential role in building blocks for themes and patterns of meaning
(Clarke & Braun, 2017). On the other hand, a theme is defined as a classification of interest
detected by the analyst, building on codes (Clark et al., 2021). Clarke & Braun (2017)
describe “Themes provide a framework for organising and reporting the researcher’s analytic
observations” (p. 297).
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The remarkable property of thematic analysis lies in its flexibility. For instance, it is not limited
by sample size, data collection method, or meaning generation including research questions
(Clarke & Braun, 2017). Moreover, specific theoretical and technological knowledge is not
required to conduct thematic knowledge (Braun & Clarke, 2006, as cited in Nowell et al,
2017). For those reasons, thematic analysis is known as a common and reachable method
for early researchers.

Framework of Thematic Analysis

When it comes to the implementation of thematic analysis, Braun and Clarke suggest a
six-phase process to follow for trustworthy thematic analysis: familiarisation, initial coding,
identifying themes, reviewing themes, defining themes and evidencing themes (Clark et al.,
2021, p. 538).

● Familiarisation: It requires transcribing interviews, writing and reading fieldnotes or
looking into documents and other materials.

● Initial coding: Researchers can do coding to capture emerging characteristics of the
data and proceed to do more theoretical coding of concepts. In the process of initial
coding, the research questions needed to be considered so that interesting chunks of
data, which are relevant to the research questions, are coded. Researchers can
conduct initial coding manually with pens and highlighters or employ software such
as Nvivo (Maguire & Delahunt, 2017).

● Identifying themes: Once the initial coding has been shaped the researchers need
to identify themes. As mentioned above, “a theme is a pattern that captures
something significant or interesting about the data and/or research question”
(Maguire & Delahunt, 2017, p. 6). Therefore, researchers need to form a theme by its
significance (Maguire & Delahunt, 2017). Furthermore, each category needs to be
concrete and as short as possible as well as in a neutral way and common language
(Popping, 2015).

● Reviewing themes: In this phase, researchers can merge them into high-order
constructs and seek sub-themes by investigating identified themes.

● Defining themes: The narrative describing the characteristics of themes and
sub-themes can be improved in this step. For instance, researchers can consider the
relationship between each theme and sub-theme to figure out how they interact and
relate to each other by asking what the theme is saying and what the theme is about.

● Evidencing themes: As a final step, the researcher is required to use evidence from
the codes to link the themes to the wider literature and write-up.

Pros and Cons of Thematic Analysis

Thematic analysis has relatively simple procedures, so researchers are able to comprehend
and learn the method quickly (Nowell et al., 2017). Owing to its simplicity, thematic analysis
is useful for those unfamiliar with qualitative methods. “Thematic analysis is also useful for
summarising key features of a large data set, as it forces the researcher to take a
well-structured approach to handling data, helping to produce a clear and organised final
report” (King, 2004, as cited in Nowell et al., 2017, p. 2).
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Compared to other research methods such as grounded theory, thematic analysis lacks solid
literature (Nowell et al., 2017). Nowell et al. (2018) point out that it can cause researchers to
feel uncertain about how to implement a rigorous thematic analysis. Additionally, they argue
that its flexibility affects the consistency and coherence of themes derived from research
data.

3.3.2.2. Implementation of Thematic Analysis
The goal of the thematic analysis was to identify patterns in users' actual experiences and
practices, based on data collected from two open-ended questions included in the survey,
which are question 19: “What positive experiences have you had while interacting with
ChatGPT in your most recent chats?” and question 20: “What poor experiences have you
had while interacting with ChatGPT in your most recent chats?”

As we had two perspectives about users’ experience, it involved a repetitive process to
detect positive factors and negative factors. To prepare thematic analysis, one of the
researchers created a framework with some guidelines in a Miro board in advance. Given
the manageable size of the data set, advanced analytic software tools were not used.
Instead, basic functions of Microsoft Excel and Miro board were used for effective analysis
between two researchers.

As a first step of implementation, we tried to familiarise ourselves with the text from
responses by going over the responses in the Microsoft Excel file and examining whether
there was invalid information. Entering the coding phase, we documented the codes, which
are an interesting data set related to RQ4: “What factors contribute to positive and negative
experiences among ChatGPT users?” With an active discussion between two researchers,
the data that will be analysed in the thematic analysis were coded in a new Microsoft Excel
file.

Once the data was coded, it was copied and pasted into the Miro board to be classified by
themes. First, codes were grouped on a high level and the chunk of groups were split into
firm clusters with specific themes. Each cluster was examined to see if codes in the cluster
were relevant to each other and fit the theme. In this process, some groups were merged
into one cluster with a concrete theme. Finally, the themes were reviewed to see whether
they represented the cluster precisely. This process was repeated two times to detect the
themes for positive factors and negative factors, respectively.

3.3.3. Content Analysis
3.3.3.1. General Description of Content Analysis

Content analysis involves analysing documents and texts, whether they're printed or visual,
with the benefit of being systematic, replicable, and highly adaptable (Clark et al., 2021).
With high flexibility, this research method has been utilised in library and information science
(LIS) studies with diverse research goals and objectives. Furthermore, this method is applied
across qualitative, quantitative, and occasionally mixed research frameworks, employing a
broad spectrum of analytical techniques to produce findings and contextualise them (White &
Marsh, 2006).
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Content analyses are broadly used to illustrate phenomena, examine their relationship and
predict the nature of these relationships in social science (Riffe et al., 2019). Qualitative
content analysis stands among various qualitative methods applied for analysing data and
explaining its significance (Elo et al., 2014). It does not simply count words or extract
objective content from texts to explore meanings, themes, and patterns that may be evident
or concealed within a specific text. This approach enables researchers to comprehend social
reality subjectively yet scientifically (Zhang & Wildermuth, 2005).

On the other hand, quantitative content analysis is mostly used in mass communication to
quantify explicit textual elements. It follows a deductive approach, aiming to examine
hypotheses or tackle inquiries derived from theories or previous studies. One of the key
requirements is the selection of data through random sampling or other probabilistic
methods to ensure the validity and reliability of the method (Zhang & Wildermuth, 2005).

Pros and Cons Content Analysis

The biggest strength of content analysis is its flexibility as it can be applied to a vast variety
of text sources. With the help of computer software programs, it can also handle large
amounts of data. Moreover, content analysis can be used as an unobtrusive research
approach in a way to analyse naturally occurring data (Rose et al., 2014).

Lastly, the weakness of content analysis can be seen in its process of sampling and coding.
The sampling process and document availability can present biases. Additionally, extracting
the content from its context can cause issues. Taking a word or phrase out of its text
structure can result in it losing its meaning. Similarly, it risks excluding particular text that
might hold significance as that of the included (Rose et al., 2014).

Implementation of Content Analysis

In our mixed-method research, we applied content analysis both quantitatively and
qualitatively, using a hybrid approach that incorporates sentiment analysis and text mining.
First, to gather a better understanding of human views, sentiment-content analysis was
used. Sentiment analysis facilitates the systematic exploration of affective states through
natural language processing techniques, whereas content analysis provides a quantitative
description of a given communication form. Therefore, this fusion of sentiment and content
analysis enables a comprehensive examination of both emotional states and the structural
aspects of communication (Niklander S. & Niklander G., 2017). In that regard, for more
accurate and better quality results we decided to use the manual technique approach. It
helped us better interpret the context in which the text was placed (Niklander S. & Niklander
G., 2017).

Additionally, we implemented another hybrid approach that combines text mining with
content analysis, focusing on revealing the facts behind the text. According to Fahmi et al.
(2018), combining text mining with qualitative analysis can reduce both technical and ethical
shortcomings. While text mining helps with the process of extracting information from
unstructured text, content analysis provides in-depth qualitative insights. By combining these
methods we made use of the fast, quantitative benefits of text mining and the detailed,
qualitative strengths of content analysis.
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To get an in-depth understanding of the main methods used in the hybrid approaches, the
following sub-chapters explain the general description, framework, pros and cons and
implementation of sentiment analysis and text mining.

3.3.3.2. Text Mining

General Description of Text Mining

Text mining is a process of extracting valuable information and insights from collections of
documents by identifying and investigating patterns (Feldman & Sanger, 2007, as cited in Yu
et al., 2011). It primarily handles unstructured data referred to as natural language text such
as emails, social media, and the web (Hassani et al., 2020).

The principal objective of text mining is to capture and examine all possible meanings
embedded in the text and it can be implemented both qualitatively and quantitatively
(Benchimol et al., 2022). Tan (1999) illustrates that “Text mining is a multidisciplinary field,
involving information retrieval, text analysis, information extraction, clustering, categorisation,
visualisation, database technology, machine learning, and data mining” (p. 65).

A variety of mining techniques exist based on how to analyse text patterns and how to
conduct mining processes (Talib et al., 2016) and there are “rule-based, knowledge-based,
statistical and machine-learning-based approaches” (Jusoh & Alfawareh, 2021, p. 432). The
most well-known methods are natural language processing (NLP) and information extraction
(IE) techniques (Jusoh & Alfawareh, 2021).

Natural Language Processing aims for a better understanding of natural language using
computers (Hotho et al., 2005). It includes natural language generation, natural language
understanding, and linguistic analysis techniques and they are used to ensure grammatical
correctness and fluency in the generated text (Hotho et al., 2005; Jusoh & Alfawareh, 2021).

On the other hand, the Information Extraction (IE) technique is to extract valuable
information and insights from enormous amounts of text and the extracted data is stored in a
database for further use (Talib et al., 2016). In other words, the primary objective of IE is
extracting specific information from text documents (Hotho et al., 2005).

Framework of Text Mining

Text mining involves several sequential steps. Due to the unstructured nature of text data, a
consistent and replicable method is required to assign meaningful quantitative measures to
this data type (Benchimol et al., 2022). Benchimol et al. (2022) introduce the general steps
of text mining: Data selection, Data cleaning, Information extraction and Analysis of
extracted information.

As an initial step of text mining, the data from different sources such as websites, emails,
social media, blogs and others mentioned in the general description are collected. Once the
documents are retrieved, they are transformed into a suitable form to be applied by text
mining techniques (Choudhary et al., 2009). This data-cleaning phase is called
pre-processing, which is the main part of text mining and involves a lot of time and effort
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(Bhattarai, 2022). In particular, the tokenisation process is required to obtain all words from
the given text and during this process, “text document is split into a stream of words by
removing all punctuation marks and by replacing tabs and other non-text characters by
single white spaces'' (Hotho et al., 2005, p. 25).

After the preprocessing phase, a variety of techniques are used (Bhattarai, 2022). For
instance, information extraction, categorisation, clustering, summarisation and visualisation
are used as common methods; Finally, the results are evaluated to get valuable and
meaningful patterns (Bhattarai, 2022).

Pros and Cons of Text Mining

Text mining enables us to discover knowledge from previously unknown information by
efficiently extracting the names of distinct entities and the relationships between them from a
corpus of documents (Sukanya & Biruntha, 2012). Additionally, text mining is beneficial for
addressing the challenge of managing vast amounts of unstructured information, as it
facilitates the easy extraction of patterns (Sukanya & Biruntha, 2012).

However, while text mining excels at analysing complex unstructured data, it also faces
significant challenges due to the complexity of natural language. The ambiguity of natural
language means that a single word might have multiple meanings, which can introduce
noise into the analysis and result in differing interpretations among researchers (Gaikwad et
al., 2014).

Implementation of Text Mining

Text mining was used to capture the meanings of three specific questions asking
respondents’ experiences and thoughts in the questionnaire. Apart from it, we used text
mining to extract significant keywords from sentiment analysis.

The three questions are:
● Question 10: “In what contexts do you use Generative AI? Please provide further

details on the usage of Generative AI”
● Question 25: “Please specify the reasons for your response”, which is the follow-up

question to question 24: “Research indicates that ChatGPT has 180.5 million users
and 1.6 billion visits (January 2024) and hundreds of millions of prompts on ChatGPT
costs around 1 GWh each day, which is equivalent to the energy consumption of
33,000 U.S. households. Would this influence your behaviour using ChatGPT?”

● Question 27: “Please specify the reasons for your response”, which is a follow-up
question to question 26: “In your opinion, who is primarily in charge of limiting the
environmental impact of ChatGPT?”

Text mining analysis was implemented using R. Within the R environment, we used the “tm”
package, which serves as a comprehensive toolkit designed for text-mining tasks (Feinerer,
2013). This package provides essential functionalities for text mining like preprocessing,
tokenisation, text transformation, and information extraction (Feinerer, 2013). The most
fundamental concept of the “tm” package is “corpus” referring to a collection of textual data
(Feinerer, 2013). In our study, a corpus was represented by the responses from these three
questions and the data set used in sentiment analysis.
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To apply the “tm” package to the data set, relevant responses for these questions were
selected after importing an Excel file to R. With the selected columns the preprocessing
phase was conducted, involving converting data to lowercase and removing punctuation,
numbers and common English stop words like “the”, “and” and “is”. Once the preprocessing
phase was done, a corpus was transformed into a document-term matrix (DTM) in which
rows represent words with TermDocumentMatrix. This allowed us to analyse the frequency
of each word from the responses to each selected question. The procedure, counting the
frequent words of responses, was conducted for each question and the sentiment analysis
data set separately.

Lastly, visualisation was implemented to illustrate the results from the analysis clearly and
intuitively. The results are shown in Chapter 4.1.2. Text Mining Analysis.

3.3.3.3. Sentiment Analysis

General Description of Sentiment Analysis

In the present day, most people express their opinions, feelings, and experiences through
the internet and social media. Companies have realised that analysing this data is useful for
understanding whether the user's opinions are positive, negative, or neutral. As a result,
sentiment analysis (SA) emerged due to the vast information exchange on the Internet
(Aqlan et al., 2019).

Sentiment analysis, also known as opinion mining (OM), “is the field of study that analyses
people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions towards
entities such as products, services, organisations, individuals, issues, events, topics, and
their attributes” (Liu, 2012, p. 7). It can represent a large spect of problems. It used to have
many names with slightly different tasks, for example, opinion extraction, sentiment mining,
subjective analysis, affect analysis, review mining, etc. However, nowadays, it all falls under
the term sentiment analysis or opinion mining (Liu, 2012).

The main objective of sentiment analysis is to properly identify whether the given text is
subjective or objective or whether it is positive, negative or neutral. Often, opinion mining
and sentiment analysis are used mutually together. OM would deal with extracting and
analysing the opinions of participants while SA would deal with the specific sentiments
expressed in the text and analyse them (Bhonde & Prasad, 2015).

Although the research for sentiment analysis mainly began in the early 2000s, there have
been papers that share similarities such as metaphors, sentiment adjectives, subjectivity and
viewpoint to SA (Hatzivassiloglou and McKeown, 1997; Hearst, 1992; Wiebe et al., 1999).
These books serve as an introduction to the analysis as a whole (Liu, 2012).
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Framework of Sentiment Analysis

With the advancements in technology, there has been a rise in user-generated opinions,
such as reviews, images, comments, etc. Alongside came a need for researchers,
companies, politicians, service providers, etc., to analyse them in order to implement better
decision choices (D'Andrea et al., 2015). For that to be accomplished the best approach is
sentiment analysis.

The sentiment analysis approach is a complex process that requires five steps to complete
the analysis. These steps are: (D'Andrea et al., 2015)

● Data Collection: Data collection is the first step in sentiment analysis in which the
collected data is gathered from user-generated content contained in social networks,
blogs, and forms. This gathered data is disorganised because it has a variety of
expressions as well as a variety of different vocabularies and contexts of writing.

● Text Preparation: Before initiating the analysis the extracted data needs to be
cleaned. That can be achieved by identifying and eliminating all the non-textual
content that is irrelevant to the analysis.

● Sentiment Detection: After cleaning up the data the extracted sentences of different
opinions and or reviews are examined. The selected sentences can then further be
assigned as either subjective expressions (opinions, beliefs and views) or objective
communication (facts, factual information). The objective communication sentences
are then discarded.

● Sentiment Classification: The remaining subjective expressions are then classified
as positive, neutral, or negative.

● presentation of output: Lastly, the presentation of output provides the main
objective of the whole analysis which is to transfer the unstructured text into
meaningful information. Once the analysis is completed the text results are typically
displayed on graphs, such as bar charts, line charts or pie charts.

Moreover, sentimental classification can be divided by techniques. One of the techniques is
machine learning: algorithms or techniques best used for brief classification and sentiment
predictions (Umar et al., 2022). Lexicon-based technique is a group of words or phrases that
convey feelings (Han et al., 2018). These sentiment techniques can be divided into positive,
neutral and negative categories ( Umar et al., 2022; Han et al., 2018). Lastly, hybrid-based
techniques are a combination of lexicon-based and machine-learning approaches (Ahmad et
al., 2017). The sentimental classification we choose to work with is a Lexicon-based
technique and sentence-level approach. It classifies the sentiment expressed in each
sentence, determining whether it is subjective and categorising it into positive, negative or
neutral opinions (Umar et al., 2022).

Pros and Cons of Sentiment Analysis

The advantages SA provides are for the most part to determine the general attitude towards
brands, products or services. Companies can also use the analysis to monitor reputation
metrics like sentiment scores and customer satisfaction scores, etc. Moreover, it can assist
in understanding the most relevant and impactful feedback from participants (Determ, 2023).
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The main downfall the analysis method faces is that, unlike factual information, opinions and
sentiments have an important characteristic, namely, they are subjective. For that reason, it
is emphasised that opinions need to be gathered from many individuals rather than have an
opinion from a singular person (Liu, 2012). Some other problems with the method are biased
opinions, fake reviews and miscommunication (Dilmegani, 2024).

Implementation of Sentiment Analysis

In order to get a deeper understanding of our questionnaire results (questions 24 and 25) we
conducted the sentiment analysis. The analysis was conducted regarding whether the
presented fact about ChatGPT energy usage would influence the participant's behaviour.
Our goal with using sentiment analysis was to acquire a better understanding of the user's
emotions.

We chose to work with the lexicon-based technique which allowed us to extract full
sentences from our open-ended questions from the questionnaire. The reason was that
conducting a normal lexicon-based technique by extracting just words from the context
would not be sufficient enough for our project and aimed results. Extracting full sentences
enabled us to see the full context of the sentences and helped us with sentiment
classification. However, we also decided to conduct sentiment classification in a different
way than what was considered normal, meaning we had our own criteria. As such we chose
to conduct it manually. Some of the examples of why we worked on it manually are that we
flagged sentences that were “too useful” or “good” as negatives and “will change” or “was
not aware” as positive.

Furthermore, looking back at the questionnaire although the participants could have already
selected the option Yes and No in the previous question 24 we wanted to see if some
participants might have been conflicted in their decision. With this information, we could get
a better grasp of how the participants feel on an emotional level regarding the question. As
such we decided to conduct the sentiment analysis to see the positive, neutral and negative
emotions the participant presented.

The first step we did was to copy all the results from question 25 and paste them into an
excel sheet. Afterwards, we needed to clean up the data as much as possible for a proper
sentiment analysis to be conducted. To start the clean up we removed all the non-textual
content as well as all objective comments such as facts or factual information.

After making sure that both of us were satisfied with the clean up we started the sentiment
analysis. We did so by determining which sentences were positive, neutral and negative. As
the method is subjective we made sure to conduct the analysis separately to avoid biased
answers. Once the analysis was completed and the sentences were labelled, we combined
the answers to discuss the results.
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3.3.3.3.1. Cohen’s Kappa

General Description of Cohen’s Kappa

The Kappa coefficient, also known as Cohen's Kappa, is widely recognised and used in
assessing categorical agreements between two raters or two methods (Taube, 2010).
Cohen’s kappa was first introduced by Jacob Cohen in 1690, as a measurement for
agreements (Cohen, 1960). It calculates the interior agreement factor of qualitative items in
a categorical form. Additionally, it is being used as a statistic interrater or interrater for
reliability tests (Taube, 2010; University of York, n.d.).

When calculating Cohen’s Kappa is symbolised by the Greek letter, κ. Similarly to correlation
coefficients (a numerical measure of some type of linear correlation), it is measured on a
scale that varies from -1 to 1 (Kolesnyk & Khairova, 2022). With that measurement, Cohen
puts 0 as a representative of the amount of agreement that can be expected from random
chance, and 1 as a representative of a perfect agreement between the raters. As for below 0
values, although they are possible, Cohen himself notes that they are highly unlikely to
happen in practice (McHugh, 2012).

Another thing to take note of is that Kappa is a standardised value and as such is interpreted
the same across multiple studies (McHugh, 2012).

According to Cohen, the Kappa results should be interpreted as follows: “values ≤ 0 as
indicating no agreement and 0.01–0.20 as none to slight, 0.21–0.40 as fair, 0.41– 0.60 as
moderate, 0.61–0.80 as substantial, and 0.81– 1.00 as almost perfect agreement” (McHugh,
2012, p. 279).

Pros and Cons of Cohen’s Kappa

The benefit of using Kappa is that it accounts for the agreements that would otherwise occur
by chance. It provides researchers with a more accurate measure of agreement between
observers or raters in contrast to simple percent agreement (Li M. et al., 2023). Additionally,
Cohen’s Kappa can be used in categorical variables, making it a versatile measure for a
wide range of research fields (Li M. et al., 2023).

When applying Cohen Kappa to investigate agreements some problems might arise. The
most notable issue that can come from this method is biased assessment and biased
answers from participants (Taube, 2010). Another issue previously mentioned in the
description of the method is that the values are not equally reachable. What is meant by that
is that a higher value is easier to reach than a smaller value in this case values below 0
(McHugh, 2012).

Implementation of Cohen’s Kappa

In order to further solidify our sentiment analysis more specifically the sentiment
classification, we decide to conduct the Cohen's kappa. By using Cohen’s kappa we can
better understand the level of agreement between the two of us as raters, providing a more
accurate assessment of our sentiment analysis's reliability. Furthermore, we choose to work
with the programming language R.
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The first step we did was to create a new project in the R studio and import the excel sheet
that had the sentiment analysis. In order to import the excel file we had to run the
“library(readxl)” which helps R read and get the data from the excel sheet into R. Next, we
also ran “library(tidyverse)” and “library(psych)”. “Tidyverse” assists with data import, tidying,
manipulation, and data visualisation while “psych” provides various functions for
psychological research and data analysis (Wickham, 2023; Revelle, 2024).

Once all the libraries were loaded we then ran a code to tidy the excel sheet and remove the
extra columns we did not need. Lastly, we used “cbind” to combine our data frames in
columns and ran the code for Cohen’s kappa.

3.4. Validity and Reliability of Methods
In our project, we aimed to ensure data validity and reliability. Reliability concerns the
stability of findings, while validity reflects their truthfulness. By implementing these aspects
we increase transparency and reduce bias (Haradhan, 2017). Credibility depends on various
research features, such as the initial question, analysis methods, conclusions, and data
collection details (Roberts & Priest, 2006). In this section, we will explore our quantitative
and qualitative analysis along with a questionnaire and contextual inquiry validity and
reliability.

Quantitative Analysis

Although the ideas of validity and reliability are similar, they still have different qualities of the
measuring instrument (Sürücü & Maslakçi, 2020). Validity refers to the capacity to assess
how effectively the collected data covers the actual area of investigation. Additionally, it
essentially implies measuring precisely what is intended to be measured (Taherdoost, 2016).
There are many different ways for validity to be conducted such as Face Validity, Content
Validity, Construct Validity, etc. (Sürücü & Maslakçi, 2020).

Additionally, reliability refers to the consistency and stability of the analysis measurements
over time and its repeatability. Checking for reliability is crucial because it ensures
consistency while being completed by different participants (Taherdoost, 2016). As with
validity, reliability has many different ways to be conducted. The most frequently used
methods are test-retest reliability, alternative forms, and internal consistency tests (Sürücü &
Maslakçi, 2020).

Qualitative Analysis

The validity and reliability of qualitative research are fundamental parts of good quality
research. When conducted properly it can be a key factor in distinguishing the difference
between good and bad research. They assure readers that the analysis findings are
trustworthy (Chetty & Thakur, 2020).
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Validity in qualitative analysis is connected with the accuracy and trustworthiness of research
findings. A good validity will contain a valid instrument or measure and a description of what
it is supposed to measure (Brink, 1993). Countless terms have been suggested as criteria
but the most used ones are truth value, credibility, trustworthiness, authenticity and
goodness (Whittemore et al., 2001).

Furthermore, reliability in qualitative analysis helps us understand the purpose and situation
that could otherwise be confusing (Golafshani, 2003). Some of the ways to test the reliability
of analysis are to conduct techniques like the use of comprehensive data, constant testing
and comparison of data and the use of tables to record data (Chetty & Thakur, 2020).

Questionnaire

To ensure our validity with the questionnaire we applied three types of validity: face validity,
content validity and construct validity (Taherdoost, 2016).

● Face validity: The questionnaire was carefully thought out to ensure its face validity,
the degree to which it appeared relevant and understandable to the participants. The
introductory section explicitly stated the aim of the questionnaire, focusing on
investigating user behaviour with Generative AI and ChatGPT, as well as users'
awareness of the CO2 footprint of ChatGPT. This transparent communication of the
questionnaire's purpose helps to establish its face validity by aligning participants'
expectations with the research objectives (Taherdoost, 2016).

● Content validity: Content validity was ensured by having each section of the
questionnaire, carefully designed to gather only data relevant to the research goal.
For example, the demographic section included questions not only about participants'
age, gender identity, and employment status but also about their awareness of
climate change. These questions were carefully chosen to view various user
behaviour and awareness based on demographic factors. Similarly, the section
focusing on the utilisation of ChatGPT included questions specifically tailored to user
behaviour and experiences with the tool, ensuring the content validity of the
questionnaire (Taherdoost, 2016).

● Construct validity: Construct validity, assesses the extent to which the
questionnaire measures the underlying theoretical constructs. Questions were
designed to measure constructs such as user behaviour with Generative AI and
ChatGPT and awareness of CO2 footprint and its environmental impact. By utilising
both, close-ended and open-ended questions, the questionnaire aimed to capture an
understanding of these constructs, thus enhancing its construct validity (Taherdoost,
2016).

Furthermore, for reliability we applied three types of reliability: consistency, clear instructions,
and pilot testing.

● Consistency in questionnaire structure: Each section follows a similar format, with
a clear introduction, followed by, a series of questions designed to gather specific
information related to the research objectives. This consistency in structure reduces
the likelihood of confusion among participants and ensures that the questionnaire is
reliable across different sections.
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● Clear instructions: Clear instructions and guidelines were provided at the beginning
of each section to ensure participants understood how to respond to the questions
accurately. These instructions helped prevent misunderstandings and inconsistencies
in participant responses, thereby enhancing the reliability of the data collected.

● Pilot testing: Pilot testing was conducted to assess the clarity of the questionnaire
before its release. Feedback from participants was carefully considered and used to
refine the questionnaire further. By incorporating feedback from pilot testing, the
questionnaire was refined to enhance its reliability in obtaining consistent and
accurate responses.

Contextual Inquiry

Contextual inquiry is a qualitative research method used for understanding user’s
behaviours, preferences, and interactions within their natural environment. In this section, we
assess the validity and reliability of the CI conducted to explore user behaviour and habits in
utilising ChatGPT.

Validity of contextual inquiry
The scenarios used in CI were thoughtfully thought out to be relevant to the participant
situations and ChatGPT usage. The tasks varied from simple to more complex to evaluate
the participants’ user behaviour and decision-making process. Moreover, the semi-structured
interviews were designed to investigate participants' views, preferences and interactions
relevant to the previously conducted tasks. By aligning the interview questions with the tasks
conducted we aimed to create a clear connection between the user's behaviour and
thoughts throughout the CI session. Lastly, to ensure the validity of the data gathered before
starting the CI session the participants were given a clear introduction on what CI is and how
it was to be conducted. As well as asked to give consent to the recording and using the data
acquired.

Reliability of contextual inquiry
To ensure the reliability of CI, both sessions were conducted with both of us attending, with
one having to lead the session and the other documenting the observations. This allowed us
a better view of participants' behaviour as well as reduced the chances of biases in data
analysis. Furthermore, for consistency purposes, we made sure to use the same tasks and
semi-structured interview questions. The reason is for a more accurate and reliable result
from both participants.

3.5. Ethical Considerations and Limitations of Methods
3.5.1. Ethical Considerations

Ethical considerations are essential in the development and implementation of any method
within academic research. Questionnaires serve as a primary method of data collection in
our research, as well as many others such as social sciences, psychology, and market
research. Ensuring ethical principles are upheld throughout the process is of the utmost
importance (Denzin & Lincoln, 2011).
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Our second method, contextual inquiry, a qualitative research method, is used to better
understand users' behaviours, needs, and challenges in their natural environment. Which on
its own can present unique ethical considerations. As researchers immerse themselves in
participants' lives to gather in-depth insights, it's crucial to navigate this process ethically and
responsibly.

This section delves into the key ethical considerations that we considered while utilising both
of the data collection methods.

● Informed consent: According to Denzin & Lincoln (2011) the foundation of ethical
research is ‘informed consent’. The term itself consists of the most important
components, that is, ’informed’ and ‘consent’. The most important principle is that the
participants are fully informed about what is asked of them, how the data will be
handled and lastly what (if any) consequences there could be (Fleming & Zegwaard,
2018).

● Confidentiality and anonymity: For a long time confidentiality and anonymity have
been a part of research papers consisting of data collection. Based on that It is
essential that researchers make an effort to protect the anonymity of the study
participants and the privacy of data (Miles and Huberman, 1994). At the start of a
data collection session, these two points must be communicated to the participants in
written or verbal form. Lastly, no party other than the researchers and, if relevant, the
research team members should have access to the gathered data (Mirza, 2023).

● Voluntary participation and right to withdraw: Participation should always be
voluntary in all research, and no coercion or deception should be involved. The same
can be applied to participants' rights to withdraw from the study at any time without
repercussion. It is the researcher's responsibility to emphasise that participation is
entirely voluntary and that participants are free to withdraw their consent or stop their
involvement in the study without penalty (University of Guyana, 2022)

● Transparency and integrity: Maintaining transparency and integrity throughout the
study is essential for building trust with the participants. Researchers should clearly
communicate the purpose, scope, and limitations of the study, as well as the
intended use of the data collected. Misleading practices, such as withholding
information or misrepresenting the study's purpose, undermine participants' trust and
compromise the validity of the research findings (Turilli & Floridi, 2009).

Conclusion
Throughout our research data collection process, we ensured that our participants' rights
and well-being were being respected by applying these ethical considerations principles,
such as informed consent, confidentiality and anonymity, voluntary participation and right to
withdraw, and transparency and Integrity. Utilising these ethical standards has not only
helped us protect participants' rights but also enhanced the credibility and trustworthiness of
the research outcome.
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3.5.2. Limitations of Methods
Both questionnaires and contextual inquiry are popular methods used in various research
fields to gather users' insights and understand their behaviour. While both approaches
provide specific advantages, they also have limitations that can affect the outcome of
research. This section discusses the limitations associated with the questionnaire and
contextual inquiry methods that we have encountered during our data-gathering process.

Questionnaire
There were a few limitations and concerns that we had throughout the questionnaire
process. The main limitation came from the questionnaire using many close-ended
questions, which made it easier to analyse but missed the in-depth information that could be
gathered. Another limitation that had occurred was that the participants may have
misunderstood a question. We tried our best to write questions in an easy-to-understand
way as well as providing terminology in specific sections for further explanation of certain
terms. Nevertheless, despite our efforts, a few misunderstandings still came to be at the end.

Contextual inquiry
The biggest limitation we have experienced with CI is that it is time-consuming. It took a lot
of time from recruiting the participants to setting up all the recording equipment, and lastly,
doing the method in itself. Another limitation that we experienced was biases and subjectivity
that we tried our best to avoid. We did so by trying not to lead the users by providing them
with the answers we wanted to hear or better said not providing our subjective thoughts, on
the topic at hand. We still decided to put this into a limitation section as we may have
unconsciously provided our opinions on certain topics and as such influenced the participant.
The last limitation we had was recruiting participants. What we mean by this is that since the
method took a long time to prepare and finalise we did not have a lot of participants.
Moreover, we had our deadline for submitting the academic report as well to take into
consideration.

4. Findings
This chapter presents the findings gathered from the research methods and techniques
outlined in the previous chapters. On a high level, this chapter is divided into Findings from
the Questionnaire and Findings from Contextual Inquiry. The descriptions of the data
collected and the outcomes of the analyses performed are provided for each subchapter,
offering a clear and objective view of the gathered data and findings. Each result is
discussed and is connected to at least one research question. By presenting the results in a
structured manner, this chapter provides the foundation for the upcoming discussion where
the conclusions of these findings will be further explored and interpreted in relation to
existing literature and research questions.
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4.1. Findings from the Questionnaire
Our questionnaire was completed by 74 unique individuals, with the average time duration to
complete being 12 minutes. The data collected from the five distinct sections in the
questionnaire are: Demographic, Utilisation of Generative AI, Utilisation of ChatGPT,
ChatGPT's latest experience and Awareness of the Environmental Impact of ChatGPT
contributes to a better understanding of the interaction between Generative AI utilisation,
environmental consciousness and potential ideas for the improvement of ChatGPT.

Within this section, we will be exploring the data set collected by our questionnaire and the
findings of both quantitative and qualitative analysis of the data set. The collected data set
and analysis are shown in an order of quantitative analysis, text mining, sentiment analysis
and thematic analysis.

4.1.1. Quantitative Analysis

Demographic Results

We obtained meaningful demographic results. The survey revealed that a significant portion
of respondents fell within the age group of 25-34, consisting of 50% of the sample population
as seen in Figure C1 of Appendix C. In terms of gender, 50% of female and 47% of male
respondents participated (See Figure C2 of Appendix C). Furthermore, 50% of respondents
identified as full-time employees, followed by students at 26% (See Figure C3 of Appendix
C).

Notably, the majority stated that they care more than average about the impact of climate
change and they care about the impact of climate change in their daily activities on a
moderate level. The details of these findings are seen in the last subchapter, Level of User’s
Awareness of the Environmental Impact of ChatGPT. These demographic insights provide
valuable context for understanding our target audience and their attitude toward
environmental awareness.

Usage patterns and preference of ChatGPT

Through data collected from the third section, Utilisation of ChatGPT, we found that the
largest number of respondents (34%) reported that they use ChatGPT a few times a week.
To look into the usage patterns deeply, we compared by age group. Figure 1 shows while
ChatGPT is widely used across various age groups, the intensity of usage differs. It was
observed that younger respondents (18-44) are more likely to use ChatGPT daily. For
instance, while the daily usage patterns were seen in the age groups ranging from 18 to 44
they were not observed in the 45-64 age group.
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Figure 1. Frequency of Using ChatGPT by Age Group

Regarding the purpose of ChatGPT, 57% answered they use ChatGPT for both work and
personal reasons. Additionally, ChatGPT's latest experience, the fourth section in the
questionnaire, highlighted its frequent use in work-related activities such as email
formulation, research, and content summarisation.

Furthermore, Table C1 in Appendix C shows there is no remarkable difference in the
purpose of using ChatGPT across different age groups; the option, “All of the above”
received the highest numbers across all age groups. A similar pattern is observed in
occupation (See Table C2 of Appendix C). However, interestingly, among respondents who
identified as “Part-Time Employee”, the number of responses indicating “Personal” was
slightly higher than those for “Work-related” by 2 points. Conversely, respondents who
identified as “Student” reported a higher number of “Work-related” compared to “Personal”
by 4 points. It suggests that many students use ChatGPT for their school-related tasks.

Overall, the vast majority of respondents answered they use ChatGPT for both personal and
work-related purposes. It indicates ChatGPT's functionalities are broadly applicable
regardless of the user's age and occupation.

In terms of user preference for ChatGPT, one of the significant questions is question 14:
“Please rate your usage of ChatGPT based on the following statements, on a scale from 0 to
5. "0" indicates no usage, while "5" indicates frequent usage” formed in the 6-point Likert
scale with various statements. The 6-point scale means: 0 - no usage, 1 - rarely used, 2 -
infrequently used, 3 - occasionally used, 4 - often used, and 5 -frequently used.We obtained
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responses indicating the level of usage for each statement: Translate text, Summarise
content, Get help with writing, Get assistance with coding, Generate images, Content
creation and Ask simple questions.

As shown in Table C3 of Appendix C, the results from descriptive statistics show that "Get
help with writing" has the highest median score at 4, tied with "Ask simple questions" and
"Summarise content". Additionally, it has the highest mean score at 3.76. In contrast,
“Generate image” has both the lowest median score of 0 and the lowest mean score of 1.04.
The statement, “Creation” follows closely with a mean score of 1.1.

A percentage-stacked bar chart was used to visualise the percentage distribution of each
rating for the statements intuitively. As shown in Figure 2, the most common use of ChatGPT
was “Get help with writing”, which accounted for 45% of the highest rating (frequently used),
18% of rating 4 (often used), 22% of rating 3 (occasionally used), 7% of rating 2 (infrequently
used), 4% of rating 1 (rarely used) and 5% of rating 0 (no usage). This was followed by
“Asking simple questions” and “Summarise content”, which received 27% and 26% of
frequently used, respectively. The combined percentage of the highest (frequently used) and
second-highest (often used) ratings exceeds 50% for these three statements. It indicates
that ChatGPT is primarily used when users want to get help with writing, ask simple
questions and summarise content.

Figure 2. ChatGPT Usage Preference

In contrast, the least use of ChatGPT was “Generate image”, which took up 53% of the
lowest rating (No usage), followed by “Get assistance with coding” and “Creation”, which
made up 50% and 47% of the lowest ratings, respectively. The combined percentage of the
lowest rating (No usage) and the second-lowest rating (Rarely used) for “Generate image”
and “Creation” exceeded 70%. This means that respondents rarely use ChatGPT for the
tasks relevant to generating images and creation. Regarding the statement “Translate text”,
it was observed that the ratio of ratings of 0 (No usage) and 1 (Rarely used) was only 8
percent higher than the ratio of ratings of 4 (Often used) and 5 (Frequently used)."
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User Behaviour of Generating Prompts

When looking back at our questionnaire results, we found some connections to the related
works that we wanted to explore further. For that reason, we decided to further investigate
the questionnaire for question 15: “On average, how many attempts do you rephrase your
prompts until you achieve the desired outcome when using ChatGPT?”; question 18: “How
many times did you create prompts in the latest chat?”

For question 15, We decided to create a pie chart with the percentages in the middle of the
correlating colour or field. This visualisation helps to easily comprehend the data distribution
regarding how often participants rephrased prompts per session. As seen in Figure 3, 81.1%
of participants chose that they rephrased prompts around 1-5 times per session. The second
highest was 6-10 prompts per session with 14.9% of participants. The last two options have
a small difference in the percentage of participants' choice, we have 2.7% of participants
choosing 11-15 prompts per session and 1.4% choosing over 20 per session. On average,
users create prompts approximately five times per interaction chat.

Figure 3. Distribution of Average Rephrase Prompts

What we can gather from this analysis is that most people rephrase prompts 1-5 times per
session making it clear that most users do not need extensive rephrasing. Additionally, a
smaller but notable group, of 14.9%, rephrases prompts 6-10 times per session. This could
be seen as users who are seeking more precise answers or dealing with more complex
queries. Only a small percentage of participants engage in extensive rephrasing, with 2.7%
rephrasing 11-15 times and 1.4% rephrasing over 20 times per session. This suggests that
prolonged prompt rephrasing for refining answers is rare.
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When it comes to question 18: “How many times did you create prompts in the latest chat?”,
we decided to visualise the results in a histogram graph. With the histogram graph, we can
see the difference in participants' creation of a number of prompts from the highest to the
lowest created. From Figure 4 we can read that similarly to Figure 3 the participants mostly
create around 1 to 5 prompts even in their latest chats. Furthermore, there is a bit higher
number in creation from 6 to 10 which once more provides similarities to the previous
findings. Lastly, the highest numbers were mentioned once between 13 to 23 prompts
created in the last session.

Figure 4. Distribution of Creation Prompts in the Latest Chat

Moreover, we coded the summary of the number of prompts created in the latest chat. As
seen in Table C4 of Appendix C, we looked at the min, max and median number of prompts
per participants' latest chats. From those findings, we can read that the minimum number of
prompts made in the latest chat was 1, the maximum was 23 and the median was found to
be 3. The result ended up correlating to Figure 4 further solidifying our results.

Level of User’s Awareness of the environmental impact of ChatGPT

To dive deeper into users' awareness of the environmental impact of ChatGPT, a key focus
of our project, we analysed the responses from the questions designed to investigate it.
Additionally, we examined users' awareness of climate change to compare the results.

The data sets used in this part are:
● In the Demographic section, question 5: “How much do you care about the impact of

climate change?” and question 6: “Have you ever considered the impact of climate
change in your daily activities?”

● In the Awareness of the Environmental Impact of ChatGPT section, question 22:
“How well do you believe you understand the CO2 footprint of ChatGPT” and
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question 23: “Which type of energy consumption do you believe produces the most
CO2 emissions? Please rank them from 1 (highest) to 5 (lowest). Adjust the order by
dragging the text up or down” with 5 statements.

First, the results from the analysis of questions 5 and 6 in section 1 were found. Figure 5
shows a level of consideration for climate change. According to the result of question 5,
shown in the second bar, 11% of respondents chose extreme care (rating 10) and 9%
expressed great care (rating 9). On the other hand, for question 6, seen in the first bar, 8%
rated it a 10 (always) and 20% rated it a 9. Overall, the respondents have a high level of
awareness and concern for climate change with a median score of 7 for both questions (See
Table C5 of Appendix C).

Figure 5. Awareness of Climate Change

Despite many participants raising concerns about climate change, only a small fraction
stated that they understand the CO2 footprint of ChatGPT. The respondents have little
knowledge of the environmental impact, according to the results from question 22: “How well
do you believe you understand the CO2 footprint of ChatGPT?”

For the question, they were required to indicate between 0 and 10 on the Likert scale. On
the Likert scale 0 indicated “no knowledge”, while 10 indicated “full understanding” of the
environmental impact of ChatGPT. Looking closely at Figure 6, we can see that 17 people,
approximately 23% of respondents chose 0 (no knowledge). It was observed the median
score is 3, implying that 50% of the respondents chose 3 or below (See Table C6 of
Appendix C). The minimum number was 0 and the maximum was 9. These results
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correlated with the findings in the graph. Only one participant chose a rating of 9 and none
chose a rating of 10 (extremely well). Moreover, a few participants chose a higher
understanding between 7 and 9. It implies the lack of knowledge in this area of research and
a need for more knowledge and awareness in this field.

Figure 6. Awareness of ChatGPT’s Environmental Impact

On the other hand, participants were asked question 23, a ranking question where they were
required to rank types of energy consumption based on the amount of CO2 produced with
five options. These options are ordered by the most CO2 produced energy type: Watching
videos online (2 hours per day), Using ChatGPT (20 prompts per day), Using a light bulb (3
hours per day), Google searching (50 times a day) and Email/Messaging (30 times per day).

However, interestingly, despite “Using a light bulb (3 hours per day)” being the third most
CO2-intensive energy type in real life, it was chosen by 36 people, around 49%, as the most
CO2-intensive type in the survey (See Figure C4 of Appendix C). The second largest group
chose “Google searching (50 times a day)” as the most CO2-intensive energy type although
it is the fourth most CO2-intensive energy type in real life. On the other hand,
“Email/Messaging (30 times per day)” was chosen by only 3 participants as the most
CO2-intensive energy type, aligning with the true statement.

When looking closely at Figure 7, showing the rank of each energy type, several interesting
points were observed. On the “Using light bulb” option it was selected most as 1st rank and
interestingly, 5th rank was selected as second most.
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Figure 7. Ranked Energy Type

Notably, the “Using ChatGPT” option was most frequently ranked fourth and least frequently
ranked first. It indicates the participant's lack of knowledge in regard to ChatGPT’s
environmental impact and the impact of ChatGPT’s CO2 footprint which is not widely
recognised. This finding highlights that the environmental impact of ChatGPT was
underestimated; the participants’ perception of the environmental impact of daily energy
consumption may not align with real-life context.

On the other hand, the “Watching videos online” option, which is the most CO2-intensive
energy type in real life, was chosen as the second one in the survey. On the other hand, the
“Email/Messaging” option was most frequently chosen as the 5th rank, which aligns with
real-life context.

4.1.2. Text Mining Analysis
Text mining was implemented to identify the most frequently occurring words in the context
of using GenAI. Through the responses from the second section, Utilisation of Generative AI,
we found that a vast majority of participants (89%) are using Generative AI for text
generation purposes and ChatGPT was chosen as the most popular tool, with 93% of users
indicating it is their primary choice among other options. Besides the data collected from
close-ended questions, we have significant qualitative data gathered from the open-ended
question, question 10: “In what contexts do you use Generative AI? Please provide further
details on the usage of Generative AI.” To get insight into the context of using GenAI, which
is directly related to RQ2, a hybrid approach of text mining was conducted. As mentioned in
Chapter 3.3.3. Content Analysis, the hybrid approach of text mining helped us to interpret
the extracted keywords deeply regarding the context of using AI and the responsibility of
reducing ChatGPT’s CO2 footprint.
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Context of Using GenAI

Figure 8 visualised in word clouds format represents the overview of the top keywords of
responses from question 10. The most notable word is “use” which is the biggest size
situated in the centre of the word cloud. It shows that “use” was the most mentioned word in
the responses. Apart from that, it was observed that the words need, text, writing, help,
information, generative, work, ideas, and ChatGPT surround the most frequent word, “use”.

Figure 8. Context of Using GenAI

On the other hand, the bar chart displays the most frequently occurring words detected from
the same data set, ranked from 1 to 20 (See Figure C5 of Appendix C). It helped us
investigate specific words deeply with specific amounts of frequency. For example, the word
“use” was the most frequently occurring one, appearing 31 times.

Notably, there is a significant gap between the most frequently mentioned word and the
second most common one, “need”, which appeared 14 times. Apart from them, there is no
significant gap between the rest of the words.

The third most frequent word, “text” was found, appearing 13 times as many times as “help”
appeared. It corresponds to the findings from question 9 that the vast majority (89%) of
participants answered that they are using Generative AI for “text generation”. Additionally,
ChatGPT was clearly observed in the bar chart, appearing 9 times, whereas other tools were
not mentioned in the top 20. It aligns with the findings from the questionnaire that ChatGPT
was chosen as the most popular choice, with 60% of users indicating its primary usage.
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The words, information, writing, work and ideas had a similar amount of frequency,
appearing around 10 times. In terms of the context of using GenAI, some specific words
were uncovered such as research, questions, studies and searching. It can be interpreted
that users easily link GenAI with these words to the context of using GenAI.

Context of Responsibility of Reducing CO2 Footprint of ChatGPT

Text mining was used for question 27, which is a follow-up question to question 26: “In your
opinion, who is primarily in charge of limiting the environmental impact of ChatGPT?”
Question 27 required the respondents to specify the reasons for their answer to question 26.
The participants were divided with around 30% votes about responsibility going into
Companies, Governments, and Individuals without a significant gap. The largest group
selected the “Companies” option at 36%, followed by the “Individuals” and “Government” at
31% and 30%, respectively.

Figure 9 presents the context behind the respondents’ choice. According to the results from
text mining, the word “companies” ranked as the most frequently occurring word. On the
other hand, the word “government” was the third most frequent word and “individuals”
ranked 8th.

Figure 9. Most Frequently Occurring Words Regarding Responsibility
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“ChatGPT” was observed as the second most frequently occurring word. It can be
interpreted in two ways. First, ChatGPT was mentioned significantly as the word was
included in the question. On the other hand, there would possibility that respondents
connected “Companies” to “ChatGPT”, indicating companies providing ChatGPT have the
responsibility of limiting its environmental impact as the largest group selected the
“Companies” option.

4.1.3. Sentiment Analysis
Based on our hybrid approach, sentiment-content analysis enhanced our understanding of
participants' perspectives on questions concerning changes in user behaviour regarding
ChatGPT. This specific fusion allowed us to deepen our insights into the participants'
emotional states and the structural analysis of their responses. It helped us gather more
accurate and better-quality results.

Additionally, as mentioned in the previous chapter 3.3.3.3 Sentiment Analysis, we are using
the data set acquired by the questionnaire, specifically question 24: “Research indicates
that ChatGPT has 180.5 million users and 1.6 billion visits (January 2024) and hundreds of
millions of prompts on ChatGPT costs around 1 GWh each day, which is equivalent to the
energy consumption of 33,000 U.S. households. Would this influence your behaviour using
ChatGPT?” and question 25: “Please specify the reasons for your response”.

In our study, it was crucial to detect users’ willingness to change their behaviour with
ChatGPT as we aim to develop users’ sustainable practices. Results from sentiment
analysis revealed interesting insights into participants' attitudes towards ChatGPT's
significant energy consumption and their willingness to change their behaviour.

Users’ willingness to change their behaviour

Regarding question 24, 64% of the participants answered “No”, which means 64% reported
that they would not change their behaviour even though generating prompts has a significant
CO2 footprint.

The findings from sentiment analysis show deeper insights beyond their answer. The
analysis showed that for Coder 1, the number of positive responses surpassed the negative
ones by two points, with 28 positives, 26 negatives, and 18 neutral comments evaluated. In
contrast, for Coder 2, the number of negative responses outweighed the positives, with 22
positives, 32 negatives, and 18 neutral comments out of the 72 responses analysed (See
Figure 10).
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Figure 10. Sentiment Analysis Per Coder

These findings suggest that participants had mixed and negative feelings about changing
their behaviour based on ChatGPT's energy consumption. Thus, sentiment analysis gave us
a better understanding of how the participants view and feel about the energy consumption
of ChatGPT and their thoughts on changing their behaviour.

Moreover, the analysis shed light on the reasons behind participants' willingness or
reluctance to change. For instance, there are 11 responses that we both marked as positive
regarding how knowing the facts about energy consumption would impact their usage of
ChatGPT. Additionally, there were 3 of the same responses marked positive about looking
into how to rephrase prompts for more efficacy while using ChatGPT. However, a significant
portion of negative comments expressed concerns about not hindering technological
advancement and emphasised the greater usefulness of ChatGPT compared to the
environmental issues it poses.

Figure 11 intuitively shows the most prominent words from responses to question 25. The
most striking words are “use”, “energy” and “ChatGPT”, which are the biggest and located in
the middle of the word cloud. This indicates that these three words were the most mentioned
words in participants' responses. The verbs related to action and environment were shown
as don’t, will, change, using, think, help and impact. These words can also be seen as the
second most visible ones in the word cloud. Additionally, we can also see some significant
words related to the question such as “environment” and “climate”.
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Figure 11. Most Mentioned Words in Sentiment Analysis

In summary, sentiment analysis provided valuable insights into participants' sentiments,
highlighting both areas of potential acceptance and resistance towards behaviour change
regarding ChatGPT's energy consumption. These findings contribute to a deeper
understanding of user perspectives and can help develop strategies and ideas for promoting
sustainable usage of ChatGPT.

Cohen’s Kappa

Cohen's kappa analysis further solidifies our understanding of the sentiment classification
process. It reveals a substantial agreement between us two raters regarding the sentiment
expressed in the responses.

As shown in Table 1, the unweighted Cohen's kappa coefficient, which measures agreement
beyond chance, is estimated at 0.66, with confidence boundaries ranging from 0.52 to 0.80.
This indicates a substantial level of agreement between us the raters, reinforcing the
reliability of our findings. Moreover, the weighted Cohen's kappa coefficient, which considers
the degree of disagreement among sentiment categories, is estimated at 0.85, with
confidence boundaries between 0.80 and 0.90. This specifies an even higher level of
agreement when considering the degree of disagreement among the different sentiment
categories.
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Table 1. Result of Cohen’s Kappa

With a sample size of 72 subjects, these results demonstrate a strong level of agreement
between us. This reliability in coding enhances the credibility of our sentiment analysis
findings and of the concussion from them.

4.1.4. Thematic Analysis
The data set analysed by Thematic Analysis was the responses to question 19: “What
positive experiences have you had while interacting with ChatGPT in your most recent
chats? and question 20: “What poor experiences have you had while interacting with
ChatGPT in your most recent chats?” in section 4 of the questionnaire. Through thematic
analysis, five distinct themes were discovered that describe the factors contributing to the
positive experience of ChatGPT, whereas four distinct themes were identified that represent
the factors influencing the negative experience of ChatGPT. The whole process of the
Thematic Analysis we conducted can be found in this link. In this chapter, the findings for
each factor and the comparison between the two factors were discussed.

Factors contributing to positive experience

The data collected from the open-ended question, question 19: “What positive experiences
have you had while interacting with ChatGPT in your most recent chats?” included 74
responses, matching the number of survey participants. During the initial coding phase, 59
out of 74 responses were coded besides invalid responses such as irrelevant responses.

Before concluding 5 distinct themes of positive experience, 8 different themes were
categorised in the first place by examining the codes. The 8 themes are as follows: 1)
Provide a starting point for new or complex topics and creative ideas, 2) Save time and
accurate answers, 3) In-depth information based on the understanding of instructions, 4)
Summarise, 5) Professional looking, 6) Grammar correction, 7) Unbiased interaction and 8)
Interaction (See Figure 12).

Among the themes, it turned out that the vast majority of factors contributing to positive
experience came from the theme of “Providing a starting point for new or complex topics and
creative ideas”. For example, some remarkable codes related to the theme are “It helped me
get an overall idea of what to do” and “It gave me at least an idea of where I should start with
my research”. On the other hand, under the theme of saving time and accurate answers,
interesting codes were observed. For instance, “straightforward answers”, “quicker and
easier to create a report from start to finish” and “good outcome when it comes to requesting
prompts” were shown in the theme.
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Figure 12. Initial Themes of Positive Factors

Through the reviewing themes phase, the codes under 8 themes were reviewed to see
whether they could be merged with each other to get concrete results. For instance, the
cluster titled “Grammar correction” was seen as closely associated with the cluster titled
“Professional looking” so it was integrated into the “Professional looking” theme.

At the same time, the clusters having fewer codes than others were discussed as well such
as the clusters named “Interaction” and “Unbiased Interaction”. The code under the
Interaction theme was “Response in such a beautiful way. It feels like I am interacting with a
very smart friend.” On the other hand, there were codes, “Unbiased view of a situation that I
needed to have evaluated” and “Answers thing neutrally harder subjects which are very hard
to discuss with humans” under Unbiased interaction. Despite a few codes, it had significant
meaning since the positive factor regarding the unbiased interaction was not detected in the
related works.

During the defining themes phase, 5 themes finally came out and the most relevant codes
were written to represent each theme (See Table 2). Moreover, while defining the themes,
the title of the themes was advanced. For example, the initial name of the cluster, “In-depth
information based on the understanding of instructions”, was changed to “Accurate and
detailed information” to deliver findings in a clearer way. Lastly, in the theme of “Providing
ideas to understand topics” the codes were categorised into two sub-themes. The first
sub-theme is “Suggest new and creative ideas”; ChatGPT influenced positive experience
since it suggested great ideas that users would not come across in terms of creativity. The
second sub-theme, “Assist users to solve problems” indicates that users had a positive
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experience with ChatGPT as it helped them understand topics and solve problems quickly
and easily at the starting point.

Help with
Summarising

Provide ideas to
understand topics

Professional
looking Save time

Accurate and
detailed

information

Summarise my
essay.

Summarise what I
wanted to do.

Summarise a
document and
provide a simple
answer, yet
understandable.

Summarise large
quantities of text
with high quality.

- Suggest new and
creative ideas
Idea for my research.

Discovery of new
sources and new
perspectives on a
topic.

New and creative
ideas to improve my
suggestions
helped me get an
overall idea of what
to do.

- Assist users to
solve problems
Aids me in starting a
project.

Understand what
points I need to
summarise.

Explain difficult
concepts easily.

Sometimes research
on Google is not
really narrowed down
so you have to
search through it all
to find the right
answer, so ChatGPT
helps with that.

More professional
by using certain
words.

Spotted some
mistakes and
made some great
suggestions for
improving my
style.

Polishing emails
when I am in
doubt or struggle
with the correct
phrasing of words.

Unique-looking
answers that
helped me plan
things or write
better stories.

Quicker and
easier to
create a
report from
start to finish.

Quick and
easy to use
and guiding
you with
writing.

Saved time
on
researching
topics.

Save time in
terms of email

Fast, diverse
information.
didn't have to
search for
things on
several
pages.

Answer
questions with a
correct
understanding.

Give the exact
things I am
looking for.

Two samples of
answers to
compare.

Detailed
information.

Table 2. Defined Themes of Positive Factors
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Factors contributing to negative experience

74 responses were included as responses to question 20: “What poor experiences have you
had while interacting with ChatGPT in your most recent chats?”, and 52 responses were
coded during the initial coding phase besides invalid data. As conducted in the former
thematic analysis, the process to detect factors impacting poor experience followed the
same procedure. After the initial coding phase, the codes were sorted out into clusters. As
shown in Figure 13, 8 clusters were categorised based on codes: 1) Inaccurate outcomes, 2)
Unhuman like responses, 3) Vague information, 4) Repetition of prompts, 5) Invalid
information, 6) Technical issues, 7) Reaction to sensitive topics and 8) Image generation.

Figure 13. Initial Themes of Negative Factors

During the reviewing and defining theme phases, it was detected that the vast majority of
opinions on negative experiences were caused by wrong information. Users were not
satisfied with ChatGPT because of inaccurate and invalid information. The cluster,
“Inaccurate outcomes” means that ChatGPT did not provide the right answers that users
desired. For example, in the survey, one of the participants described “It doesn't really get
what I actually meant or wanted. It doesn't conduct research with other languages”. Another
participant illustrated that “False information and insists it is true”. On the other hand, some
participants described “It doesn't give accurate data. The research is quite outdated so I
cannot rely on it at all” and “ChatGPT just covers until 2021 information” regarding invalid
information.
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Apart from that, the cluster of “Unhuman-like responses” contains meaningful codes to be
analysed such as “Too formal and gave me some unnecessary details” and “It gives the
answer that it is only an AI bot and does not have personal experience in which I had to
create another prompt”. It can be interpreted that users expected more human-like
engagement when they had a chat with ChatGPT. The theme of “Repetition of prompts” has
two sub-themes: “Repetitive responses from ChatGPT” and “Repetitive creation of prompts’.
The first sub-theme tells that users had a poor experience as ChatGPT provided the same
answers that users did not desire and kept making the same mistakes after several
corrections. The latter sub-theme illustrates the situation when users had to create prompts
repeatedly as they did not get the desired outcomes at once. The codes telling about what
technical issues users have had when interacting with ChatGPT were disclosed.
Furthermore, it was revealed that users had poor experience with sensitive topics. The main
5 themes drawn by the implementation are shown in Table 3.

Inaccurate
outcomes

Invalid
Information

Unhuman-like
responses

Repetition of
prompts

Technical
issues

Wrong solving
maths problems.

Not receiving a
correct answer
when
fact-checking.

False
information and
insists it is true.

I need to read
and correct
some specific
things that don't
make sense.

Information not
relating to what I
need.

Giving me
information
based on false
sources.

ChatGPT covers
until 2021
information.

Doesn't give
accurate data.
The research is
quite outdated
so I cannot rely
on it at all.

Not valid
information.

Gives the wrong
dates.

Gives the answer
that it is only an AI
bot and does not
have personal
experience in
which I had to
create another
prompt.

Robotic responses.

Too formal and
gave me some
unnecessary
details.

Repeating the
same answer.

- Repetitive
responses from
ChatGPT

I get the same result
from different
prompts.

Making the same
mistakes even after I
corrected him with
another prompt.

- Repetitive creation
of prompts

Sometimes you need
to create more
prompts.

Go around the point
that I actually wanted.
I had to do more
prompts for it to
further break down
some of the things it
had previously
explained.

Sometimes
lags when
you ask a
question.

The account
was blocked
for no reason.

Cannot
remember
interactions
from minutes
before.

Table 3. Defined Themes of Negative Factors
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Comparison findings between positive and negative factors

The comparison of findings between positive and negative factors provides several
interesting observations. First, it was seen that there were more codes related to positive
experiences than negative ones during the initial coding phase. It indicates that the
participants had more valid positive experiences with ChatGPT. On the other hand, there
were notable conflicts in a certain topic. For instance, while accurate and detailed
information was identified as a factor contributing to positive experiences, the participants
also reported that they had poor experiences with ChatGPT due to inaccurate and invalid
information. It shows that users primarily expect to gain accurate and reliable information
when interacting with ChatGPT. These observations shed light on both the strengths and
areas for improvement within ChatGPT's functionality.

4.2. Findings from Contextual Inquiry
This section presents the findings obtained from the contextual inquiries conducted with two
participants. The aim of these sessions was to gain insights into the users’ behaviour,
satisfaction with the system's responses, and preferences within ChatGPT. Each participant
engaged in separate sessions, allowing for different perspectives to be observed. The
findings are divided by each participant for a better perspective of the differences between
the participants. Lastly, we are concluding the main findings from both CI sessions.

Demography

Before delving into the findings, we wanted to provide a brief overview of our participants’
demographics:

● Participant 1: age: 25-35, occupation: student, technological proficiency: basic
understanding of ChatGPT

● Participant 2: age: 25-35, occupation: student, technological proficiency: advanced
understanding of ChatGPT

Participant 1

During the first task, asking whether the first of May was a public holiday in Denmark,
participant 1's approach was to formulate prompts, with precise grammar and sentence
structure to obtain the desired answer. Their thought process was that it would have a better
accuracy in response. When presented with ChatGPT’s answer, participant 1 did not doubt
the correctness of the response, although the response was inaccurate. The response they
received was that Denmark was celebrated the same as many other countries, when in fact
the 1st of May is not a public holiday in Denmark. Since the question was straightforward the
participant was satisfied with just one prompt. After a brief discussion, the participant made
one more prompt question asking ChatGPT how the holiday came to be. In total, two
prompts were made.
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For the second task, writing an email for a job position, participant 1 once again focused on
the correct grammar and sentence structure in order to gain the best possible answer. Upon
receiving the initial response, participant 1 expressed their satisfaction with the
well-organised structure of the response. They further showed how they utilise it for
acquiring more complex words to use in the email. Once more as we discussed the
participant shared that they mostly used ChatGPT for grammar correction, acquiring more
complex words and for the structure of emails. Finally, in the end, participant 1 was satisfied
with ChatGPT wording. The total number of prompts used was three.

In the interview, when asked if the participant would rather use ChatGPT or Google for a
simpler question as the first task, participant 1 talked about mostly using ChatGPT for
answering all his questions, even the simple questions that Google could easily answer. The
reason is that ChatGPT immediately summarises all the information and is convenient for
doing further follow-up questions.

When it came to the question about going through the history or creating new chats, they
expressed frustration about not being easily able to find the chat they had previously
created. So, for that reason they did say they try to search for them but more times than not
they create a new chat. Additionally, they provided us with an excellent idea of incorporating
a history-categorising system. That way the users can sort their chats which are important
and have an easier way of finding them.

Moreover, participant 1 expressed that on average they create five prompts per chat
depending on what the chat is about. For general chats, it would be five but if the chats are
about coding it could be up to ten.

Participant 2

It was observed that ChatGPT provided users with in-depth information related to the topic
even though the prompt was quite short and simple. For instance, participant 2 created the
initial prompt, “Is a labour day a holiday in Sweden?” and it gave her the definition of labour
day in general and how labour day is celebrated in Sweden.

It says labour day is not a public holiday in Sweden, but Sweden celebrates its own labour
day which is a public holiday. However, participant 2 misinterpreted the answer in the
beginning, saying “I got an answer that labour day is not a public holiday in Sweden” since
the sentence, “labour day is not a public holiday in Sweden” was written in the first line with
the definition of labour day. After reading the answer once again they realised that the labour
day is a public holiday in Sweden. Lastly, they were happy with the initial prompts and said
they would not ask further questions regarding the first task since they already got an
answer to this Yes or No question.

For the second task, participant 2 created a prompt, asking what should be included in an
email to a hiring manager and the initial answer gave a very detailed structure with some
advice. Participant 2 was happy with the long and detailed answer, mentioning that it gave
them good advice that they would not think about it by themselves, and went over the
answer thoroughly. As a follow-up prompt, participant 2 asked more specific questions such
as replacing the word and improving the wording based on what she took out of the
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sentences from the initial prompts. Additionally, in terms of writing like the second task,
participant 2 mentioned they usually use ChatGPT in this quite concrete structure: Ask
examples, Write her own thing, Get assistance with refining vocabulary and grammar
repeatedly and Evaluate the final writing. Moreover, regarding the question of how many
participant 2 creates prompts usually, they said they form at least 5 times at a time and it
really depends on what they ask.

In the interview, when we asked whether they would rather use Google for the first task
which is kind of a simple question, participant 2 said they would insist on ChatGPT instead of
Google. The reason is that it is easier to use and provide a lot of information at once and
they do not need to visit several links to get the desired information. Furthermore, it is
beneficial to ask follow-up questions in ChatGPT since it already learnt the topic. On the
other hand, participant 2 said they might be able to contribute to reducing CO2 emissions by
cutting down the number of prompts, for instance combining questions.

Regarding the usage of “New chat” and the history, participant 2 normally opens a new chat
for a simple question. However, in case the topic is quite heavy and complicated participant
2 retrieves what was created on the same topic before since it kept learning and provided
better outcomes; it helped them remember what was asked before, participant 2 said. When
it provides wrong information, participant 2 experienced that it gave wrong information
regarding the Excel functions and in this situation, participant 2 tends to ask differently and
does not use the edit function at all.

Participant 2 said they regularly clean up the chat which is not used frequently. As a heavy
user, participant 2 had some great ideas about the improvement of ChatGPT in terms of
function. What was suggested was a favourite function in the chat history so that the most
frequent chat is pinned and users can find it easily since it is tough to find specific topics in
the heavily stacked history.

Cross-Participant Analysis

For the cross-participant analysis, we decided on a few key points we wanted to focus on,
such as formulation of initial prompts, follow-up prompts, suggestions for improvement of
ChatGPT, and patterns and trends.

Formulation of Initial Prompts
When it comes to the first task, whether the first of May is a public holiday, both participants
wrote straightforward questions with precise grammar and simple structure. The interesting
finding was that while participant 1 received inaccurate results, participant 2 received correct
results but misinterpreted them as participant 2 did not read the full summary. Nonetheless,
both participants showed satisfaction with the provided results and had created just one to
two prompts.

Furthermore, in the case of the second task, writing an email for a job position, both of the
participants went for different formulations of the question, yet both received similar
responses. Participant 1 once more started with a straightforward question with a focus on
grammar and sentence structure. Participant 2 asked what should be included in the email.
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Both of the questions resulted in the ChatGPT providing them with a detailed and structured
job position email.

Follow-Up Prompts
For the first task, we could say that neither of the participants had a need to create a
follow-up question due to being content with the initial response. However, in the second
task, both participants created follow-up questions. With the initial question they received a
detailed structure of the email, but while participant 1 only asked for more complexity in the
vocabulary for the follow-up question, participant 2 asked specific questions to refine
vocabulary and improve the wording, leading to multiple iterations of feedback and
refinement.

Suggestions for Improvement of ChatGPT
Throughout the contextual inquiry, both of the participants had thought of a possible
improvement of ChatGPT. Participant 1 as they expressed their frustration with finding
previous chats in history, suggested a history-categorising system to sort and find important
chats more easily.

However, participant 2 proposed a feature to pin or favourite specific chats for easier access
to frequently used conversations. They also mentioned the potential for environmental
impact reduction by combining questions to minimise the number of prompts.

Patterns and Trends
Lastly, we wanted to mention some of the consistencies we saw in both users' behaviour.
For instance, regarding prompt formulation they both emphasised the importance of precise
and well-structured initial prompts. Follow-up prompts were also constructed in a similar
manner although participant 2 was more detailed they both shared the same thought, which
was to refine or verify the information provided. For the chat history, both participants
expressed difficulties in managing them and suggested improvements such as
categorisation, pinning, or favouriting chats to improve navigation and efficiency. Moreover,
both participants preferred using ChatGPT over Google for answering questions, mentioning
convenience and the ability to ask follow-up questions as key benefits.

5. Discussion and Conclusion
This section integrates the findings presented in the previous chapters, addressing the
research questions that guided our project. The discussions explore the environmental
impacts of Generative Artificial Intelligence (GenAI) technologies, particularly focusing on
their CO2 emissions footprint (RQ1). We examine the most commonly utilised GenAI tools
and the specific contexts in which they are employed (RQ2). Furthermore, we delve into the
usage patterns and preferences of ChatGPT users (RQ3) and identify factors contributing to
both positive and negative user experiences (RQ4). The analysis also highlights how users
utilise and optimise prompts to achieve desired outcomes with ChatGPT (RQ5). Additionally,
we assess the extent of user awareness regarding the environmental impact of ChatGPT on
the digital carbon footprint (RQ6) and propose strategies for enhancing sustainable practices
to mitigate CO2 emissions (RQ7). This thorough discussion integrates our findings with
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existing literature, offering insights into the suggestions and potential future directions
regarding ChatGPT. The conclusion combines these insights, emphasising the significance
of the study and its contributions to understanding the environmental impacts of ChatGPT.

5.1. Reflection on the Research Questions

RQ1: What are the environmental impacts of Generative Artificial
Intelligence (GenAI) technologies, specifically regarding their CO2
emissions footprint?
Carbon footprint has been traditionally applied to sectors such as transportation,
manufacturing and airlines. Recently, however, growing concerns have emerged regarding
the CO2 emissions associated with the Generative Artificial Intelligence (GenAI)
technologies sector as the usage of GenAI increased dramatically across various sectors.

GenAI technologies have a dual role in the context of the climate crisis. On one hand, GenAI
supports the development of low-emission infrastructure and enhances climate predictions
across various industries. However, the creation and operation of these AI systems
contribute to significant carbon emissions as they rely on traditional electricity sources due to
the limited availability of renewable energy.

Notably, the training and inference phases of GenAI are substantial contributors to its CO2
footprint. For instance, the CO2 emissions from training a single large language model are
comparable to the emissions from 125 round-trip flights between New York and Beijing.
Furthermore, it is estimated that the CO2 emission caused by inference accounts for 60% of
AI energy usage. To address the environmental impact of GenAI, various movements are
underway to develop sustainable frameworks for AI practitioners and engineers. However,
current efforts and research are limited to specific engineering practices.

RQ2: What is the most commonly utilised Generative AI tool, and in
which specific contexts is it used?
Our analysis revealed that ChatGPT is the most frequently used GenAI tool with 93% of
respondents selecting it as their primary tool, and respondents primarily use GenAI to
generate text with 89% of responses. It correlates with the statistics discovered in Innovation
of Generative AI in Chapter 2.2.2 where we found the most popular GenAI application is
chatbots and ChatGPT is the most used tool, reaching one million users in five days and 100
million monthly users in three months. Overall, this indicates the most generalised usage of
GenAI is text generation and ChatGPT is the most preferred tool for it.

Respondents said that they had used ChatGPT at least once before in their life at 60% of
respondents, followed by Gemini (Bard) at 14%, DALL-E and Copilot at 11%. Additionally,
5% of respondents said they had used other types of GenAI tools such as Suno AI (music
creation), Deep AI (chat, image and video generation), WhatsApp AI (AI assistant in
messenger app, WhatsApp) and Aria AI (AI in Opera browser). This demonstrates that
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besides ChatGPT, a variety of GenAI tools are integrated into users’ daily lives. Specifically,
the broad adoption of GenAI tools recalled some concerns regarding climate change,
demonstrated in the Related Works chapter: 1) High-carbon energy sources like coal and
natural gas are consumed by the majority of ML models as their primary energy source
(Luccioni and Hernandez-Garcia, 2023) and 2) Compared to the phase of training the model,
Inference eventually has enormous sessions used by millions of users, leading the carbon
footprint becomes significant (Kumar & Davenport, 2023).

On the other hand, while examining the specific context in which GenAI is used, text mining
revealed significant keywords such as searching, information, questions, writing, work, ideas
and research. GenAI is generally used for searching information and asking questions.
Additionally, it is beneficial for assisting with writing and providing ideas for both work-related
tasks and studies and academic (studies) or research-related tasks.

RQ3: What are the common usage patterns and preferences of
ChatGPT users?
The purpose and frequency of using ChatGPT and the preference for its usage were
unveiled in our study. First, regarding the type of purpose, it was found that over half of
respondents reported using ChatGPT for both personal and work-related activities. It aligns
with the observation of Skjuve et al. (2023) described in Chapter 2.2.3, illustrating that most
participants had a good experience with ChatGPT in both work and daily life in terms of
creating activities and knowledge.

Investigating the frequency of ChatGPT usage, the largest number of respondents use it a
few times a week, taking up 34% of responses, followed by those who use it a few times a
month at 22%. The third largest group uses ChatGPT daily. Interestingly, the number of
respondents using ChatGPT multiple times per day, the most frequent option, is similar to
those who rarely use it, the least frequent option, with 9 and 8 respondents respectively. It is
highlighted that our findings echo the findings by Skjuve et al. (2023), displaying that users
use ChatGPT quite frequently, once a week or more. Frequent use of ChaGPT leads to
significant CO2 emissions. According to our findings in related works, it was estimated
ChatGPT produces 11 million requests/hour which causes 12.8k metric tons of CO2/year.

Users mostly prefer to use ChatGPT for assistance with writing tasks, summarising content
and asking simple questions. For instance, approximately 60% of respondents indicated that
they use ChatGPT either most frequently or frequently for getting help with writing. As a
second preferred purpose, summarising content was ranked, with 57% of respondents
indicating its frequent use. Notably, there is only a 2-point difference between the percentage
of respondents using ChatGPT for summarising content and those using it for asking simple
questions.

Interestingly, there is a significant difference between our results and the findings by Eiden
(2023), drawing that people tend to use this largest LLM model instead of a smaller model
for trivial stuff and playing with it without a clear objective, described in Chapter 2.2.3. Unlike
Eiden’s findings, our study revealed users interact with ChatGPT for specific purposes such
as assistance with writing and summarising content. Additionally, the analysis of the latest
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chat topics in our questionnaire data set shows that users used ChatGPT with clear
objectives related to personal or work-related tasks.

RQ4: What factors contribute to positive and negative experiences
among ChatGPT users?
To address which positive and negative experiences participants or users of ChatGPT come
across, we have been looking throughout this project. According to our findings, there were
more positive experiences than negative ones. However, certain topics overlapped with each
other, for instance, accurate and detailed information in the positive experience and
inaccurate and invalid outcomes in the negative experiences. This indicates that users
mainly expect to receive accurate and reliable information when interacting with ChatGPT.
This outcome correlated to the study conducted by Skjuve et al. (2023) where it was found
that most poor experiences were caused by getting irrelevant and useless outcomes to
queries.

Through the thematic analysis, we found out that participants had a good experience with
ChatGPT when seeking help with summarising, providing ideas to understand topics,
professional looking, saving time, and accurate and detailed information. We can say that
the positive factors in ChatGPT are influenced by the great ideas it provides, helping users
understand topics and solve problems quickly and easily. Moreover, similar findings can also
be seen in the results from the Skjuve et al. (2023) questionnaire. Skjuve et al. (2023),
mentioned that ChatGP assists users in completing their tasks more quickly, improving the
quality of their work for school or professional settings, and helps in understanding new
topics. Additionally, it was noted that they used ChatGPT to generate inspiration for ideas.

When looking at the thematic analysis regarding poor experiences we came up with five
themes which are 1) inaccurate outcomes, 2) invalid Information, 3) unhuman-like
responses, 4) repetition of prompts and 5) technical issues. From these themes, we can
interpret that the participants have come across some inaccurate information and invalid
outcomes which resulted in creating more prompts and eventually more time lost. As well as
ChatGPT providing the same prompt outcome multiple times. Moreover, the participants
stated that they would like a more human-like response when having a chat with ChatGPT.
The more human-like response can be described as ChatGPT communicating with users
less formally and giving users precise answers based on their input instead of too broad
information covering not requested information.

Once again our findings correlate to those of Skjuve et al. (2023), who state that the poor
experiences they notice are: irrelevant and useless outcomes to queries, failure to
understand their queries and technical issues.
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RQ5: How do users utilise prompts and optimise their use of prompts to
obtain desired outcomes, interacting with ChatGPT?
To find out how users use prompts and optimise their usage, we looked into our
questionnaire results, contextual inquiry, and related works. We found that users' interactions
with ChatGPT are diverse, with various ways and quantities of prompt creation. However,
the findings from contextual inquiry also highlight the need for system enhancements to
better support users dealing with complex queries and to improve the management of chat
history for easier navigation.

Looking back at Chapter 4.1.1 Quantitative Analysis we can see that users created mostly
1-5 prompts per session. This indicates that most users are relevantly satisfied with
ChatGPT’s provided answers and do not require additional rephrasing. However, the second
highest is 6-10 which can suggest the participants need more assistance. With these
findings, we can say that participants who need to rephrase more than 5 times are likely to
create more complex queries or look for specific information. Additionally, the participants
selected higher numbers such as 15 and even over 20 prompts. Although the numbers are
low this can still be seen as an issue which needs to be addressed.

Furthermore, in Chapter 4.2 Findings from Contextual Inquiry, we can see that some of the
participants' choices correlate with the quantitative analysis. For example, both of the
participants made one to two prompts for the first task which was a simple question. For the
second task which was a more complex question participant 1 created three prompts while
stating that they would create more prompts if they required additional information. On the
other hand, participant 2 said they would create a minimum of 5 but likely more because of
all the possibilities that ChatGPT can provide.

Moreover, during the CIs both participants specified that they create clear and
straightforward instructions when creating prompts. The follow-up prompts are usually
related to the vocabulary, improving the wording and grammar. Lastly, both participants said
they tried to look through the history but ultimately could not find the chats they wanted
resulting in them creating new chats. This can be problematic because starting new chats
leads to generating more prompts. We assume that if participants need to ask a follow-up
question to an existing chat but cannot locate it, they will need to create additional prompts
in a new chat to reach the point they had previously.

According to our research prompts can be created in many ways and depending on the way
they are phrased, different outputs are provided. With our participants, we saw two ways of
creating prompts. The explicit prompts, with the first task, require clear and straightforward
instructions for a more accurate and better-quality output. The second is the implicit prompts
which have fewer directions in the instructions providing the AI a chance to interpret the
desired outcome (Data Science Horizon, n.d.). At the end, in ChatGPT’s Prompt Engineering
for Developers course, they also mentioned the same instruction in order to receive the
desired outcome, as our participants had made. That would be the formulation of clear and
specific instructions, stating that the clearer the prompts are the greater the quality of output
results are provided (Takyar, n.d.).
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RQ6: To what extent are individuals aware of the environmental impact
of ChatGPT on the digital carbon footprint?
Our study found that individuals’ awareness of the environmental impact of ChatGPT was
notably low. While participants demonstrated a high level of consideration for climate change
in their daily lives, the vast majority were unaware of the ChatGPT’s environmental impact.

Specifically, as shown in Chapter 4.1.1, 20% of respondents reported caring about the
impact of climate change with either extreme care (rating 10) or great care (rating 9), and
20% indicated that they have considered the impact of climate change in their daily activities
either always (rating 10) or almost always (rating 9). However, regarding the environmental
impact of ChatGPT, 23% of respondents stated they were unaware of it at all. Furthermore,
while the results of questions related to the awareness of climate change indicate that
respondents have a moderate or high level of awareness and concern for climate change,
there was a notable lack of awareness regarding ChatGPT’s environmental impact, with
81% of responses ranging from rating 0 to rating 5 out of 10.

It shows individuals do not consider the environmental impact of ChatGPT as significant as
that of other industries. The results from the ranking question in the questionnaire also
support this issue. Participants were asked to rank types of energy consumption based on
the amount of CO2 produced. According to the results, they did not know ChatGPT’s
significant environmental impact compared to other energy types more closely related to
their daily lives.

Interestingly, the most selected energy type as first rank was Using a light bulb (3 hours per
day), followed by Google searching (50 times a day), Using ChatGPT (20 prompts per day),
Watching videos online (2 hours per day) and Email/Messaging (30 times per day).
Particularly, Using ChatGPT (20 prompts per day) was ranked in third place, tied with
Watching videos online (2 hours per day) and followed by Email/Messaging (30 times per
day).

RQ7: How can sustainable practices, in terms of user behaviour, be
enhanced to prevent CO2 emissions?
Enhancing sustainable practices to prevent CO2 emissions can be achieved in many ways,
including promoting energy-efficient behaviours, raising awareness, optimising the use of
ChatGPT, and implementing a more user-friendly interface. Through our research, several
key points and ideas came out such as a history-categorising system, a pin function, a more
human-like interface and introducing features to teach users.

First, as suggested functions in ChatGPT, a history-categorising system and a pin function
were drawn by the results from CIs which provided deeper insights into the participants'
interactions with ChatGPT in Chapter 4.2. The participant experienced frustration when
trying to find previous chats. To address this, they suggested a history-categorising system
that sorts and finds important chats more easily, reducing not only the time and energy spent
on looking for the chats but also the chances of creating new chats from scratch in terms of
sustainable practices.
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Additionally, participants expressed a need for a feature to pin or favourite specific chats for
easier access to frequently used conversations. This would reduce repetitive prompt creation
and contribute to decreased energy consumption. Lastly, the potential area that can be
looked into regarding reducing prompts is the combination of related questions into a single
prompt. This practice can minimise the number of interactions needed, conserving energy
and reducing CO2 emissions.

Furthermore, developing a more human-like interface can contribute to reducing the CO2
footprint of ChatGPT. The results from the thematic analysis revealed that respondents have
poor experiences with ChatGPT due to unhuman-like interaction; for example, ChatGPT
kept providing the same answer although they tweaked the prompts and as well as providing
unnecessary details. Additionally, similar opinions were found in the response to question
21: “How do you think ChatGPT could be enhanced to better meet your needs?” Several
participants highlighted the need for more human-like responses from ChatGPT; for
instance, there were responses: “It needs more ‘humanity’” and “I've noticed that whenever I
ask them to try and expand on topics, they tend to repeat the same suggestions over again
but with different wording, so I would like them to try to avoid that.” Enhancing the human
element of ChatGPT can improve user satisfaction and efficiency, thereby reducing the time
spent on tasks and reducing prompt creation.

Another notable suggestion from the participants was the inclusion of features to teach them
how to use prompts more efficiently. For example, we found a meaningful response in the
answers to question 21, which is “maybe there should be a feature to teach how to use
prompts in the most effective way.” Efficient prompt usage can minimise unnecessary
interactions and reduce energy consumption.

Moreover, participants recommended adding categories, topics, or actions to better the
search results and response quality, enabling more targeted and efficient information
outcomes, saying “It could implement tools like other Generative AI that already have
categories, topics and actions you can select. And you can put by default "someone" who
helps you to use ChatGPT and ask you what you want to use it for so it gets sort of
"programmed" in the way the user chooses.”

Integrating these insights can greatly improve sustainable practices in ChatGPT.
Implementing features that educate users on efficient prompt usage and sustainable
practices can considerably reduce unnecessary energy consumption. This includes tutorials,
tips, and real-time feedback on phrasing queries effectively. Improving interaction design by
adding more options for answers and categorisation of information can lead to more efficient
user interactions. Furthermore, the ability to pin or favourite important chats can improve
workflows and reduce repetitive prompt creation. Lastly, creating a categorising section in
history can improve user frustration and save time. This system should allow users to easily
find and revisit important conversations, reducing the need for creating new chats and more
queries.
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5.2. Conclusion
This report has explored the environmental impacts and user awareness of Generative AI,
focusing specifically on ChatGPT. By examining related works, it was found that GenAI,
particularly ChatGPT, has a significant environmental impact. The CO2 emission from the
inference phase was notably highlighted. Additionally, the review of related literature
revealed that while there are rising concerns about the substantial usage of GenAI, research
and efforts towards sustainable practices remain quite limited and are primarily focused on
engineering solutions.

This study emphasised the importance of understanding individual awareness of the
environmental impact of GenAI, specifically ChatGPT which is currently the most used
GenAI tool, due to the dramatic increase in its integration into daily activities. Through the
questionnaire and contextual inquiries, this study revealed frequent use of ChatGPT and
usage patterns by individuals. The vast majority of respondents use ChatGPT a few times a
week, primarily for tasks such as writing assistance, text summarisation and information
searching in personal and work-related contexts.

Moreover, the findings indicate a significant gap between user awareness of climate change
and the environmental impact of ChatGPT. Most users are unaware of the carbon footprint
associated with their AI usage. This points to a critical need for raising awareness in regard
to this issue.

Several potential sustainable practices are proposed in this thesis, including raising
awareness, optimising prompt usage, and improving user interface features to reduce
unnecessary interactions. Educating users on efficient prompt usage, such as creating clear
and specific prompts, providing details and giving examples could significantly reduce the
environmental impact.

In summary, this master thesis investigated user awareness and behaviour, highlighting the
need for increased awareness and practical strategies to reduce the environmental impact of
GenAI technologies.
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