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Abstract:

With the increasing focus in recent years on
limiting fossil fuel usage in the maritime in-
dustry, many new and innovative technolo-
gies have emerged to decrease pollution and
fuel cost. One of these technologies is air lu-
brication, which aims to reduce frictional re-
sistance between the ship hull and the water.
This thesis analyses how the multifield two-
fluid framework, MultiMorph, can be used to
model the air lubrication phenomenon. The
MultiMorph model is studied and validated
upon a two-dimensional domain, finding that
the model is accurately able to capture the
various air lubrication regimes, observed by
the experimental studies. Further analysis
was done on how multiple air injectors would
impact the bubbly air layer, concluding that
a sustained continuous air layer, with a drag
reduction of roughly 90%, is possible with a
small enough injector spacing. A more in-
depth Volume of Fluid large eddy simulation
is done on a domain around the air injector,
where it was found that the air bubbles are
generated as a slug-like structure with a di-
ameter in the range of 1 mm to 3 mm. This
study also observed that the air slugs did not
come into contact with the above surface, in-
stead a thin water layer was present between
the slugs and the near wall, which was not
captured in the MultiMorph framework.
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Summary
To comply with global climate goals, steps must be taken to reduce greenhouse gas emissions in
all sectors. An area of great potential is the maritime sector, which has seen a 20% yearly increase
in emissions. A promising technology for improving energy efficiency in maritime transport is
air lubrication on ship hulls, which aims to reduce frictional resistance.

The challenge in modelling air lubrication is that air bubbles in the order of mm to µm are
to be resolved under ship hulls in the order of 200-400 m resulting in exponentially increasing
computational time. In this thesis, the adaptive multifield two-fluid model MultiMorph is used.
The adaptive model works, by switching between an Euler-Euler (E-E) and a Volume of Fluid
(VOF) model based on grid refinement and air concentration, greatly reducing computational
time. The modelling strategy is presented in Figure 1.
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Figure 1: Modelling strategy of the MultiMorph model for an arbitrary bubble. Bubbles smaller than grid-scale are
modelled with E-E and bubbles larger than grid-scale are resolved with the VOF model.

The MultiMorph model solves the phase-averaged Navier-Stokes equations. The mass and mo-
mentum conservation equations for a phase r are given as

∂αrρr

∂t
+∇ · (urαrρr) = Γr (1)

∂(αrρrur)

∂t
+∇ · (αrρrurur) = ∇ · (2αrµrSr)− αr∇p + αrρrg + fr + Γ∗

r (2)

The MultiMorph model is validated with experimental data of Elbing et al. (2008) who con-
ducted various air lubrication experiments on a flat plate. As the three-dimensional effects
are expected to be negligible in the experiment, the computational model is simplified as a two-
dimensional plate, upon which the validation is done. A comparison between the drag reduction
along the plate for the model and experimental data is shown in Figure 2.

Figure 2 implies that the MultiMorph model can accurately predict the air-induced drag reduc-
tion in air lubrication.
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Figure 2: Comparison of drag reduction along the plate for the MultiMorph model, and experimental data of Elbing
et al. (2008).

To analyse the dissipation of the air layer, an analysis is done where an additional air injector
is implemented at 2 m, 4 m and 6 m downstream of the first injector. Figure 3 presents the
results of the additional injector implemented at X − Xinj = 2 m. The figure shows, that as
the second injector is implemented, a continuous air layer forms, as the continuous air volume
fraction increases drastically. This results in a greatly increased, and constant, drag reduction.
The analysis also showed, that injectors implemented further downstream than X − Xinj = 2 m
would not form a continuous air layer and the drag reduction would reduce rapidly.
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Figure 3: Drag reduction and air volume fraction versus downstream distance of the first injector location. A second
air injector is implemented at X − Xinj = 2 m.

In all previous analyses, the plate was assumed to be perfectly smooth. An analysis is thereby
done, where surface roughness is compared with the results of a smooth wall. The analysis
showed, that a surface roughness of just Ra = 100 µm resulted in roughly 4%pt. less drag
reduction compared with the smooth wall. This is because the surface roughness induces more
turbulence in the near-wall region, increasing air transportation away from the wall. Therefore,
surface roughness is an important parameter, when modelling air lubrication for real-world
applications.



Abbreviations and Subscriptsy
Abbreviation Definition
ALDR Air layer drag reduction
BDR Bubble drag reduction
BIT Bubble-induced turbulence
CFD Computational fluid dynamics
CSF Continuum surface force
DFSEM Divergence free synthetic eddie method
DNS Direct numerical simulation
DR Drag reduction
IMO International Maritime Organisation
LES Large eddy simulation
PCDR Partial cavity drag reduction
PLIC Piecewise linear interface calculations
RANS Reynolds-averaged Navier-Stokes
SST Shear stress transport
TD Turbulent dispersion
URANS Unsteady Reynolds-averaged Navier-Stokes
VOF Volume of fluid

Subscripts Definition
g Gas
i i’th entry
l Liquid
r Phase
x x-direction
y y-direction
z z-direction



Nomenclature
Symbol Definition Unit
A Surface area m2

AI Interface indicater field -
B Log-law constant -
Bnorm

11 Normalised two-point correlation -
C Closure model coefficient -
Cf Filter diffusion term -
Cs Roughness constant -
Cµ k-ω SST model coefficient -
Co CFL number -
dB Bubble diameter m
D Diameter m
Eo Eötvös number -
Eo⊥ Modified Eötvös number -
fr Interfacial momentum exchange kg · m/s2

F Force kg · m/s2

g Gravitational acceleration m/s2

h Cell width m
I Turbulence intensity %
k Turbulence kinetic energy m2/s2

K Coefficient -
l Characteristic length scale m
L Length m
n̂ Interface normal vector -
p Pressure kg/(m · s2)
q Flow rate m2/s
r0 Initial bubble radius m
Ram Arithmetic mean roughness m
Rz Peak-to-valley roughness m
Re Reynolds number -
S Source term -
Sr Dimensionless shear rate -
t Time s
t∗ Dimensionless time -
T Stress tensor -
u Velocity m/s
ug Gravitational velocity m/s
uI Interfacial velocity m/s
ut Bubble terminal velocity m/s
u∞ Free-stream velocity m/s
u+ Dimensionless velocity -
uτ Frictional velocity m/s
V Volume m3

Xinj Location of air injector m
y Wall distance m



ŷ Wall normal vector -
y+ Dimensionless wall distance -
α Volume fraction -
β k-ω SST model coefficient -
β Contact angle ◦

γ Shear rate 1/s
γ∗ Correction function -
Γ Interfacial mass exchange kg · s/m3

δ Boundary layer thickness m
δr Damping length scale -
ϵ Sand-grain roughness m
ζ Under-resolution indicator -
κ von Kármán constant -
κI Interface curvature -
µ Dynamic viscosity kg/(m · s)
µT Eddy viscosity kg/(m · s)
ν Kinematic viscosity kg2/s
ρ Density kg/m3

σ Surface tension kg/s2

σf Filter parameter -
σTD Turbulent Prandtl number -
τ Timescale s
τr Relaxation time s
τw Wall shear stress kg/(m · s2)
ω Specific turbulence dissipation 1/s
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1 Introduction

In 2015 the Paris Agreement was adopted by over 190 countries during the COP21 in Paris,

France. The overarching goal of the agreement is to keep the global increase in temperature

well below 2◦C compared to pre-industrial levels. Although world leaders have, in recent years,

proclaimed that the aim should be to limit temperature increase of no more than 1.5◦C. As a

result, the global greenhouse gas emission must peak in 2025 and be reduced by at least 43% by

2030 (Nations 2016).

The transport sector has a large potential for reducing greenhouse gas emissions, as it accounts

for 30% of all emissions globally. Among these, is the maritime sector, which has seen a 20%

increase in annual emissions in the last decade, resulting in the sector accounting for 3% of

global emissions annually (UNCTAD 2023). Although the maritime industry is excluded from

the Paris Agreement, the UN’s International Maritime Organisation (IMO) has agreed on similar

goals for reducing greenhouse gas emissions with participating countries (Fenhann 2017). To

reach the goals, much research has gone into the possibility of decarbonization of the industry

by using alternative green fuels such as ammonia or methanol. However, the technology and

adoption are still in the early stages, with 98.8% of ships sailing on fossil fuels. Estimations show

that decarbonization of the sector could result in doubling yearly fuel costs by 2050, presenting

further challenges (UNCTAD 2023). Alternative solutions for reducing emissions in the industry

are therefore of interest. To comply with existing regulations by IMO, Fenhann (2017) suggests

various solutions such as slow steaming, delaying ship-building, new ship designs or solar cells,

kites or batteries. Another possibility is air lubrication, where the frictional resistance on the

ship hull is reduced by air bubble injection, thereby reducing fuel consumption.

1.1 Air Lubrication

There are generally three different forms of resistance for ships moving in water. Form resis-

tance, which is described by the shape of the vessel and hull, wave resistance which is the energy

required to push water out of the way of the hull and frictional resistance, which is the resistance

between a vessel’s hull and the sea water. Air lubrication can reduce frictional resistance, which

dominates in slow-moving ships, accounting for approximately 60-80% of the total resistance.

The general concept of air lubrication for ships is to reduce the frictional resistance between

water and the ship hull, which means reducing the wetted surface area by releasing air bubbles

and covering parts of the bottom of the hull (Kim and Steen 2023).
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1.1. Air Lubrication Chapter 1. Introduction

Air lubrication for ships can be implemented in various ways. There are generally three differ-

ent categories for air lubrication systems as classified by Mäkiharju et al. (2012): Bubble Drag

Reduction (BDR), Air Layer Drag Reduction (ALDR) and Partial Cavity Drag Reduction (PCDR).

1.1.1 Bubble Drag Reduction

In BDR systems, air is injected at the bottom of the hull into the boundary layer through a porous

material or similar. The air, which is separated in the form of bubbles, resides in the boundary

layer and travels downstream of the hull. The bubbles reduce the local density of the air-water

mixture thereby reducing the Reynolds stress. Additionally, the viscosity is reduced due to the

change in void fraction, also reducing the skin friction (Kim and Steen 2023). A sketch of BDR

implementation is seen in Figure 1.1. A drawback of BDR is the need for excessive gas injection

and high power usage, as the bubbles tend to migrate from the near-wall region, reducing the

effectiveness.

u

Air Injection

Figure 1.1: Sketch of implementation of BDR.

1.1.2 Air Layer Drag Reduction

Much research has found that when increasing the flux of the injected air, a transition from a

bubbly flow of BDR to a continuous gas layer takes place. This phenomenon is referred to as

ALDR. In ALDR air is injected as seen in Figure 1.2 to form a continuous gas layer, thereby

reducing the frictional resistance. In papers by Ceccio (2010) and Elbing et al. (2013), the authors

found that when a fully developed gas layer forms, a significant frictional drag reduction by

up to 80% occurs. The gas flux required to transition from BDR to ALDR depends on several

factors, such as free stream velocity, roughness of the hull surface and the hull shape.

u

Air Injection

Figure 1.2: Sketch of implementation of ALDR.
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1.1. Air Lubrication Chapter 1. Introduction

1.1.3 Partial Cavity Drag Reduction

In PCDR a gap is formed on the bottom of the hull which captures gas and creates a cavity

between the hull and the free stream. It is typically designed as seen in Figure 1.3, with a

backwards-facing step at the air injection point and a sloping closure downstream. The design

of PCDR can help form the continuous air layer more easily when compared with ALDR. Con-

tinuous air injection is required to maintain the cavity, as some air is lost at the cavity closure.

Generally, the gas flux needed to establish, and maintain a PCDR design is less than the ALDR.

However, implementing PCDR on ships requires more drastic design alterations and current

research is, as a result, more focused on the BDR and ALDR implementations.

u

Air Injection

Figure 1.3: Sketch of implementation of PCDR.

1.1.4 Air Lubrication Research and Modelling

Although air lubrication in the marine industry has been a known technology for many years,

its implementation on full-scale ships is still in the early stages. Experimental sea trials using

the ALDR design have been performed by Mizokami et al. (2010) and Hoang et al. (2009) and

reported 10% and 7% net energy savings respectively. Fotopoulos and Margaris (2020) also

performed numerical simulations on air lubrication systems to quantify fuel consumption and

savings, and found that fuel savings of up to 8% can be reached. This illustrates the great

potential for reducing frictional resistance in ships using air lubrication, and why additional

research and modelling are of interest to utilise the technologies’ full potential. Furthermore,

accurate modelling frameworks such as computational fluid dynamics (CFD) models to help

predict drag reduction and energy savings are also in the early stages. A thorough overview of

the current air lubrication research is given in An et al. (2022). For modelling the multiphase

phenomena of air lubrication, there are several approaches. Some of these will be introduced in

the following chapter.
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2 Modelling of Multiphase Flows

For numerical modelling of air lubrication, the presence of two different phases, in this case,

gas and liquid, necessitates the need for multiphase modelling. When working within the field

of multiphase flows, it is important to choose an appropriate model for the stated analysis.

The difficulty of modelling air lubrication is the fact, that accurate simulation of individual air

bubbles, in most models, requires computational cells in the order of mm to µm on a domain

in the order of several hundred meters due to the size of commercial tankers and ships. This

combination, results in the number of computational cells being in the order of billions, making

such solutions improbable. Therefore, a tradeoff between accuracy and computational time is

necessary to facilitate numerical modelling of air lubrication. The following sections describe

various multiphase models and their use cases.

2.1 Discrete Phase Model

When using the discrete phase model, also known as the Euler-Lagrangian (E-L) approach, the

liquid phase is computed as a continuous phase, meaning it is modelled using an Eulerian ap-

proach. The particles in the domain are however viewed as discrete phases, meaning they are

tracked by an individual force balance analysis, thereby also giving the possibility of viewing all

of the fluid dynamic forces acting upon said particle (Farzpourmachiani et al. 2011).

An E-L simulation is therefore based on tracking particles through a previously calculated flow

field. Each particle is modelled and treated as a point mass. As the particles are tracked individ-

ually, the reference frame moves with the particles, and the particle position can be considered as

a function of the starting position and time elapsed. Meanwhile, the Eulerian reference frame is

stationary and the particles pass through fixed control volumes. Through coupling, particles can

interact with the surrounding fluid or each other, which is important if a dense particle flow is

simulated. One-way coupling occurs when the fluid affects the particle phase, two-way coupling

is where the particle phase also affects the fluid phase, and four-way coupling mostly appears

in dense particle flow where the particles interact with each other. The coupling is based on

the Stokes number and particle volume fraction of the simulation in question (Michaelides et al.

2016). However, already at particle volume fractions above 1.5% particle-particle interactions

have an important impact on the flow behaviour (Vreman et al. 2009).

4



2.2. Phasic Volume Models Chapter 2. Modelling of Multiphase Flows

2.1.1 State of the Art

The E-L approach proved beneficial for Muttenthaler and Manhartsgruber (2020) who studied

solid contamination particles in a hydraulic reservoir for oil storage purposes. The method

proved accurate for particle accumulation at different particle sizes and fluid velocities, which

was further validated experimentally. The study of particles is also widely done in the chemical

industry, where accurate mixing of chemicals is important in product quality. Haringa et al.

(2016) and Dapelo et al. (2015) applied the E-L method to understand particle mixing in chem-

ical reactors. The latter provided accurate validated results of a gas mixing process where the

E-L approach was used to track the mixing of bubbles throughout the stirring tank. For a similar

case of a 2D bubble column, Weber and Bart (2017) compared the computational time of the E-L

method to an Euler-Euler (E-E) model. It was found that the E-L method has a linear correlation

between injected particles and computational time, whereas the E-E method showed no signifi-

cant increase in computational time with added particles. Weber and Bart (2017) further verified

that above a certain particle quantity, the E-E method was less computationally demanding.

This threshold can however be increased by the use of advanced search algorithms for particle

tracking (Breuer et al. 2006).

2.2 Phasic Volume Models

Within a phasic volume model, every phase is treated as a continuum, also known as the Euler-

Euler model. The method introduces a volume fraction, α, which describes the fraction of each

phase within each control volume. Thus for a system of two phases, α = 1 denotes a control vol-

ume filled with only the tracked phase, while α = 0 denotes a cell where the tracked phase is not

present. In cells where 0 ≤ α ≤ 1 the interface between the two phases is present. The volume

fraction always equals one and is used when calculating the continuity and momentum equation

within a control volume (Gopala and van Wachem 2008). This model proves to be a solid basis

for multiple supplementary methods which are described in the following subsections.

2.2.1 Volume of Fluid Model

The volume of fluid (VOF) method is a surface-tracking approach designed for multiple immis-

cible fluids on a fixed computational grid. The VOF method gives the advantage that only a

single set of momentum equations are to be solved, as a function of the volume fraction, greatly

reducing the differential equations to be solved within each control volume. Additional interface

tracking is necessary for cells where the volume fraction is between 0 and 1, and the interface is

present (Hirt and Nichols 1981).

5



2.2. Phasic Volume Models Chapter 2. Modelling of Multiphase Flows

The VOF method generally uses one of two methods for interface tracking, geometric or alge-

braic schemes. Geometric schemes approximate the fluid interface geometrically by interpolat-

ing the computational cell volume fraction. Commonly used is the piecewise linear interface

calculations (PLIC) by Rider and Kothe (1998), which produces a geometric interface using a

linear approximation based on the cell volume fraction. Geometric schemes such as PLIC are

more accurate than algebraic schemes, albeit at significantly higher code complexity and com-

putational cost (Pirozzoli et al. 2019) (Xiao et al. 2005).

Algebraic schemes, which interpolate the surface from the volume fraction in a computational

cell, using high-order differencing schemes, are therefore also used as computationally cheaper

alternatives to geometric schemes. However, algebraic schemes are likely to cause numerical

diffusion, thereby decreasing the accuracy of the model (Pirozzoli et al. 2019) (Comminal and

Spangenberg 2021). VOF is therefore a useful tool when an accurate interface between phases is

desired.

2.2.2 Mixture Model

The mixture model can compute multiple phases as a mixture, meaning that only a single mix-

ture momentum equation needs to be solved, albeit an additional term for the drift velocity

is introduced. This technique allows for calculating multiple interpenetrating phases at differ-

ing velocities while assuming a local equilibrium at short-length scales. The model can also be

used for phases at the same velocity, representing a homogeneous multiphase flow. Unlike the

VOF model, mixture models allow for the phases to be interpenetrating (Michaelides et al. 2016)

(Mikko et al. 1996).

2.2.3 Eulerian Model

The Eulerian model is usually seen as a more complex version of the mixture model, where a set

of momentum and continuity equations, with the volume fraction included, are solved for each

phase in a control volume. The momentum coupling between different phases is achieved by

interfacial momentum transfer modelled through a set of closure models describing forces such

as drag, lift, virtual mass, etc. The computed phases are modelled as interpenetrating continua

with a shared pressure field across phases (Liu et al. 2022) (Sattar et al. 2013a) (Sattar et al.

2013b).

2.2.4 State of the Art

The phasic volume models are valuable assets when researching multiphase flows in many in-

dustrial sectors. Within the transportation industry, research using the VOF method has been

6



2.3. Hybrid Multi-Fluid Adaptive Models Chapter 2. Modelling of Multiphase Flows

intensively used to research the sloshing effect in fuel tanks under acceleration (Zhu et al. 2023)

(Godderidge et al. 2009). Kartuzova and Kassemi (2018) validated a VOF model on a verti-

cal cylinder fuel tank undergoing a sudden lateral acceleration. The author found that the VOF

model correctly captured the interface of the sloshing fuel. When comparing Reynolds-Averaged

Navier-Stokes (RANS) and Large Eddy Simulation (LES) turbulence models, RANS produced

adequate results, however, LES produced slightly more accurate results when compared with

experimental data.

The E-E methods are also commonly used within spray atomisation simulations where analy-

ses of each phase are desired. Pad̄en et al. (2021) studied the atomisation of secondary bubble

breakup using the Eulerian model finding agreement between simulation and experimental re-

sults. Similar studies of the Eulerian and VOF models find that both techniques can accurately

simulate the experimental results when considering bubbly flows in water (Edelbauer 2017)

(Piña et al. 2022). In the maritime industry, multiphase models also play a significant role be-

cause any improvement in efficiency can lead to a significant economic benefit (Chiros, că and

Rusu 2021). Like Shin and Andersen (2019) who studied the thrust and cavitation of a maritime

vessel propeller, to further understand the destructive phenomenon that cavitation can be.

The VOF model was also used with the Detached Eddy Simulation (DES) model which is an

adaptive model switching between RANS and LES depending on the mesh refinement (Spalart

et al. 1997). The use of the DES method shows that the authors considered one of the main

dilemmas using the E-E method, namely the computational cost for larger geometries. Multiple

works discuss how for bubbly flow, mesh sizing in the scale of µm for the commonly used VOF

model is often needed to resolve the smallest bubbles and produce accurate results (Lloyd et al.

2017) (Yujie et al. 2012) (Ghiji et al. 2014). One reason for this is the bubble breakup phenomenon

where one bubble can break up into many smaller bubbles frequently in the scale of mm and

µm (Levitsky et al. 2005) (Solsvik and Jakobsen 2015) (Lima Neto et al. 2008). This means that

simulating geometries on the scale of meters or larger where an accurate computation of the

bubbles is important, quickly becomes impractical.

2.3 Hybrid Multi-Fluid Adaptive Models

As illustrated in previous sections, many approaches for modelling multiphase flow structures

exist. As multiphase flows tend to be highly dynamic and governed by complex physics over a

large range of length scales, selecting the appropriate model for a given case is important. The

selection depends mainly on the interface shape and form. As described, multiphase models can

generally simulate either dispersed structures at a smaller-than-grid scale such as Euler-Euler

7
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or Euler-Lagrange or resolved interfaces such as the VOF model at a larger-than-grid scale. In

many modelling applications, the nature of the flow structure and morphology is unknown in

advance, so selecting the appropriate approach can be challenging. Due to this, morphology-

adapting models have recently gained increasing interest for complex gas-liquid flows as such

models can adapt dynamically to local flow morphology changes. Yan and Che (2010) pre-

sented a two-fluid approach by combining a disperse Euler-Euler model with VOF interface

reconstruction. Meanwhile, in the methods presented by Mathur et al. (2019) and Shonibare

and Wardle (2015), the modelling is restricted to disperse flows of two fields, such as a gas and

a liquid phase, without interface reconstruction. The models are benchmarked on several test

cases showing good prediction of dispersed phases and large-scale interfaces.

Another such model is the Morphology-adaptive Multifield Two-fluid Model (MultiMorph) by

HZDR described in Meller et al. (2021). This model is based on a 4-field approach, as the

model distinguishes between two phases, eg. gas and liquid in both dispersed and continuous

morphology. As is illustrated in Figure 2.1, structures which exist at a smaller than grid-scale,

eg. the disperse phase, can not be resolved, and are therefore modelled with a statistical Euler-

Euler approach. Meanwhile, structures above the grid scale can be resolved on the grid, and a

Volume of Fluid approach is used.

102 101 100 10−1

Euler-Euler VOF

∆x
dB

Figure 2.1: General modelling strategy of the MultiMorph model for an arbitrary bubble. Bubbles smaller than grid-
scale can not be resolved, and Euler-Euler is used. Comparatively bubbles larger than grid-scale are resolved with
the VOF model. Figure inspired by Meller et al. (2023).

In the range between these edge cases, a mixed approach is used. The main advantage of this

model is the ability to model complex flow structures over a large range of spatial resolutions.

Thereby obtaining high precision on fine grids and reasonable results on more coarse grids, re-

ducing the computational requirements (Meller et al. 2023). In this way, individual air bubbles

can be modelled on insufficient grid refinements with reasonable accuracy using an Eulerian

approach, while a continuous air layer, as seen in ALDR, can be modelled with a VOF approach.

The MultiMorph model was verified by Meller et al. (2021), where velocity and sphericity results

8
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for a two- and three-dimensional rising bubble at various spatial grid resolutions were com-

pared with the performance of a level-set method and experimental data. The results showed a

maximum of approximately 3% deviation for the bubble rising velocity, while no difference in

bubble shape is observed. Validation of the model was done by Tekavčič et al. (2021) on counter-

current stratified flow for various implementation methods of turbulence damping. In general,

the model showed good results for predicting the stratified flow phenomena in the tested case,

when corrected values for turbulence damping were implemented as a result of a parametric

study. The present work shows promising results for the MultiMorph modelling framework,

however, validation of the model framework for air lubrication applications is lacking.
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3 Problem Statement

Based on the multiphase models described in Section 2, the MultiMorph model is chosen for the

air lubrication application. The MultiMorph model allows for the modelling of air bubbles on

coarse grid refinements, while also allowing for accurate continuous air layer modelling on high

grid refinement by switching between Euler-Euler and Volume of Fluid models. This work aims

to extensively test and validate the MultiMorph model for air lubrication, by analysing whether

both the BDR and ALDR regimes and the transition between them, can be predicted. This leads

to the following problem statement:

Can the multifield two-fluid model MultiMorph accurately model the air-induced drag reduction in an air

lubrication system?

• How can air lubrication be modelled by utilising the MultiMorph model?

• How can the MultiMorph model be validated with experimental data for air lubrication

on a two-dimensional plate?

• How will surface roughness and multiple air injectors affect the air layer?

• How can a VOF LES air lubrication simulation help understand the MultiMorph frame-

work’s shortcomings, and the formation of air bubbles in the injector?

3.1 Overview of the Report

To assist the reader, an overview of the report structure and the contents of each chapter is given

below.

• Chapter 4 gives a short description of relevant fluid dynamic theory and concepts, to

provide an understanding of the phenomena and results throughout the report.

• Chapter 5 briefly describes the two-dimensional plate considered for analysis and valida-

tion. The geometry and several relevant parameters are listed.

• Chapter 6 describes the numerical modelling approach. This includes a description of the

MultiMorph model and the numerical model setup. The following approach is used:

– MultiMorph governing equations

– Modelling in Euler-Euler mode

10
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– Modelling in Volume of Fluid mode

– Modelling in the transition region

– Numerical model setup

• Chapter 7 aims to validate the MultiMorph model for air lubrication on a two-dimensional

plate, with experimental data. First, the chapter presents a sensitivity study of relevant

model parameters, before a validation of the numerical model is done.

• Chapter 8 aims to analyse how the presence of air affects the boundary layer, and how

surface roughness and several air injectors affect how the air layer forms and dissipates.

• Chapter 9 presents a VOF LES air lubrication simulation to analyse possible shortcomings

of the MultiMorph model and to understand the air bubble generation better. The VOF

LES model will consider a small domain around an air injector, with a very refined nu-

merical mesh. Chapter 9 presents both the computational domain, numerical setup, model

considerations and results of the VOF LES simulation.
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4 Fluid Dynamics Theory

This chapter gives the reader a fundamental understanding of the fluid dynamics theory relevant

to this project. The theory will be based on a flow over a flat plate, with additional information

provided on how a multi-phase bubbly flow might affect each phenomenon. Firstly, the devel-

opment of a boundary layer is described, as well as how numerical modelling of a boundary

layer is done in Section 4.1. Afterwards, wall shear stress is described, which is used to define

how the drag reduction is computed, in Section 4.2. Finally, a description of surface roughness,

and how it is modelled, is given in Section 4.3.

4.1 Boundary Layer

A boundary layer emerges upon any flat plate with a fluid flowing with a relative velocity to

said plate. Within the boundary layer, the fluid velocity develops from the free stream velocity to

zero at the plate surface, known as the no-slip condition. As the boundary layer develops down-

stream, a transition from a laminar boundary layer to a turbulent boundary layer occurs at some

critical Reynolds number (Rex,crit). The governing laminar to turbulent transition parameter is

the Reynolds number, Rex, based on the distance from the plate’s leading edge

Rex =
ρu∞x

µ
(4.1)

where u∞ is the freestream velocity, x the distance from the leading edge, µ the fluid viscosity

and rho the fluid density. The laminar to turbulent boundary layer transition occurs over a plate

region and not at a single point. For a plate with a sharp leading edge, this transition occurs in

the region Rex,crit = 2 · 105 to Rex,crit = 3 · 106. The development of a boundary layer along a flat

plate is shown in Figure 4.1.
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δ

Laminar
Boundary Layer

Transitional
Boundary Layer

Turbulent
Boundary Layer

x

Leading Edge
x = 0

u∞ u∞ u∞

Figure 4.1: Illustration of a parallel flow boundary layer developing along a flat plate.

For the laminar boundary layer domain, the shear force between the plate and fluid is caused

by the momentum transfer between molecules. The flow characteristics become more irregular

and chaotic as the boundary layer develops into its turbulent domain. This phenomenon causes

the shear force within a turbulent boundary layer to be noticeably greater than that of a laminar

boundary layer. This effect results in the turbulent boundary layer having a larger thickness

than the laminar boundary layer. The boundary layer thickness is defined as u = 0.99u∞, which

gives the laminar boundary layer thickness, described by Schlichting (1979) as

δ(x) ≈ 5
x√
Rex

(4.2)

and the turbulent boundary layer thickness for a turbulent flow

δ(x) = 0.37
x

Re1/5
x

(4.3)

4.1.1 Law of the Wall

A turbulent boundary layer is commonly composed of four layers, the viscous sublayer, buffer

layer, logarithmic layer and the outer layer, wherein viscous forces dominate the viscous sub-

layer closest to the wall. As the distance from the boundary wall increases, the viscous forces

gradually decrease until turbulent forces dominate in the fourth outer layer. The four layers in

the near wall region can be described using the dimensionless velocity u+ and wall distance y+

u+ =
u
uτ

(4.4)

13



4.1. Boundary Layer Chapter 4. Fluid Dynamics Theory

y+ =
yuτ

ν
(4.5)

where the frictional velocity uτ is described using the wall shear stress, τw as

uτ =

√
τw

ρ
(4.6)

100 101 102 103
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y+
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Viscous
sublayer

Buffer
layer

Log
layer

Figure 4.2: Dimensionless velocity, u+ and wall distance, y+ showing the velocity profile development in a boundary
layer. Additionally, the three sublayers are shown.

The three layers closest to the wall are visualised in Figure 4.2 showing how in the viscous

sub-layer

u+ = y+ (y+ < 5) (4.7)

and for the log-law layer

u+ =
1
κ

log(y+) + B (y+ > 30) (4.8)

where κ is the von Kármán constant, typically defined as κ = 0.41 and B = 5 is a constant

(Versteeg and Malalasekera 2007).

The buffer layer (5 < y+ < 30) is not well described and should be avoided as neither of

the correlations holds. For simulations where the near-wall region physics are to be accurately

resolved such as in Large Eddy Simulations, y+ < 1 is imperative (Mangrulkar et al. 2019).

However, if fully resolving the near-wall flow is not crucial, as is common in RANS simulations,

wall functions are commonly used to predict the impact of the wall boundary upon the fluid for

y+ > 30.
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4.1.2 Bubbly Flow Boundary Layer

In the air lubrication application, air bubbles and a continuous air layer will be present at the ship

hull, affecting the boundary layer. Troshko and Hassan (1998) found that a bubbly boundary

layer in turbulent flow conditions has the same structure as single-phase flow, although with

reduced velocity. However, the structure of the specific boundary layer is largely affected by

the volume fraction of bubbles within it. The general methodology behind modelling a bubbly

boundary layer is by including additional circulation and turbulence around bubbles. This

extra turbulence, also called bubble-induced turbulence (BIT) was included in a model made by

Mikielewicz (2003) to predict bubbly turbulent boundary layers. The model was compared with

experimental data, where a satisfactory agreement was achieved.

Law of the Wall for Bubbly Flow

As mentioned, the bubbly flow boundary layer will typically have the same asymptotic structure

as a single-phase boundary layer. This means that the law of the wall should hold for the case

of bubbly flow. Marié et al. (1997) proposed a log-law for bubbly flow in the near-wall region,

in the same structure as the single phase log-law as

u+ =
1
κ∗

log(y+) + B∗ (4.9)

where κ∗ = κ/γ∗ is a modified von Kármán constant, with γ∗ being a correction function which

depends on bubble parameters such as the diameter and local void fractions. However, the

bubbly flow log-law is shown in Bragg et al. (2021) to only hold for flow cases, in which the

bubbles play a small role in the flow dynamics. Through DNS simulations the authors found

that for bubbly turbulent flows with higher bubble concentration, the log-law can not represent

the boundary layer flow characteristics, but rather bubble parameters such as the density ratio

ρl/ρg, void fraction and bubble diameter dominate. Especially the density ratio may affect the

boundary layer significantly, as a local density change will affect the Reynolds number and thus

the turbulence.

4.1.3 Turbulence Kinetic Energy Along a Flat Plate

In a turbulent flow, the velocity at any point in space will fluctuate chaotically about some mean

velocity as

ui(t) = ⟨ui⟩+ u′
i (4.10)

where ⟨ui⟩ represents the time averaged velocity. The magnitude of the velocity fluctuations can

be characterised by the turbulence kinetic energy, k, at said point. The turbulence kinetic energy
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per unit mass is computed as

k =
1
2
(
⟨u′2⟩+ ⟨v′2⟩+ ⟨w′2⟩

)
(4.11)

Turbulence intensity, I, can be determined based on the turbulence kinetic energy and a reference

flow velocity, uref, characterising the velocity fluctuations on a percentile scale

I =
(2/3 k)1/2

uref
(4.12)

where the numerator represents the root mean square of the velocity fluctuations over a time

interval (Schlichting 1979).

As the boundary layer develops in its laminar region, the turbulence kinetic energy stays steady

at zero, as long as no interruptions occur. When the boundary layer inevitably becomes tur-

bulent along a flat plate, the turbulence kinetic energy in the boundary layer increases, as the

boundary layer develops (Siikonen et al. 2019).

In the wall-normal direction, the turbulence kinetic energy approaches 0 at the wall (Wei 2020).

Whereas, just off the wall, the turbulence kinetic energy peaks at y+ ≈ 30, after then slowly

decreasing as the distance to the wall increases (Lardeau et al. 2012) (Siikonen et al. 2019).

4.2 Wall Shear Stress

For any object moving with a relative velocity to the fluid it is immersed within, a shear force is

exerted on it, known as wall shear stress. The wall shear stress decreases as the boundary layer

thickens, as a consequence of the velocity gradient at the wall decreasing. For a flat plate, the

wall shear stress thus decreases as the distance from the leading edge increases. With a known

velocity profile, the wall shear stress on the plate surface can be determined by

τw = µ
∂u
∂y y=0

(4.13)

where y is the normal distance from the plate (Munson et al. 2012). For flow parallel to a flat

plate, an analytical solution for the wall shear stress can be derived as (Schlichting 1979)

τw = 0.332µu∞

√
u∞

νx
(4.14)

where x is the distance from the leading edge of a plate. The wall shear stress as a function of

distance x for pure water and an air-water mixture is shown in Figure 4.3.
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Figure 4.3: Analytically calculated wall shear stress along a flat plate for pure water and an air-water mixture, from
Equation 4.14.

The wall shear stress can then be used to find the frictional drag force exerted upon the plate by

the fluid by

FD =
∫

τw sin θ dA (4.15)

where θ is the angle between the surface normal and the fluid velocity, and dA is some element

area. For a flat plate parallel to the flow direction, the term reduces to FD =
∫

τw dA.

From Equation 4.14, it is evident that the viscosity directly influences the wall shear stress, and

thereby the drag on an object. As the dynamic viscosity of air is roughly 10 times lower than

water’s, injecting air under the hull of a ship, as is done in air lubrication, will likely reduce

the frictional drag. This is also seen in Figure 4.3, where the wall shear stress is reduced for the

mixture of air and water.

To quantify frictional drag reduction, a drag reduction (DR) parameter will be used. In this work,

DR will be given as a percentage drag reduction between a multiphase case with air-induced

drag reduction, and a singlephase case without air injection. The percentage DR is calculated

according to Elbing et al. (2008) as

DR =

∫
τw,1 dA −

∫
τw,2 dA∫

τw,1 dA
· 100 (4.16)

where subscripts 1 and 2 denote the wall shear stress for two different cases. In this report, the

wall shear stress will be integrated over a full plate or for a smaller section of the plate.
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4.3 Surface Roughness Modelling

When modelling surface roughness, two analysis methods are commonly used. The first method

is to completely model a rough surface, which requires a very fine mesh resolution. The second

method is to model the effect of the surface roughness upon the fluid by models such as the

equivalent sand grain approach. Due to the high computational cost of the first method, the

second method, albeit less accurate, is the most commonly used in industrial applications (Lipej

et al. 2017).

4.3.1 General Surface Roughness

To represent surface roughness a surface profile, as illustrated in the top part of Figure 4.4, is

commonly used. From a surface profile, the parameters Ram and Rz can be extracted to describe

the roughness. Ram is the arithmetic mean of the absolute values of the profile. The lesser-used

parameter Rz is a peak-to-valley parameter, meaning that it is the mean of the distance between

the five highest peaks and five lowest valleys (Adams et al. 2012).

If a large profile height is observed throughout a surface profile, using the arithmetic mean

parameter to describe the roughness, can result in inaccurate smoothening of the surface rough-

ness. For such cases, the peak-to-valley parameter gives a better representation of the surface

roughness (Johansson 2014).

4.3.2 Equivalent Sand-Grain Roughness

The mentioned equivalent sand grain roughness approach, developed from an experimental

study by Nikuradse (1950), is based on the principle that having spherical sand grains on a sur-

face can accurately resemble surface roughness.

To adapt the real surface roughness to an equivalent sand-grain size, an equivalent wall rough-

ness, ϵ, is defined as the average sand-grain diameter, as visualised in Figure 4.4. Adams et

al. (2012) developed a simple algorithm which converts a measured surface roughness to an

equivalent sand-grain roughness, using the relations presented in Equations 4.17 and 4.18.

ϵ = 5.863Ram (4.17)

ϵ = 0.978Rz (4.18)
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Mean

ϵ

Figure 4.4: Conversion from surface roughness to equivalent sand-grain roughness.

However, real surfaces do not have a surface as regular as that represented by a monolayer of

equally sized sand grains. Because of this, a roughness constant, Cs, is introduced to denote

either a uniform or non-uniform equivalent sand grain roughness both in terms of height and

spacing. The roughness constant can take values between 0.5 and 1, where Cs = 0.5 denotes a

uniform surface roughness, while Cs = 1 denotes a strongly non-uniform roughness.
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5 System Description

The numerical model will be based on a two-dimensional flat plate of length L1, shown in Figure

5.1, with the domain height defined as D. For the air lubrication application, the air is injected

at Xinj, which occurs a distance of L2 downstream on the plate. A uniform velocity profile uw,b

is implemented at the water inlet. The dimensions of the numerical domain are listed in Table

5.1.

The coordinate system is set, such that the point of air injection occurs at x = 0.

Xinj (Air Injector)

L2 L3

uw,b

Plate

Symmetryx

y

L1

D

Figure 5.1: Illustration of the two-dimensional model setup on which validation of the MultiMorph model will be
done.

Table 5.1: Geometric properties for the numerical model and the bulk velocity.

Symbol Description Value

D Domain height 0.5 m

L1 Plate length 24D

L2 Length before injector 4D

L3 Length after injector 20D

uw,b Inlet water bulk velocity 11.1 m/s
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6 Numerical Approach

The following sections will describe the MultiMorph model framework developed by Schlegel

et al. (2023) for the air lubrication application. The meshing strategy and boundary conditions

for the numerical model will also be presented.

In the MultiMorph model, the general modelling strategy, depending on grid refinement, is

illustrated in Figure 6.1. The method combines the Euler-Euler model with a Volume of Fluid

model, based on URANS equations with a k-ω SST model for the liquid phase turbulence.

As mentioned, the MultiMorph model is a multifield two-fluid model, meaning it can handle

two different states, either disperse or continuous, for each phase resulting in four different

morphologies:

• Disperse water (droplets)

• Continuous water

• Disperse air (bubbles)

• Continuous air

Each morphology can coexist independently and is coupled by appropriate mass and momen-

tum exchange terms. For air lubrication, only three morphologies are required to cover the

problem; continuous water, disperse air bubbles and continuous air.

The model framework is presented with the following approach:

1. Phase-averaged Navier-Stokes governing equations

2. Model considerations in dispersed mode

3. Model considerations in resolved mode

4. Morphology transfer in the transition region
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Figure 6.1: Illustration of the modelling strategy employed in the two-fluid MultiMorph model, dependent on grid
refinement level. The white circles represent gas bubbles.

6.1 Governing Equations

The MultiMorph model applies to incompressible isothermal multifluid flows based on finite

volume discretization. In the following governing equations, the subscript r denotes an arbitrary

phase, while the subscripts “l” and “g” denote the liquid and gas phases, respectively. The

phase-averaged mass and momentum conservation equations of a phase r are given as

∂αrρr

∂t
+∇ · (urαrρr) = Γr (6.1)

∂(αrρrur)

∂t
+∇ · (αrρrurur) = ∇ · (2αrµrSr)− αr∇p + αrρrg + fr + Γ∗

r (6.2)

where α is the phase fraction, ρ the phase density, u the phase velocity vector, µr the phase

dynamic viscosity, p the pressure shared by both phases, fr the interfacial momentum exchange

vector and g the gravitational acceleration vector. The source term Sr describes the phase-specific

shear-rate tensor.

Sr =
1
2
(∇ · ur + (∇ · ur)

T)− 1
3
(∇ · ur)I (6.3)

Γr = ∑ Γlg and Γ∗
r = ∑ Γlgur describe interfacial mass exchange and momentum exchange due

to mass exchange, respectively. These are described further in Section 6.4. Note that, Γr and Γ∗
r

only contribute to the equations, if phase transfer is taking place.

The equations are integrated in time with a semi-implicit first-order accurate Euler scheme and

spatially discretised with the second-order accurate finite volume method.
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6.1.1 Turbulence Modelling

The turbulence of the liquid phase is modelled by the k-ω Shear-Stress Transport (SST) URANS

turbulence model. The ωk transport equation is given in Menter et al. (2003) as

∂(αlρlul)

∂t
+∇ · (αlρlulωl) = ∇(αl(µl + σωµT)∇ωl) +

αlρlγ

µT P̃l − βαlρlω
2
l (6.4)

+2(1 − F1)
αlρlσω2

ωl
(∇kl)(∇ωl) + Sω

TDa + Sω
BIT

where kl is the turbulence kinetic energy, µl and µT
l are the dynamic and eddy viscosities, respec-

tively. P̃l is the turbulence kinetic energy production term, and F1, σω, σω2, γ and β are model

coefficients.

In the k-ω SST model, the eddy viscosity is given as

µT =
a1ρk

max(a1ω, SF2)
(6.5)

where a1 is a model constant, F2 is a blending function and S is the mean rate of deformation.

Sω
TDa and Sω

BIT are the turbulence damping and bubble-induced turbulence source terms, de-

scribed in Section 6.3.3 and 6.2.1, respectively.

6.2 Dispersed Mode

In the case of a coarse mesh, the model tends towards an Euler-Euler formulation as seen in

Figure 6.2, thus a set of closure models is necessary to model interfacial momentum transfer

terms between the disperse air bubbles and continuous water. The closure models consist of

various forces acting upon a disperse bubble, and a model for bubble-induced turbulence (BIT).

Over-resolved Transition

Transition Under-resolved

Dispersed Mode

E-E

Resolved Mode

VOF

Figure 6.2: Illustration of the modelling strategy employed in the two-fluid MultiMorph model, dependent on grid
refinement level. The white circles represent gas bubbles. Focusing on the dispersed mode.
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6.2.1 Analysis of Disperse Phase Bubble Force Closure Models

The interfacial momentum exchange term fr, consists of closure models for the momentum

transfer between disperse air bubbles and continuous water. Closure models for the lift, drag,

virtual mass, wall lubrication and turbulent dispersion force are considered:

fr = ∑ flg = FL
lg + FD

lg + FVM
lg + FW

lg + FTD
lg (6.6)

Figure 6.3 presents the five forces acting upon a bubble and provides an overview of which

direction each bubble force is acting.

A parameter variation will be done for each bubble force closure model to understand how the

force models behave. Buoyancy and gravitational forces acting upon each phase are also present

in the model but are outside the scope of this analysis.

u∞

x

y

Drag force

Lift force Relative velocity

Relative velocity

Virtual mass
force

Wall lubrication
force

Turbulent dispersion force

Figure 6.3: Illustration of forces acting upon a bubble in the disperse phase. The freestream velocity direction is
denoted as u∞, and the force direction is shown for each force.

Drag Force

In viscous flows, a force will act upon an object moving through a fluid due to friction. This is

defined as the viscous drag force, FD, and will always act in the same direction as the relative

fluid velocity. In general, the drag force is a function of the fluid density ρl, some characteristic

surface area A, a drag coefficient CD and relative velocity squared u · |u|, given as:

FD =
1
2

CDρl u · |u|A (6.7)
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In the Euler-Euler framework, the drag force is acting upon a bubble or droplet suspended in a

liquid, therefore, the drag force equation can be rewritten, by defining A as the cross-sectional

area of a sphere and dividing by the volume of a sphere, as

FD
lg =

3
4dB

CDρlαg
∣∣ug − ul

∣∣(ug − ul) (6.8)

where dB is the bubble diameter for a spherical bubble and αg is the volume fraction of a bubble

within a computational cell. In the MultiMorph framework, the drag coefficient CD is based on

the work of Ishii and Zuber (1979), who define the drag coefficient on a spherical bubble as

CD = max
(
CD,sphere, CD,cap

)
, where (6.9)

CD,sphere =
24

Rep
(1 + 0.1Re0.75

p )

CD,cap =
8
3

where the single-particle Reynolds number is defined as Rep = (dBρl(ug − ul))/µl for a bubble.

Figure 6.4, analyses the drag force at varying relative velocities and bubble diameters. The drag

force increases exponentially with increasing relative velocity, proving an important parameter

for the drag force. For the bubble diameter variation, larger bubbles will experience a larger

drag force acting upon them, while the drag force decreases for a decreasing bubble diameter.
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(a) A constant bubble diameter of dB = 3 mm is used for the
relative velocity variation.

bla

0 1 2 3 4 5
0

0.05

0.1

dB [mm]

FD lg
[N

]

(b) A constant relative velocity of |ug − ul| = 2 m/s is used for
the bubble diameter variation.

Figure 6.4: Analysis of drag force, as formulated by Ishii and Zuber (1979), with varying bubble diameter, dB, and
relative velocity, |ug − ul|.
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Lift Force

The lift force FL is defined as acting perpendicular to the relative fluid velocity. The lift force

occurs due to a bubble being subject to shear flows, thus there may be a difference in relative

velocity on different parts of the bubble, as illustrated in Figure 6.3. This can cause rotation

in the bubble, ultimately resulting in the bubble experiencing a lift force. In the Euler-Euler

models, the lift force on a small spherical bubble passing a shear field is therefore defined as

FL
lg = CL ρl αg(ug − ul)× (∇× (ul)) (6.10)

where ∇× (ul) describes the curl of the liquid phase and CL is the lift coefficient.

The difficulty in achieving accurate predictions of lift force lies in determining an accurate ex-

pression for said coefficient. The correlation used for this project, described in Hessenkemper

et al. (2021), is a combination of the function of the dimensionless shear rate Sr and particle

Reynolds number Rep, f (Sr, Rep) and an applied fit f (Eo⊥) where Eo⊥ is the modified Eötvös

number, thus

CL = f (Sr, Rep)− f (Eo⊥), where (6.11)

f (Eo⊥) =
ln(1 + exp(−12(G)))

12

G = 0.11
ln(1 + exp(4(Eo⊥ − 5.6)))

4
− 0.14(Eo⊥ − 5.2)− 0.44, and

f (Sr, Rep) =

( 6
π2

1√
RepSr

2.255
(1 + 0.2ϵ−2)3/2

)2

+

(
0.5

Rep + 16
Rep + 29

)2
1/2

(6.12)

Rep =
ρl(ug − ul)dB

µl
; Sr =

dBγ

(ug − ul)
; ϵ =

(
Sr

Rep

)1/2

; Eo⊥ =
∆ρlggd2

major

σlg

where γ is the shear rate and dmajor denotes the major axis of a bubble. The proposed lift coeffi-

cient is valid only for bubbles of sizes smaller than 6.5 mm.

As the lift force of Equation 6.10 is a challenging calculation, only the lift coefficient is presented

in the following Figure 6.5. The analysis shows that the relative velocity between the two phases

has a negligible effect on the lift coefficient. However, the influence of relative velocity is more

pronounced at low values.

For the bubble diameter variation, the analysis shows, that the lift coefficient, and thus the lift
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force, changes sign at a critical bubble diameter of dB ≈ 1.8 mm. This means, that bubbles larger

than the critical diameter, will have a force pointing towards regions with higher liquid velocity,

thus away from the wall. Meanwhile, bubbles smaller than the critical diameter will have a lift

force towards the wall (Lucas et al. 2005).
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(b) For the bubble diameter variation, a constant relative velocity
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Figure 6.5: Lift coefficient of Hessenkemper et al. (2021) shown for varying relative velocity and bubble diameter in
(a) and (b), respectively.

Virtual Mass Force

Virtual mass must be considered when a submerged body in fluid accelerates or decelerates thus

accelerating some mass of the surrounding fluid. In the air lubrication application, this must be

modelled for the air bubbles dispersed in a continuous phase. This is especially important, as

the density of the submerged body, in this case, air, is much smaller than the surrounding water.

To accelerate the bubbles, both it and the surrounding fluid must be set in motion. The virtual

mass force between a disperse phase, and continuous phase, can then be defined according to

Crowe et al. (2011) as

FVM
lg = αgρlCVM

lg

(
dug

dt
− dul

dt

)
(6.13)

where CVM
lg is the virtual mass coefficient. The virtual mass coefficient is a dimensionless coeffi-

cient, which depends on the shape of the object. This model uses a constant value of CVM
lg = 0.5,

which is the value often used in literature (Crowe et al. 2011).

The virtual mass force varied as a function of the relative acceleration, is presented in Figure

6.6. A linear correlation is seen between the force and relative acceleration, with increasing

acceleration resulting in increasing virtual mass force.
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Figure 6.6: Analysis of the virtual mass force, proposed by Crowe et al. (2011), as a function of the relative acceleration
between two phases.

Wall Lubrication Force

In bubbly flows, a lubrication effect results in a reduction of bubbles in the near-wall region. This

results in bubbles being repelled from the wall by a force, maintaining a lubrication water film

between the wall and the gas layer. For multiphase simulations, if this is disregarded, a large

overshoot of the gas fraction in near-wall computational cells can occur. A model is therefore

necessary, to prescribe an artificial force in this region, to model migration of gas bubbles away

from the wall. The formulation of the wall lubrication force used in this model is proposed by

Hosokawa et al. (2002).

FW
lg =

2
dB

CWαg

(
dB

2y

)2

ρl
∣∣ug − ul

∣∣2ŷ (6.14)

where dB is the bubble diameter, y is the vertical distance from the wall, and ŷ is the wall normal

vector. CW is the wall lubrication coefficient, which was obtained by Hosokawa et al. (2002) and

is a function of either the Reynolds number or Eotvos number.

CW = max

{
3.5

Rep,t
1.9 , 0.0185Eo

}
(6.15)

The Reynolds number is in this case based on the terminal velocity for a bubble in a spherical

regime defined as

Rep,t =
ρlutdB

µl
, ut =

gd2
B∆ρ

6µl

1 + µg/µl

2 + 3µg/µl
(6.16)
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and the Eotvos number is defined as

Eo =
∆ρlggdB

σlg
(6.17)

where ∆ρlg is the density difference between the two phases.

The wall lubrication force is studied as a function of the relative velocity, bubble diameter and

also the distance from the wall, y, presented in Figure 6.7. For the study of relative velocity and

bubble diameter a constant wall distance of y = 0.1 mm is used.

In Figure 6.7a, it is seen that an increase in relative velocity also causes an increase in the wall

lubrication force. The opposite is observed in Figure 6.7b for an increasing bubble diameter,

resulting in a decreasing wall lubrication force. It is also noted that bubbles with a diameter less

than dB = 1 mm show a drastic increase in the wall lubrication force.

When varying the bubble centre distance from the wall, presented in Figure 6.7c, it is observed

that an increasing distance from the wall causes a decrease in the wall lubrication force. It

should be noted that bubbles where y < dB/2 are physically impossible if perfect sphericity is

maintained.
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Figure 6.7: Analysis of the wall lubrication force, as proposed by Hosokawa et al. (2002), by varying the relative
velocity, bubble diameter and distance from the wall.

Turbulent Dispersion Force

Turbulent dispersion (TD) occurs when the turbulence of a continuous phase has a direct effect

on the particles of a disperse phase. This is usually seen as disperse particles being caught up in

eddies of the continuous phase, thus being moved to regions of low concentration from regions

of high concentration. This is modelled as interfacial momentum transfer due to the continuous

phase velocity fluctuations. In this model, the turbulent dispersion force is modelled by the

Favre averaging drag force model of Burns et al. (2004).

FTD
lg = −3

4
CD

αg

dB

∣∣ug − ul
∣∣ µT

l
σTD

(∇αg

αg
− ∇αl

αl

)
(6.18)

where σTD = 0.9 is the turbulent Prandtl number and CD is the drag coefficient, calculated in

the same manner as for the drag force. A study of how varying the relative velocity and bubble
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diameter affects the turbulent dispersion force is presented in Figure 6.8.

Figure 6.8a shows how an increase in relative velocity results in a linearly increasing turbu-

lent dispersion force. As the disperse bubble diameter increases, presented in Figure 6.8b, a

decreasing turbulent dispersion force is seen, going towards 0 N for larger bubbles.
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(b) For the bubble diameter variation, a constant relative velocity
of |ug − ul| = 2 m/s is used.

Figure 6.8: Turbulent dispersion force by Burns et al. (2004) shown for varying relative velocity and bubble diameter
in (a) and (b), respectively.

Bubble-Induced Turbulence

In general two-phase flow simulations, the turbulence of the liquid phase affects various factors

of the disperse phase, such as bubble breakup, coalescence etc. Conversely, the presence of

bubbles will also affect the turbulence and is therefore important to model in the disperse Euler-

Euler mode. This bubble-induced turbulence (BIT) is included as additional interfacial source

terms in the conservation equation for the turbulent kinetic energy and turbulent dissipation.

The BIT source terms Sk
BIT and Sϵ

BIT are derived from a Direct Numerical Simulation (DNS) model

using Volume of Fluid of a bubble column by Ma et al. (2017).

Sk
BIT = min(0.18Re0.23

p , 1)FD
lg ·
∣∣ug − ul

∣∣ (6.19)

Sϵ
BIT = 0.3CD

Sk
l

τ
, τ =

dB∣∣ug − ul
∣∣

where CD is the drag coefficient and τ is the chosen timescale for characterising BIT.

The source term for the ω-equation can be derived from,

Sω
BIT =

1
Cµkl

Sϵ
BIT − ωl

kl
Sk

BIT (6.20)
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where Cµ is a standard model coefficient.

6.3 Resolved Mode

In the case of sufficient grid refinement, the flow structures can be resolved and the model tends

towards a VOF formulation, as shown in Figure 6.9. In resolved mode, an assumption is made

for the interfacial velocity uI, such that the velocity of the two phases across the interface is

continuous, ul = ug = uI. In this way, a mixture density is introduced as ρmix = αlρl + αgρg

resulting in the following mass and momentum conservation equations

∂ρmix

∂t
+∇ · (uIρmix) = 0 (6.21)

∂(ρmixuI)

∂t
+∇ · (ρmixuIuI) = ∇ · (2µmixSr)−∇p + ρmixg + Fσ (6.22)

Where Fσ represents surface tension. In this way, the homogenous VOF model is recovered.

For the resolved formulation, the interfacial momentum exchange term, fr, is described by a

numerical drag formulation to ensure phase coupling between the continuous air and water.

Additionally, a model is required for the surface tension and turbulence damping at the gas-

liquid interface. These are described in the following sections.

Over-resolved Transition

Transition Under-resolved

Dispersed Mode

E-E

Resolved Mode

VOF

Figure 6.9: Illustration of the modelling strategy employed in the two-fluid MultiMorph model, dependent on grid
refinement level. The white circles represent gas bubbles. Focusing on the resolved mode.

6.3.1 Interfacial Drag Force

In single-fluid models, where both fluids share the same velocity field, no drag force occurs.

However, in multi-fluid models such as the MultiMorph model, where interface tracking is

implemented, a drag term is necessary for the interfacial drag. The function of the interfacial

drag is to ensure equal velocities of both fluids at the interface. This is implemented with the

correlation proposed by Štrubelj and Tiselj (2011):
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fr = ∑ flg = FD,i
lg = KD,i

lg (ug − ul) (6.23)

where the interfacial drag coefficient KD,i
lg is defined as

KD,i
lg = αlαgρlg

1
τr

(6.24)

where τr is the relaxation time and ρlg = (αlρl + αgρg)/(αl + αg) is the weighted density of the

phase pair of liquid and gas. The relaxation time has to be several orders of magnitude smaller

than the timestep. The relaxation time chosen for the air lubrication application is τr = 10−8∆t to

ensure strong coupling. For calculating the drag of a dispersed phase submerged in a continuous

phase of equal properties, a fixed drag coefficient is simply applied.

6.3.2 Surface Tension Model

To model the surface tension force in the model, Fσ, a Continuum Surface Force (CSF) model is

used, proposed by Brackbill et al. (1992). The CSF methods are commonly used in CFD due to

the relative ease of implementation. The surface tension is given by:

Fσ = αlσlgκlgn̂lg (6.25)

where κlg is the interface curvature, σlg is the surface tension coefficient given as σlg = 0.072 N/m

for air-water and n̂lg is the unit interface normal vector. The interface curvature is given as:

κlg = ∇ · n̂lg (6.26)

where the interface normal is calculated from the volume fraction gradient

n̂lg =
∇α

|∇α| (6.27)

6.3.3 Gas-Liquid Interphase Turbulence Damping

A drawback of the MultiMorph model is the overprediction of turbulence by the turbulence

kinetic energy near large interfaces. Therefore, a turbulence damping method is implemented

based on an expression by Frederix et al. (2018). The turbulence damping term Sω
TDa is added to

the ω-transport equation of the k-ω SST turbulence model. This term counteracts the dissipation

rate destruction term −βαlρlω
2
l where β is a model coefficient. The idea of this approach is thus

to introduce a large wall-like turbulence damping near an interface. The turbulence-damping

term is defined as:
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Sω
TDa = AIαrβρr

(
νr

βδ2
r

)2

(6.28)

with δr is the damping length scale, νr is the phase kinematic viscosity and AI is an interface

indicator field. The indicator field ensures, that turbulence damping is only applied near an

interface, therefore AI is nonzero only at an interface.

The damping length scale δr is a tuneable parameter, however, Frederix et al. (2018) recommends

a value of δr = 10−4 for most applications, which is the value used in this project.

6.4 Transition Region Methodology

Additional modelling steps are necessary for accurate VOF and Euler-Euler formulations on

under-resolved and over-resolved grids respectively. Additionally, this section will describe the

methodology behind the disintegration of a continuous phase to disperse morphologies and the

accumulation of a disperse phase to continuous morphologies. An example two-dimensional

bubble dynamics case has been done in Appendix A.1, where a further understanding of the

disperse, resolved and transitional modes can be had.

Over-resolved Transition
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Dispersed Mode

E-E

Resolved Mode

VOF

Figure 6.10: Illustration of the modelling strategy employed in the two-fluid MultiMorph model, dependent on grid
refinement level. The white circles represent gas bubbles. Focusing on the transition region.

6.4.1 VOF on Under-Resolved Structures

Approximating VOF on under-resolved structures is done by implementing resolution-adaptive

drag modelling, described in Meller et al. (2023). Recall that, in resolved mode, the interfacial

drag between phases is modelled using the drag coefficient of Equation 6.24, from here on

written as KD,R
lg to denote a resolved drag model. Problems arise, as the drag predicted by this

model tends to overshoot actual values on an under-resolved grid. Comparatively, the drag

model used for under-resolved structures in the Euler-Euler mode, KD,UR
lg for under-resolved,

such as the one presented in Section 6.2.1 tends to undershoot values for drag. To account for
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this, a resolution-adaptive drag model is set up from linear interpolation as:

KD
lg =

KD,UR
lg KD,R

lg

KD,UR
lg + ζUR

lg KD,R
lg

(6.29)

where ζUR
lg is an under-resolution indicator. This quantity becomes one in fully under-resolved

flow, and zero in fully resolved cases. For all other cases, the indicator takes values between zero

and one. Further explanation of the exact calculation of the indicator, is done in Meller et al.

(2023). The authors also tested the adaptive drag modelling on a 3D rising gas bubble and in 2D

stratified channel flow. For both cases, the model showed promising results on both fine and,

more importantly, coarse mesh refinements.

6.4.2 Euler-Euler on Over-Resolved Structures

The Euler-Euler model is typically applied on coarse meshes with closure models for forces,

where bubbles are assumed to be smaller than a cell. However, on meshes where the cells are

refined to become smaller than a bubble diameter, the model tends not to converge and results

in unphysical oscillations. A method is therefore needed to approximate the Euler-Euler model

on over-resolved structures. In the MultiMorph model, this is done by applying a Gaussian

smoothing filter to the volume fraction, as described in Krull et al. (2024). The filter parameter

σf is defined based on the bubble diameter as

σf =
dB

8
(6.30)

such that no filtering occurs on coarse meshes with dB/h ≤ 1 where h is the local cell width,

defined as h = ∆V1/3 with V being the local cell volume. The filter gradually becomes more

active on increasing diameter resolutions, dB/h. The filter is realised by implementing a diffusion

term in the continuity equation as

∂αrρr

∂t
+∇ · (urαrρr) = ∇ · (Cf∇αr) + Γr (6.31)

where Cf = min(Cf,F, Cf,max). Cf,F is the filter diffusion computed by σ and is limited by Cf,max.

Krull et al. (2024) tested the filtering on various cases and found that the mesh dependence was

significantly decreased.

6.4.3 Accumulation of Disperse to Continuous Structures

The accumulation of disperse bubbles to continuous structures is based upon a threshold value

defined by the dense packing limit of 0.74. Accumulation occurs when αr,cont + αr,disp ≥ αr,threshold
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and the mass transfer is thus defined as

Γcont =
ρr
√

αr,disp

τ
(6.32)

where τ is a user-defined timescale.

6.4.4 Disintegration of Continuous to Disperse Structures

A threshold is defined for the continuous phase, such that when the local fraction of the contin-

uous phase is αr,cont < 0.75, mass transfer to the disperse phase occurs according to

Γdisp =
ρr
√

αr,cont

τ
(6.33)

where τ is a user-defined timescale. Note that, additional modelling is required such that the

production of the disperse phase only occurs when the interface is conserved, else a constant

production would occur in the interface region.

6.5 Numerical Model Setup

With the MultiMorph model described in the previous sections, the numerical model has to be

meshed and boundary conditions applied. This, along with an averaging strategy, is defined in

the following.

6.5.1 Computational Grid

Due to how the MultiMorph model switches between Euler-Euler and VOF based on, among

other things, the mesh refinement, a mesh independence analysis is challenging. This is because,

as the mesh refinement increases, the model will tend towards pure VOF simulations, and the

accuracy will increase until all bubbles are refined sufficiently. This will increase the computa-

tional cells exponentially, thus defeating the purpose of the MultiMorph model. Therefore, no

grid independence study will be done. The general meshing strategy is shown in Figure 6.11,

showing a small model section along the x-direction.
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x

y

Figure 6.11: Illustration of the meshing strategy used in the numerical model for validation. The full mesh is shown
in the y-direction, while only a small part of the total x length is shown

The figure shows, that the cells are graded towards the plate in the y-direction to have smaller

cells where the air is present, while larger cells are acceptable in the free stream. The near-wall

cells’ growth ratio is 1.2 during the first 20% of the y-domain height. In the x-direction the cells

are kept at a constant size. The height of the near-wall cell in the y-direction, and the length

of cells in the x-direction, are presented in Tabel 6.1. This mesh will be used for the sensitivity

study and validation.

Table 6.1: Key characteristics of the computational mesh used for the numerical model.

Near-wall
cell height in y Cell length in x Total cells

1.42 mm 100 mm 20,300

6.5.2 Boundary Conditions and Initial Parameters

Table A.3 in Appendix A.2 presents the boundary conditions set for each boundary in the model.

Schemes and solver settings are presented in Table A.4 and A.5 in the same appendix. In the

model, the included closure models for the disperse phase are lift, drag, virtual mass, turbulent

dispersion and wall lubrication. A bubble diameter also has to be defined for the disperse phase,

this value will be varied in the sensitivity study but is initially set as dB = 0.3 mm.

6.5.3 Averaging

Due to the instability caused by turbulence and as the bubbly flow at the hull is highly transient,

averaging will be used for the URANS solution. The wall shear stress of water is averaged

during a period of tavg = 12 s, with the total simulation time being t = 20 s. Furthermore, to

determine the drag on the hull at an exact measurement point, the wall shear stress of the water

is integrated on an area 5 cm before and after the point of measuring.
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7 Validation of MultiMorph Model on a

Two-Dimensional Plate

As the MultiMorph model is yet to be extensively tested for the air lubrication application, this

will be done by comparing the two-dimensional model with experimental data from Elbing et al.

(2008). First, a sensitivity study will be performed for various model parameters to determine

their impact and the model sensitivity. Afterwards, the model will be validated by comparing

drag reduction data from experiments conducted by Elbing et al. (2008) on a flat plate dragged

through a body of water.

7.1 Experimental Study by Elbing et al. (2008)

The data with which the MultiMorph model will be validated stems from an experiment per-

formed by Elbing et al. (2008). The experimental setup, shown in Figure A.4, consists of a flat

plate of length X = 13 m and width Z = 3.05 m with two air injector locations 1 and 2 at

X = 1.38 m and X = 3.73 m respectively. Additionally, a boundary layer trip is positioned at

roughly X = 0.6 m. The experiment was done by placing the flat plate in a large water channel

while injecting air at various flow rates. Several measurement devices were implemented along

the streamwise direction to measure skin friction and void fraction, while cameras were used

to capture near-wall boundary layer images. The authors conducted several experiments for

different injector types, plate roughness and measurement methods, presented in Table 7.1. The

MultiMorph model will be compared with experiments conducted under Test 1a conditions.

Table 7.1: Different test conditions used in the experiments performed by Elbing et al. (2008).

Model Injector
Skin-friction
measurement

Temperature (°C)

Test 1a Smooth Porous-plate and Slot A Local 21.6
Test 1b Smooth Porous-plate Local 27.9
Test 2a Smooth Slot B Local 29.0
Test 2b Smooth Slot B Local 22.0
Test 3 Smooth Slot B Integrated 22.2

For the sensitivity study, the data from Elbing et al. (2008) with which the model will be com-

pared, to quantify the model sensitivity, consists of drag reduction versus air flow rate shown in

Figure 7.1. The drag reduction is measured at X − Xinj = 6.05 m, where Xinj denotes the injection

location along the plate. For this experiment, the free stream velocity is uw,b = 11.1 m/s.
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The data shows three drag reduction regions, a region of BDR where the air mostly consists of

air bubbles, and the drag reduction increases almost linearly with gas flow rate, a narrow transi-

tion region with a greatly increased slope and a region of ALDR with maximum drag reduction

due to a continuous air layer.
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Figure 7.1: Drag reduction versus gas flow rate measurements presented in Elbing et al. (2008), used for comparison
in the sensitivity study. The drag reduction is measured at X − Xinj = 6.05 m.

For validating the MultiMorph model on a two-dimensional plate, the data from Elbing et al.

(2008) with which the model will be compared consists of drag reduction versus downstream

distance from the injector, shown in Figure 7.2. In this way, the model will be validated on

the full plate length, and the dissipation of the air layer will be taken into account. For this

experiment, the free stream velocity is uw,b = 13.3 m/s and the gas flow rate is q = 0.056 m2/s,

which will be matched in the model.
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Figure 7.2: Drag reduction versus downstream distance from the injector presented in Elbing et al. (2008), used for
validating the MultiMorph model.

7.2 Model Parameters for Sensitivity Study

In the MultiMorph framework, several model parameters can be tuned and implemented, to fit

a specific case. In this section, a sensitivity study assesses whether the model is sensitive to the

parameter variation. This study’s two main parameters of interest are the turbulence intensity of

water at the inlet and the disperse phase bubble diameter. Additionally, two different methods

of handling the air injection into the domain are analysed.

The sensitivity study will consider drag reduction at various gas flow rates, where each param-

eter is tested at four different gas flow rates of q = 0.02, 0.04, 0.06 and 0.08 m2/s.

7.2.1 Turbulence Intensity

The turbulence in the computational domain will greatly affect the air-induced drag reduction,

as increased turbulence will increase the rate at which air bubbles are transported away from the

wall, thus reducing the drag reduction. In the URANS k-ω SST turbulence model, the turbulence

parameters, turbulence kinetic energy k and turbulence dissipation rate ω, are important to con-

sider when providing initial- and boundary conditions. In the model, the turbulence parameters

for the water and continuous air phase are calculated as:

k =
3
2
(Iuw,b)

2 (7.1)
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ω =

√
k

lC0.25
µ

where uw,b is the bulk velocity, Cµ = 0.09 is a model constant, l is a characteristic length scale

and I is the turbulence intensity. The turbulence intensity parameter estimates the turbulence

level for a given simulation, which will be varied in the sensitivity study. In general, values for

the turbulence intensity can be split into three cases: low turbulence, medium turbulence and

high turbulence with values of I = 0.05%, I = 1% - 5% and I = 5% - 20%, respectively. Based

on these estimations, the sensitivity study will test turbulence intensity values of 0.5%, 5% and

15%.

7.2.2 Disperse Phase Bubble Diameter

As the disperse bubbly flow is assumed to be monodisperse in the model framework, a constant

value for the disperse phase bubble diameter has to be defined. This value is used in calculating

various bubble forces, as described in 6.2.1, why the diameter greatly influences the balance of

forces on a bubble. This is especially important for the lift force, where a sign change of the

lift coefficient can occur with changing bubble deformation and diameter (Hessenkemper et al.

2021). In the sensitivity study, a bubble diameter of dB = 0.03 mm, dB = 0.3 mm and dB = 3 mm

will be tested.

7.2.3 Slot Injector

The air injection can be handled in various ways within the model framework. Therefore it is

of interest to analyse whether the exact method impacts the drag reduction. One air injection

method is to recreate the air injection slot used by Elbing et al. (2008). This method is shown

in Figure 7.3, where an air slot is implemented at X = 0 m. At the top of the slot, air in the

continuous phase is input into the domain. The air injection velocity has an angle of −12° to

ensure flow parallel to the walls of the air injection slot.

12°

Air input

Plate

27.7 mm

y

x

5.75 mm

Figure 7.3: Air slot injector used in Elbing et al. (2008). The air is injected as a continuous phase. The figure is not to
scale.

A visualisation of the presence of air in the domain using the air slot injection method is shown

in Figure 7.4, with a gas flux of q = 0.04 m2/s. It is seen how as air enters the free stream, the
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air becomes present downstream of the slot injector in the near wall region.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

αw

Figure 7.4: Visualisation of the air slot injector. Only a small part of the domain x-length and y-height is shown.

7.2.4 Mass Source Air Injection

Another air injection method is by utilising point mass sources, which applies a mass source

term to the continuity equation and all field equations, in a defined set of computational cells.

An advantage of the point mass source injection method is the flexibility of the exact injection lo-

cation, it allows for. Additionally, no additional geometry changes are needed for the numerical

model, as is the case for the slot injector. This model implements the mass source across several

points, where the total mass flow rate is divided across the points. The points used for the mass

source are set 5 mm along the x-direction with the first point being at X − Xinj = 0 m, in the

first near-wall computational cell. This ensures, that the air injection occurs right at the wall. To

ensure mass conservation, an identical mass of water is removed from the domain when the air

injection occurs. The method is shown in Figure 7.5, illustrating how the points for mass source

injection are implemented.

Air Injection
X − Xinj = 0 m Plate

5 mmMass Source

y

x

Figure 7.5: Illustration of mass source air injection method. The points used for mass source are shown as black
circles. The figure is not to scale.

Figure 7.6 shows an example of the mass source air injection method for an air flow rate of

q = 0.04 m2/s. The figure illustrates, how the air enters the domain in the near-wall region and

an air layer forms immediately downstream, like was seen in the slot injector.
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Figure 7.6: Visualisation of the mass source air injection method. Only a small part of the domain x-length and
y-height is shown.

7.3 Sensitivity Study of Air Slot Injector

This section presents the sensitivity study of the air slot injector method. Figure 7.7 shows the

drag reduction versus gas flow rate for the three cases of varying turbulence intensity. For this

analysis, a constant disperse bubble diameter of dB = 0.3 mm has been used. The figure shows,

that for turbulence intensity of I = 5% and I = 15%, little to no difference is observed in the

drag reduction, however, in the low turbulence case of I = 0.5%, the drag reduction differs

slightly at q = 0.04 m2/s and more significantly at q = 0.06 m2/s. This indicates, that for higher

turbulence, the rate of air transportation away from the wall increases, causing the transition

from BDR to ALDR to occur at a higher gas flow rate.
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Figure 7.7: Drag reduction versus gas flow rate for the air slot injector and experimental data, at three different values
for turbulence intensity. A constant bubble diameter of dB = 0.3 mm is used.
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For the disperse bubble diameter sensitivity analysis, a constant turbulence intensity of I = 0.5%

will be used. Figure 7.8 shows the drag reduction versus gas flow rate for the three cases of

varying bubble diameter. In general, the results of a bubble diameter of dB = 0.03 mm varies

significantly from the two other diameters considered, especially for low gas flow rates, which

reside in the BDR regime. The results show that the model is more sensitive to the diameter

variation in the BDR regime, as the air largely consists of disperse bubbles. For large gas flow

rates, the bubble diameter has less influence on the drag reduction, as the air is generally in

the continuous phase and the bubble forces are resolved on the grid. For bubble diameters of

dB = 0.3 mm and dB = 3 mm, the drag results are mostly similar showing that the model is

most sensitive to very low values for the bubble diameter.
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Figure 7.8: Drag reduction versus gas flow rate for the air slot injector and experimental data, at three different values
for disperse bubble diameter. A constant turbulent intensity of I = 0.5% is used.

7.4 Sensitivity Study of Mass Source Air Injection

In this section, a sensitivity study is done on the turbulence intensity and the disperse phase

bubble diameter, using the mass source air injection method described in Section 7.2.4. The

turbulence intensity variation is presented in Figure 7.9 showing that this parameter only has

a small impact on the drag reduction. In the BDR region, the turbulence intensity of I =

0.5% shows a slightly higher drag reduction than the higher turbulence intensity simulations.

However, in both the transition and ALDR regions, all three cases provide very similar drag
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reduction. In general, the drag reduction is insensitive to turbulence intensity variations for the

mass source air injection method.
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Figure 7.9: Drag reduction versus gas flow rate for the mass source injection method and experimental data, at three
different values for turbulence intensity. A constant bubble diameter of dB = 0.3 mm is used.

The sensitivity analysis of the disperse bubble diameter is presented in Figure 7.10 with a con-

stant turbulence intensity of I = 0.5%. The study shows how, like was the case for the slot

injector, very small bubbles with a diameter of dB = 0.03 mm vary significantly from larger

bubble diameters at low gas flow rates in the BDR region, but provide similar drag reduction at

higher gas flow rates in the ALDR region. Additionally, no significant change in the simulation

results occurs between the two larger bubble diameters of dB = 0.3 mm and dB = 3 mm.
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Figure 7.10: Drag reduction versus gas flow rate for the mass source injection method and experimental data, at three
different values for disperse bubble diameter. A constant turbulence intensity of I = 0.5% is used.

7.5 Concluding Remarks of Sensitivity Study

Based on the sensitivity study, values for the turbulence intensity and disperse bubble diameter

must be defined before validating the 2D model with experimental results. For the disperse

bubble diameter, the model showed to be insensitive to diameters above dB = 0.3 mm, although

for dB = 0.03 mm, a significant impact on the drag reduction occurred. Measurements by Elbing

et al. (2008) also showed that bubbles generally had a diameter in the order of 0.2 mm to 0.4 mm,

additionally bubbles in the order of dB = 0.03 mm, is not expected to dominate the bubbly

flow, why a bubble diameter of dB = 0.3 mm is chosen for further analysis and validation. The

turbulence intensity was shown to have a lesser impact on the drag reduction results, so an

intensity level of I = 0.5% is defined. The air injector methods showed similar results, with both

methods being able to predict the three drag reduction regimes. Therefore, to further compare

the methods, both will be considered for the 2D validation.

7.6 Validation of Two-Dimensional MultiMorph Model

With the previous model parameters defined in the sensitivity study, the 2D model will be vali-

dated by comparing experimental data by Elbing et al. (2008) for drag reduction along the plate
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length with simulated data. This is done, to ensure the model’s accuracy on the full plate,

whereas the sensitivity study only considered drag reduction on a small area. Once again, the

comparison will be made for both the mass source injection method and the slot injector.

The numerical model is unchanged, however, the flow conditions are set to match that of the ex-

periment. A freestream velocity of uw,b = 13.3 m/s and gas volume flow rate of q = 0.056 m2/s

is used. At these flow conditions, the drag reduction is in the BDR regime.

Figure 7.11 presents the drag reduction versus downstream distance from the injector, such that

X − Xinj = 0 is at the point of air injection. The mass source and slot injector are shown in Figure

7.11a and 7.11b, respectively.

Both methods show the same tendency, with the drag reduction peaking immediately down-

stream of the air injection point before decreasing further downstream, as the turbulence and

mixing transports the air away from the wall. However, there are still clear differences between

the two air injection methods, as the slot injector is seen to undershoot the drag reduction at all

points along the plate. Compared with the mass source injection method, the simulated data

follows the experimental data with higher accuracy at X − Xinj = 0.6 m and X − Xinj = 2 m

although this method also seems to overpredict the drag reduction slightly further downstream

of the injector.

Based on the validation, air injection using the mass source method is seen to predict the drag

reduction along the plate with the most accuracy. Additionally, this air injection method was

able to capture the different air lubrication regimes in the drag reduction over a range of gas

flow rates, as presented in the sensitivity study. As the mass source method also allows for the

easiest implementation within the numerical model, this method is used for further analysis.
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(a) Simulated data is given for the mass source injector.
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(b) Simulated data is given for the slot injector.

Figure 7.11: Comparison of drag reduction versus downstream length of injector (X − Xinj) between experimental
data of Elbing et al. (2008) and simulated data. Flow conditions of uw,b = 13.3 m/s and q = 0.056 m2/s are used.
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7.6.1 Conclusion of MultiMorph Model for 2D Air Lubrication

Based on both the sensitivity study and the previous validation, the MultiMorph model is

demonstrated to be able to predict the air lubrication drag reduction with high accuracy, for

the case of a simple two-dimensional application. Importantly, these results are obtained for a

relatively coarse mesh, which thereby results in short simulation times, especially when com-

pared with other methods, such as VOF, which require significantly more grid refinement. The

MultiMorph framework is therefore proven to be a low-cost, in terms of computational time,

and highly accurate model for modelling air lubrication, and serves as a good candidate for

large-scale ship modelling.
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8 Analysis of Air Lubrication Under Vary-

ing Conditions

As the MultiMorph framework has shown to provide accurate results for the air lubrication

application, various air lubrication conditions will be analysed. For air lubrication on full-size

ships, analyses of drag reduction on rough surfaces and how maintaining a continuous air layer

by implementing multiple injectors is important. These cases and further study of how the near-

wall boundary layer develops for the BDR and ALDR air lubrication regimes are considered in

the following sections.

8.1 Analysis of Boundary Layer in the BDR and ALDR Regimes

This section will analyse how the presence of bubbles impacts how the boundary layer devel-

ops, and the velocity profile in the boundary layer. This is analysed for the case of mass source

injection, a bubble diameter of dB = 0.3 mm and turbulent intensity of I = 0.5%, to match that

of the validation.

Figures 8.1 and 8.3 show the normalised streamwise velocity profile and water volume frac-

tion of the first 5 cm in the wall-normal direction for a gas flow rate of q = 0.04 m2/s and

q = 0.08 m2/s, respectively. The gas flow rates are chosen, to analyse the boundary layer

in both the BDR (0.04 m2/s) and ALDR (0.08 m2/s) air lubrication regimes. The normalised

streamwise velocity is shown for the multiphase simulation denoted as 2P, and for a reference

singlephase water simulation denoted as 1P. The analysis is done at three downstream locations

of X − Xinj = 0.5 m, X − Xinj = 3 m and X − Xinj = 8 m to show how the boundary layer

develops. Air is injected at X − Xinj = 0 m. Additionally, Figures 8.2 and 8.4 show the water

volume fraction in the near-wall region for the three plotted locations.

8.1.1 Boundary Layer Analysis in the BDR Regime

Figure 8.1 shows that immediately downstream of the injector at X − Xinj = 0.5 m, there is a

large presence of air in the boundary layer, as the water volume fraction reaches αw ≈ 0.5. As

a result, the largest drag reduction is seen for this location, as was also found in the validation

of Section 7.6. Further downstream, the volume fraction of water increases, as the air is trans-

ported away from the near-wall region, thus the drag reduction decreases. The same tendency is

illustrated in Figure 8.2, which shows how the volume fraction of water increases downstream
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of the air injection point.

It is also evident from the Figure, that no continuous air layer has formed, as the water volume

fraction does not decrease below αw ≈ 0.5, indicating that the air layer consists of a mixture

of air bubbles and water, as is expected in the BDR regime. This is likely due to the turbulent

dispersion force and turbulence which ensures mixing between the two phases, and thus a

continuous air layer is unable to form. The boundary layer velocity profiles between the multi-

phase and single-phase simulations are also seen to be mostly similar, meaning that the air

bubbles have a negligible effect on the velocity profile.
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Figure 8.1: Normalised streamwise velocity and water volume fraction for the first 5 cm in the wall-normal direction
at q = 0.04 m2/s. 2P denotes multiphase simulations, while 1P denotes a reference singlephase simulation for water.
The leftmost figure shows the analysis at X − Xinj = 0.5 m, middle at X − Xinj = 3 m and rightmost figure at
X − Xinj = 8 m.
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Figure 8.2: Volume fraction of water, αw, in the near-wall region for q = 0.04 m2/s, at three downstream lengths.
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8.1.2 Boundary Layer Analysis for ALDR Regime

In Figure 8.3, where the gas flow rate is doubled, a continuous air layer is visibly formed, as

the water volume fraction reaches αw = 0 immediately adjacent to the wall. This is also clearly

evident in Figure 8.4, showing the water volume fraction in the near-wall region. Additionally,

the continuous air layer thickness is seen to decrease when comparing the water volume fraction

at X − Xinj = 0.5 m and X − Xinj = 3 m. However, the volume fraction does not increase notice-

ably from αw = 0, indicating that the air layer, and thus the drag reduction remains consistent

along the plate. This was also seen by Elbing et al. (2008), where for the ALDR regime, the drag

reduction remained constant along the plate length.

The boundary layer velocity profile is also seen to be affected by the continuous gas layer. Com-

pared with the single-phase reference case, the boundary layer thickness is reduced with the air

layer present at X − Xinj = 3 m and X − Xinj = 8 m. This is likely due to the dynamic viscosity

decreasing in the boundary layer due to the presence of air.
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Figure 8.3: Normalised streamwise velocity and water volume fraction for the first 5 cm in the wall-normal direction
at q = 0.08 m2/s. 2P denotes multiphase simulations, while 1P denotes a reference singlephase simulation for water.
The leftmost figure shows the analysis at X − Xinj = 0.5 m, middle at X − Xinj = 3 m and rightmost figure at
X − Xinj = 8 m.
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Figure 8.4: Volume fraction of water, αw, in the near-wall region for q = 0.08 m2/s, at three downstream lengths.

8.2 Surface Roughness

Until this point, the plate upon which the drag reduction is measured has been assumed to be

a perfectly smooth surface. For real-world applications, such as air lubrication used for large-

scale ships, the hull can not be assumed to be a smooth surface, so surface roughness must

be considered. To achieve a smoother surface, ships are usually painted, however, as the paint

breaks down due to mainly fouling, the surface roughness will increase (Visscher 1928). Seok

and Park (2020) found that, typically, the roughness will increase by 40 µm/year due to fouling,

thus an analysis will be done by comparing drag reduction and air layer persistence along the

two-dimensional plate for a perfectly smooth surface and varying roughness.

The analysis is done for the same numerical model setup and flow conditions of the validation in

Section 7.6 with bulk velocity and gas flow rate of uw,b = 13.3 m/s and q = 0.056 m2/s, respec-

tively. In the numerical framework, wall roughness is modelled by applying a wall constraint on

the turbulent viscosity, when using wall functions, based on the turbulent kinetic energy k. The

equivalent sand-grain roughness approach, described in Section 4.3.1, will be utilised to model

the roughness of the flat plate, using the arithmetic mean roughness. In this way, the surface

roughness will not directly affect the air bubbles, as the actual surface roughness is not resolved.

Instead, the modelled equivalent sand-grain roughness will affect the flow field and turbulence

in the near-wall region, thus indirectly affecting the air layer and bubbles.

The analysis will be done for a fully uniform and strongly non-uniform surface roughness, at

two different surface roughness heights. The four cases are presented in Table 8.1. Additionally,

the cases will be compared with the results of a perfectly smooth wall, with ϵ = 0.
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Table 8.1: Overview of the four different surface roughness conditions to be tested. Ra denotes the actual arithmetic
mean surface roughness height, and ϵ denotes the equivalent sand-grain roughness height.

Ram [µm] ϵ [µm] Cs

Case 1 100 586 0.5

Case 2 200 1173 0.5

Case 3 100 586 1

Case 4 200 1173 1

8.2.1 Drag Reduction

Figure 8.5 presents the drag reduction versus downstream distance from the injector for the

case of uniform and non-uniform surface roughness in (a) and (b), respectively, for a smooth

wall and two surface roughness heights. The average difference in drag reduction, presented

in percentage points, between the smooth wall and the various surface roughness cases is also

shown in Table 8.2. The percentage point difference ∆DR is found by the difference in the mean

drag reduction of each case, from the point of air injection at X − Xinj = 0 until X − Xinj = 10 m,

for a given surface roughness as:

∆DR = DRsmooth − DRrough (8.1)

The figure shows that independent of roughness uniformity, introducing surface roughness of

Ra = 100 µm at the wall will decrease the drag reduction substantially. Furthermore, doubling

the surface roughness only reduces the drag reduction by 0.6%pt. for both cases of rough-

ness uniformity. Comparing the uniform and non-uniform roughness, little difference is seen,

although the non-uniform roughness results in slightly lower drag reduction.

Table 8.2: Overview of drag reduction difference, in percentage points, between the four cases of surface roughness
and a smooth wall.

Case 1 Case 2 Case 3 Case 4
∆DR [%pt.] 3.5 4.1 4.1 4.7
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(a) Uniform surface roughness of Cs = 0.5.
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(b) Strongly non-uniform surface roughness of Cs = 1.

Figure 8.5: Drag reduction versus downstream distance of the injector for a smooth plate and two values for surface
roughness. A uniform and non-uniform surface roughness is presented in (a) and (b), respectively.

To analyse the decrease in drag reduction seen as a result of surface roughness, the turbulent

kinetic energy of the water phase, kw and volume fraction of the disperse air phase, αairD in the

first near-wall cell is presented in Figure 8.6. The analysis is done for a smooth wall, shown as

the dashed lines, and for the rough wall of Case 4, shown as the full lines.

From the figure, it is clear that for a rough wall, the volume fraction of disperse air is noticeably

reduced compared with the smooth wall, meaning fewer bubbles are present in the near-wall

region, which likely explains the decrease in drag reduction. The decrease of air bubbles in the

near-wall region can be explained by considering the turbulent kinetic energy, shown in red in

the figure. For the case of surface roughness, the turbulent kinetic energy is seen to be increased

by a factor of roughly three along the plate length. As the turbulence is modelled through a

k-ω SST model, an increase in turbulent kinetic energy will also increase the eddy viscosity. The

eddy viscosity is an important parameter in the calculation of the turbulent dispersion force,

where a larger TD force occurs for increasing eddy viscosity, thus the dispersion of air from the

near-wall region is larger.

Additionally, the turbulent kinetic energy is greatly increased for the rough wall immediately

downstream of the injector. This also indicates that the transition from a laminar to a turbulent

boundary layer occurs further downstream for the smooth wall. The surface roughness therefore

results in increased turbulence in the boundary layer, which increases air transport away from

the wall.
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Figure 8.6: Turbulent kinetic energy of the water phase, kw shown in red and volume fraction of the disperse air
phase, αairD shown in blue in the near-wall region along the plate length. The analysis is done for a smooth wall and
Case 4 with a non-uniform surface roughness of Ram = 200 µm.

8.3 Additional Air Injectors

As seen in previous analyses, the air layer, and thus the drag reduction, tends to dissipate

quickly for the BDR regime. Already at X − Xinj = 2 m the drag reduction is reduced to roughly

20%, from a peak of roughly 85%. The same phenomenon, though at a larger scale, will occur

for air lubrication on full-scale ships, as the air layer will dissipate both due to turbulence and

mixing, and on the sides of the hull. Therefore, there is a need for multiple air injector locations

to sustain the air layer and a high drag reduction.

A second injector location will be implemented for the two-dimensional case to analyse how this

affects the air layer. The second injector will be tested at three different downstream locations

of X − Xinj = 2 m, X − Xinj = 4 m and X − Xinj = 6 m. The flow conditions will mimic that of

previous analyses with uw,b = 13.3 m/s and q = 0.056 m2/s. The second injector will inject air

at an equal gas flow rate to the first injector, thus with two injectors, the total air injection into

the system is doubled.

Figures 8.7-8.9 present the drag reduction and volume fraction of air in the disperse and contin-

uous phase along the full plate length, for the three different locations of the second air injector.

In Figure 8.7, where the second injector is implemented at X − Xinj = 2 m, it is seen how the drag

reduction increases to roughly 90% and stays constant for the full plate length. This indicates

that a continuous air layer has been formed, and the drag reduction is in the ALDR regime. This
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is also seen in the air volume fraction, as the continuous volume fraction increases to roughly

αairC = 0.9 and the disperse volume fraction decreases.
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Figure 8.7: Drag reduction and air volume fraction versus downstream distance of the first injector location. A second
air injector is implemented at X − Xinj = 2 m.

Figures 8.8 and 8.9, where the second injector is implemented at X − Xinj = 4 m and X − Xinj =

6 m, respectively, show very similar results as no continuous air layer forms after the second

injector. This is also visible in the volume fraction graphs, where the continuous air volume

fraction decreases rapidly after the second injector. This indicates, that the disperse air volume

fraction has decreased sufficiently from the first injector, due to turbulence and dissipation, such

that an additional injector at X − Xinj = 4 m and further downstream, will not transition the drag

reduction to the ALDR regime. However, for both cases, the drag reduction is still increased

after the second injector, as the overall disperse air volume fraction is increased. In general,

this analysis shows, that a second injector should be implemented at roughly X − Xinj = 2 m to

obtain a continuous air layer.
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Figure 8.8: Drag reduction and air volume fraction versus downstream distance of the first injector location. A second
air injector is implemented at X − Xinj = 4 m.
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Figure 8.9: Drag reduction and air volume fraction versus downstream distance of the first injector location. A second
air injector is implemented at X − Xinj = 6 m.
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9 Numerical Modelling of Air Lubrica-

tion with VOF LES

To further understand the bubbly flow in air lubrication applications and the potential shortcom-

ings of the MultiMorph model, an additional analysis is done on the air injector geometry of

Elbing et al. (2008). This is done by performing a VOF simulation using a LES turbulence model

on a small part of the domain around the air injection point. The results of this simulation give

an understanding of where the MultiMorph model differs from the real world in the case of

bubble generation in air lubrication. Additionally, the results will illustrate the velocity field

and turbulence in and around an air injector, to further understand air lubrication. To achieve

accurate modelling, several modelling considerations are done. These and a description of the

geometry are given in the following sections.

9.1 Geometry and Computational Domain

The geometry of the air injector domain is seen in Figure 9.1, with parameters listed in Table 9.1.

The width of the computational domain in the z-direction, L6, is not shown in the figure, but

is also listed in the table. To set up the numerical model, boundary conditions are defined for

each boundary, listed in Table A.6 in Appendix A.5. The boundaries defining the edges in the

spanwise direction are defined as front and back.

Dinleta

L1
L2

L3

bottom

L4outlet
uw,b

inletw

ua,b

y

x

L5

168◦
hull

Figure 9.1: Geometry considered for the air injection analysis. Parameters are presented in Table 9.1.

Parameter L1/D L2/D L3/D L4/D L5/D L6/D uw,b D

Value 5 4.82 10 1.5 1 0.5 6.7 m/s 5.75 mm

Table 9.1: Overview of the parameter set considered for this study.

The air injector has an angle of 12◦ to the water channel, to match the injector geometry of
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Elbing et al. (2008). To greatly reduce computational time, only a periodic part of the domain is

considered in the z-direction, and the width is defined as L6/D = 0.5.

9.1.1 Two-Point Correlation for Determining Domain Width

The width of the domain is based on a two-point correlation at three different sample locations

within the domain. The two-point correlation is based on the instantaneous velocity component

in the x-direction, at three locations and two different instances.

The analysis showed that a domain width of 0.4D was sufficient to ensure no correlation between

the two domain sides. However, to ensure that at no point in time any eddies larger than

the domain will occur, a domain width of 0.5D is chosen. The computational technique and

graphing of said two-point correlation can be seen in Appendix A.4.

9.2 Numerical Method

For the computational method, the VOF multiphase model is used to track the interface between

the air and water. The interface is tracked by a function α. When α = 1 a control volume is filled

purely of water and α = 0 denotes a control volume unoccupied by water. The interface between

the two phases is present for 0 < α < 1.

α =


1 phase 1

0 phase 2

0 < α < 1 interface

(9.1)

When using the function α, only a single set of equations is necessary to calculate the properties

of a given phase, as α can be used as a weight. In this way, the density and dynamic viscosity

can be calculated as

ρ = αρw + (1 − α)ρa (9.2)

µ = αµw + (1 − α)µa

where the subscripts “a” and “w” denote the air and water, respectively.

9.2.1 Governing Equations

The VOF model solves Navier-Stokes equations for two immiscible isothermal incompressible

fluids, where the mass and momentum equation are given as

∂ρ

∂t
+∇(ρu) = 0 (9.3)
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∂(ρu)
∂t

+∇(ρuu) = −∇p +∇T + ρg + Fσ (9.4)

where T is a stress tensor and Fσ describes the surface tension. An additional equation is

necessary to describe the transport of the volume fraction α, the advection equation, which is

given as
∂α

∂t
+∇(αu) = 0 (9.5)

A challenging issue of the VOF model is the discretisation of the advection equation to achieve

correct transport of α, especially in cells where the interface is present. High-order algebraic

schemes tend to result in unstable numerical oscillations, while lower-order schemes will smear

the surface (Gopala and van Wachem 2008). Another method is to employ a geometric scheme,

which reconstructs the computational cells where the interface is present. The model used in

this analysis employs the isoAdvector scheme by Roenby et al. (2016), where the interface cells

are cut according to the isosurface that accurately represents the interface.

9.2.2 Dimensionless Parameters

Water enters the computational domain with the bulk velocity uw,b. The Reynolds number, Rex,

characterises the water flow

Rex =
ρuw,bx

µw
(9.6)

with x indicating a point along the plate from the leading edge. The flow conditions are defined,

such that a Reynolds number of Rex = 106 is reached at the point of the air injector at x = L1.

Air enters the air injector at a constant rate of uw,b/ua,b = 0.1, where uw,b is the bulk inlet velocity

of the water.

9.2.3 Computational Mesh

The computational mesh is presented in Figure 9.2. The mesh consists of roughly 33,500,000

computational cells where cells in the free stream after the injector have lengths in the order of

35 µm to 45 µm to resolve the smallest eddies and air bubbles sufficiently. At the hull, boundary

cells are refined to achieve y+ < 1 to adequately resolve the boundary layer, as is essential for

LES. Table 9.2 shows a comprehensive list of mesh statistics, with the boundary layer cells shown

in Figure 9.3.
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Figure 9.2: Meshing of the computational domain presented in Figure 9.1.

Lbl,first

Lbl,last

Lbl,tot

Figure 9.3: Close up of boundary layers of mesh shown
in Figure 9.2.

Property Value

# of cells 33,500,000

# of boundary layers 5

First layer thickness, Lbl,first 1.3 · 10−4D

Final layer thickness, Lbl,last 0.0024D

Tot. layer thickness, Lbl,tot 0.0045D

Max. skewness 0.54

Max. aspect ratio 61.5

Max. y+ 0.9

Average y+ 0.34

Table 9.2: Several properties for the injector geometry
mesh. Sizes of layers are shown in Figure 9.3.

9.2.4 Boundary Conditions and Model Parameters

For the air injection, a fully developed velocity profile is applied at the boundary with bulk

velocity ua,b.

The Divergence Free Synthetic Eddie Method (DFSEM) model by Poletto et al. (2013) applies a

turbulent velocity profile for the water inlet boundary condition, by generating synthetic eddies

at the inlet. To generate the eddies, a k-ω SST URANS single-phase simulation is done to

generate Reynolds stresses and turbulent length scale parameters to apply in the model domain.

The time step is dynamically adjusted to ensure a Courant-Friedrichs-Levy (CFL) number of

Co = uw,b∆t/∆x < 0.8, and a constant contact angle between the water and the hull is set as

β = 75◦.

The simulations are done on AMD EPYC 7763 processors on 1792 processor cores.

9.2.5 Initialisation of Domain with URANS

The VOF LES domain is initialised to decrease computational time by a k-ω SST URANS VOF

simulation in a quasi-steady state. In this way, the initial simulation time where the air injector is

filling with air and a quasi-steady air layer is being formed downstream, is skipped. The URANS
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simulation is done for similar geometry and boundary conditions, although on a much coarser

mesh of roughly 400,000 computational cells. To minimise all URANS effects, results of the LES

simulation are only considered after some time equal to a single water flow pass-through of the

domain.

9.2.6 Averaging of Results

As the water flow and air bubbles exert transient behaviour, the model’s results will be averaged

to achieve more representative results than instantaneous measurements. As mentioned, the first

pass-through will not be considered due to the URANS initialisation. Averaging will therefore

start after a settling period equal to one pass-through. The averaging will be done on the volume

fraction, velocity and pressure fields, and the wall shear stress at the hull boundary downstream

of the injector.

9.3 Results and Discussion

The following sections will present the results of the VOF LES model. Firstly an analysis is done

on how the air bubbles are generated by the injector, and how the bubbles behave downstream.

This is used to understand some of the potential phenomena not captured by the MultiMorph

model. Afterwards, the velocity field and turbulence in the domain are presented and analysed

to understand how the bubble generation occurs.

9.3.1 Air Bubble Generation in VOF LES Simulations

In Figure 9.4 the water volume fraction, αw, is seen on a slice of the computational domain. The

figure shows how bubbles form and travel downstream close to the hull as the air is injected

into the water freestream. Larger bubbles of similar size can be seen for the full length of the

domain, with smaller bubbles, which in some cases are not fully resolved, in between the larger

bubbles.

A closer view of the air injector exit is seen in Figure 9.5 showing how the interface between

the air and water becomes wavy, letting off large bubbles, with a bubble structure common to

that seen in a slug multiphase flow regime. This wavy structure would likely not be seen in the

MultiMorph model, as the large eddies are not captured due to the URANS approach.
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αw
0 0.25 0.5 0.75 1

Figure 9.4: Sliced view of the instantaneous water volume fraction, αw field. Click the image to view a GIF of the
simulation.

αw

0 0.25 0.5 0.75 1

Figure 9.5: Sliced view of the instantaneous water volume fraction, αw field around the exit of the air injector.

The large slug-like bubbles do however, not touch the wall above them, which can be seen in

Figure 9.7, showing the surface of the wall after the air injector. These findings are similar to

that of Sassi et al. (2020), who found that a thin liquid film is present between a gas slug and the

near wall. This was also seen in Elbing et al. (2008), where a region of increased water volume

fraction was seen between the wall and air bubbles, over a range of free-stream velocities and

air injection rates.

Figure 9.6 presents the time-averaged water volume fraction in the near-wall domain at three

locations downstream of the injector to quantify the water film between the wall and air bubbles.

The figure shows a water film between the air slugs and the wall, with the water film thickness

also increasing downstream. This was not seen in the results of the MultiMorph model, where

the water volume fraction reached the lowest values immediately adjacent to the wall and in-

creased continuously away from the wall, illustrated in Figure 8.1 and 8.3. This could result in

an overshoot of drag reduction, as the near-wall air volume fraction is likely too high for the

MultiMorph model.
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Figure 9.6: Time-averaged water volume fraction in the near-wall domain at x/D = L2 + 0.5D, x/D = L2 + 2D and
x/D = L2 + 4D.

It is also observed in Figure 9.7 that a large number of small bubbles, which are not fully

resolved, can be seen touching the surface. Elbing et al. (2008) also found that a large fraction of

the total number of bubbles was in the range 50 µm to 150 µm, which supports the size of the

near-wall bubbles seen in this analysis. A similar phenomenon was seen using the MultiMorph

model in Section 8.1, where in the BDR regime, a disperse phase was observed for the full plate

length, representing the presence of many small air bubbles.

αw
0 0.25 0.5 0.75 1

Figure 9.7: Surface view of the instantaneous αw field on the wall after the air injector.

Further supporting that the multiphase flow is in the slug regime, is Figure 9.8, showing the

αa = 0.5 isosurface. It is seen that most of the air bubbles are as wide as the domain, meaning

that the air injector likely produces slugs as wide as the injector itself. The slugs generally

produce air bubbles with a mean height, in the y-direction, of roughly 1 mm to 1.5 mm with a

length-to-height ratio of approximately 2. Downstream of the air injector, the bubbles keep their

shape, with negligible breakup.
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Figure 9.8: Isosurface for αw = 0.5 just downstream of the air injector.

9.3.2 Velocity Analysis

Figure 9.9 presents the time-averaged streamwise velocity field in the domain. It is seen how an

increased velocity occurs at the exit of the air injector, where the air bubbles are released into

the free stream. Furthermore, it is observed that the boundary layer before the air injector is

destroyed as the air collides with the water, essentially resetting and starting over again after the

air injector.

⟨ux⟩/uw,b
0 0.25 0.5 0.75 1 1.25 1.5

Figure 9.9: Time-averaged streamwise velocity field of the flow.

To further analyse the velocity field within the domain, the dimensionless time-averaged stream-

wise velocity, in the near-wall domain, at four locations is presented in Figure 9.10. The figure

supports the observation that the turbulent velocity profile before the air injector is destroyed

and the boundary layer starts over after the injector. The velocity gradient away from the wall

is also much steeper after the injector when air bubbles are present in the boundary layer. Fur-

thermore, it is seen how at x/D = L2 + 0.5D a velocity higher than the bulk velocity is seen just

off the wall, which dissipates again further downstream.
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Figure 9.10: Time-averaged dimensionless streamwise velocity profiles at x/D = −1D, x/D = L2 + 0.5D, x/D =
L2 + 2D and x/D = L2 + 4D.

9.3.3 Analysis of Turbulence in the Air Injector Domain

Based on the shredding of large slugs of air seen in Figure 9.5, the turbulence intensity at the

air injector is shown in Figure 9.11. The turbulence intensity is calculated from the root-mean-

square of the instantaneous velocity, representing the velocity fluctuations. The figure clearly

illustrates, how the turbulence intensity reaches a peak value of I ≈ 1.3% at the exit of the

air injector, which likely causes the unstable nature and shredding of the air bubbles at this

point. Additionally, the turbulence intensity takes values close to zero upstream at the air-water

interface, explaining the steady interface before the injector exit.

I
0 0.2 0.4 0.6 0.8 1 1.3

Figure 9.11: Turbulence intensity, in %, around the exit of the air injector.

To visualise and classify the three-dimensional flow structures in turbulent flow, the Q-criterion
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will be used. The Q-criterion is given in terms of the strain rate tensor and rotation rate tensor

as

Q =
1
2
(||Ω||2 − ||S||2) (9.7)

where Ω is the rotation rate tensor and S is the strain rate tensor (Chong et al. 1990). By thresh-

olding Q to positive values, areas in the flowfield where the vorticity dominates are visualised,

while negative Q values indicate viscous stress-dominated areas. Figure 9.12 shows the isosur-

face for Q = 10 to visualise the vortices in the flow field.

The figure clearly illustrates the function of the DFSEM model for implementing a turbulent ve-

locity profile, as turbulence and several synthetic vortex structures are seen immediately down-

stream of the inlet.

Interestingly, the turbulence and vortices seem to reduce significantly at the start of the air injec-

tor, as the boundary layer is destroyed. However, downstream of the air injector, the boundary

layer starts developing again as the boundary layer thickness increases significantly with down-

stream distance. The boundary layer downstream of the air injector also mainly consists of much

smaller vortex structures, compared with the vortices before the injector. This could indicate that

air bubbles greatly increase the turbulence in the flow field, and induce smaller vortices.

Figure 9.12: Isosurface of the Q-criterion, shown for a value of Q = 10. In this way, areas where the vorticity
dominates, are shown.
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10 Conclusion

This work presents an investigation into how the multifield two-fluid model MultiMorph, can

be used to accurately model the dynamics of air injection beneath a flat plate to be used for

analysis of air lubrication within the maritime industry.

To understand how the MultiMorph model operates, a thorough description of its framework is

described, with how the model combines the Euler-Euler and the Volume of Fluid approaches.

A sensitivity study is conducted on the model parameters, disperse phase bubble diameter and

turbulence intensity to understand how these parameters affect air layer formation and dissipa-

tion. Furthermore, an analysis of the two different air injection methods, air slot injection and air

mass source injection is done. The results of the sensitivity study shaped a model setup which

was then validated against the experimental data by Elbing et al. (2008) for both air injection

methods. The validation showed that the MultiMorph model was able to accurately predict the

air lubrication drag reduction underneath a flat plate in a two-dimensional domain. Importantly,

the validation was possible on a relatively coarse mesh, proving that the advantages of the Mul-

tiMorph model are also applicable to air lubrication applications.

Based on the validated MultiMorph model, further analysis of how the near-wall boundary layer

develops is done to understand how air bubbles affect the boundary layer. In the BDR regime, it

is found that the bubbles have a negligible effect on the boundary layer, with the bubbles slowly

dissipating downstream of the injection point. However, when enough air is present to enter

the ALDR regime, the air layer remains consistent along the plate, and slimmer boundary layer

thickness is observed. Further study is done on how surface roughness affects drag reduction,

where it is found that increased surface roughness decreases drag reduction, caused by an in-

crease of turbulence, increasing air dissipation away from the wall.

An analysis was also done on how multiple air injectors would affect the air layer formation.

Three investigations were done where an additional injector was implemented at 2 m, 4 m and

6 m downstream of the initial injector. The study showed that an additional injector, with an

equal air injection rate, at X − Xinj = 2 m, was able to form a continuous air layer in the ALDR

regime, from the already existing bubbles which were in the BDR regime. However, for the ad-

ditional injectors at X − Xinj = 4 m and X − Xinj = 6 m, too many bubbles from the first injector

have dissipated such that the additional bubble injections were not enough to form a continuous

air layer. The study thereby suggests that some critical location of a second air injector exists
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where enough bubbles occur to form a continuous air layer in the ALDR regime.

An in-depth analysis of the air injector with VOF LES simulations showed, that the air bubbles

are generated as slug-like structures with diameters of roughly 1 mm to 3 mm, with the defined

flow conditions. Downstream of the injector, the bubbles mostly keep their shape, with negligi-

ble breakup. The analysis also showed that a region of increased water volume fraction occurs

between the wall and the air bubbles, as was commonly found in the literature. This illustrated

one of the MultiMorph shortcomings, as this phenomenon was not captured in the MultiMorph

framework. Lastly, the air injector also disrupts the turbulence significantly, as the boundary

layer is destroyed, before developing again downstream of the injector.
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A Appendix

A.1 Two-Dimensional Bubble Dynamics Using the MultiMorph Model

An example case used to showcase the MultiMorph model is based on a rising bubble study in

a two-dimensional domain conducted by Hysing et al. (2009). The computational grid is for this

case altered to adopt three different grid refinement levels as seen in Figure A.1. This method

showcases how the MultiMorph model resolves the gas as either a continuous or dispersed

phase, depending on the mesh refinement. Furthermore, the disintegration of continuous struc-

tures to disperse is illustrated. The simulation parameters are seen in Table A.1 with the initial

gas bubble being purely in the continuous phase and with a surface tension of 24.5 N/m.

Initial Simulation Parameters Liquid Gas

Viscosity [kg/m s] 10 1

Density [m3/kg] 1000 100

Gravity [m/s2] 0.98 0.98

Droplet Parameters

Diameter w/2

Center in x-direction w/2

Center in y-direction w/2

Mesh Parameters

Level 0 cell length w/8

Level 1 cell length w/16

Level 2 cell length w/32

Table A.1: Simulation, droplet, and mesh parameters for rising
bubble simulation.

w

Level 2

Level 1

Level 0

x

y

Figure A.1: Mesh for rising bubble simulation.

The alpha fields of the continuous and disperse phases are shown in Figures A.2 and A.3 respec-

tively. The fields are shown at five different simulation times where t∗ = (t ug)/r0, with t being

the actual simulation time, r0 is the initial bubble radius and ug =
√

g2r0 is the gravitational

velocity as defined by Hysing et al. (2009).
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(a) t∗ = 0 (b) t∗ = 4.2 (c) t∗ = 14 (d) t∗ = 22.4 (e) t∗ = 28

Figure A.2: Alpha fields of the continuous gas phase of a bubble rising through a computational domain with 3
different levels of refinement.

(a) t∗ = 0 (b) t∗ = 4.2 (c) t∗ = 14 (d) t∗ = 22.4 (e) t∗ = 28

Figure A.3: Alpha fields of the dispersed air phase of a bubble rising through a computational domain with 3
different levels of refinement.

Figure A.2 shows how as the bubble rises through the different mesh refinement levels, the

gas-liquid interface becomes more blurred. As the bubble hits refinement level 0, it stays in the

continuous phase for a short time, before fully disintegrating to the disperse phase. Figure A.3

shows how as the bubble rises, part of the gas is left behind from the main bubble shape, as a

trailing edge. For further analysis, a table presenting the volume fraction of each phase in the

domain is shown in Table A.2.
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Table A.2: Phase fractions in the domain of the rising bubble simulation.

Phase volume fractions Liquid GasC GasD

t∗ = 0 0.947 0.053 0

t∗ = 4.2 0.944 0.053 0.003

t∗ = 14 0.934 0.049 0.017

t∗ = 22.4 0.923 0.043 0.034

t∗ = 28 0.906 0.001 0.093

The phase fractions show the same tendency as the fields with the continuous gas transferring

into the dispersed gas phase. However, it can also be seen that the liquid phase fraction decreases

as the gas phase conversion occurs, meaning less water is in the domain at the end of the

simulation compared to at the start. The loss of water indicates that a possible overcompensation

is done by the MultiMorph model when the continuous to disperse air conversion takes place.

A.2 MultiMorph Numerical Settings

The boundary conditions, schemes and solver settings defined in the MultiMorph model are

shown in the following Tables A.3, A.4 and A.5. The symbol “ * ” following a field indicates

that these boundary conditions apply to all three morphologies. The boundary conditions are

described using OpenFOAM lingo.

Table A.3: Boundary conditions set for each boundary in the model.

Field Inlet Outlet Plate Bottom

p calculated calculated calculated calculated

prgh fixedFluxPressure fixedMean fixedFluxPressure fixedFluxPressure

uw fixedValue inletOutlet noSlip slip

uairC fixedValue inletOutlet noSlip slip

uairD fixedValue inletOutlet slip slip

α∗ fixedValue zeroGradient zeroGradient zeroGradient

ω∗ Turb. inlet zeroGradient Wall Function zeroGradient

k∗ Turb. inlet zeroGradient Wall Function zeroGradient

nut∗ calculated calculated Wall Function calculated
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Table A.4: Overview of the schemes set in the model.

Class Name Scheme

ddtSchemes default Euler

gradSchemes default Gauss linear

divSchemes

div(phi,u)

div(phi,alpha)

div(phir,alpha,alpha)

div(alphaRhoPhi,u)

div(alphaRhoPhi, k|omega)

div(((rho*nuEff)*dev2(T(grad(u)))))

Gauss linear

Gauss vanLeer

Gauss vanLeer

Gauss lim. Lin.V 1

Gauss upwind

Gauss linear

Lapl. Schemes default Gauss lin. uncorr.

The Euler, Gauss upwind and Gauss lin. uncorr. schemes are first-order order accurate,

while the remaining are second-order accurate.

Table A.5: Overview of the solvers used for the different fields, and their settings.

Fields Solver relTol Tol Preconditioner Smoother

prgh GAMG 0.01 e−6 - DICGaussSeidel

prghFinal PCG 0 e−6 - DICGaussSeidel

k∗ smoothSolver 0 e−7 - symGaussSeidel

ω∗ smoothSolver 0 e−7 - symGaussSeidel
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A.3 Experimental Setup for Validation

X = 0 m
3.0

5 m

BL Trip
X = 1.38 m - injector 1

y

zx

X = 7.43 m - Drag Measuring Point

Gravity

Figure A.4: Experimental setup used for Test 1a and 1b and Test 2a and 2b conducted by Elbing et al. (2008).

A.4 VOF LES Two-Point Correlation

To ensure that as few large eddies as possible cross the cyclic boundary conditions of the three-

dimensional domain, the domain width will be based on the integral length scale. Davidson

(2022) describes how a two-point correlation can use the instantaneous velocity component in

the x-direction, u1, in a domain to determine the integral length scale. A correlation between

two points, A and C, while also being normalised using the root-mean-square of the velocity,

u1,rms = (u′2
1 )

1/2, can be computed as:

Bnorm
11 (xA

1 , x̂1) =
u′

1(xA
1 )u

′
1(xA

1 + x̂1)

u1,rms(xA
1 )u1,rms(xA

1 + x̂1))
(A.1)

By taking the integral of equation A.1, the integral length scale, Lint can be found at the point

where Bnorm
11 = 0, meaning no correlation beyond that length is observed,

Lint =
∫ ∞

0
Bnorm

11 (x̂1) dx̂1 (A.2)

The two-point correlation is computed at three different locations within the mesh to ensure that

in no place in the domain eddies larger than the domain width exist. While not visualised, the

correlation at the three locations is also examined at two different time steps to ensure that the
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two-point correlation is also accurate over time. Figure A.5 shows the two-point correlation of

the three samples.
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Figure A.5: Two-point correlation of the instantaneous velocity component in the x-direction. Line 1 refers to a
sample taken just below the beginning of the air injection slot. Line 2 and line 3 refer to samples taken at the end of
the air injector and 7D downstream of the air injector, respectively.

A.5 Boundary Conditions for VOF LES Model

The boundary conditions set for the VOF LES model to analyse the air injector are listed in Table

A.6.

Table A.6: Boundary conditions set for each boundary in the VOF LES model.

Boundary u prgh nut αw

inletw DFSEM fixedFluxPressure calculated fixedValue

inleta Fully dev. profile fixedFluxPressure calculated fixedValue

outlet inletOulet totalPressure calculated inletOutlet

hull noSlip fixedFluxPressure wallFunction contactAngle

bottom symmetry symmetry symmetry symmetry

front/back cyclic cyclic cyclic cyclic
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