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1
INTRODUCTION

The way people are interacting with computerized devices are changing, and gesture-based

interfaces have gained increasing interest recently. The adoption of touch screens on mobile

devices has contributed to the implementation of gestures-based interaction in our everyday

life. Gestures have been implemented in smart phones and tablets with iPhone and iPad as

examples, where the user makes finger gestures by tapping elements and swiping their fingers

across the screen. Users do not press the left arrow key to navigate to the next image in the

gallery or hold down the down arrow to scroll down in the list. Instead they make a gesture by

moving the finger across the screen, as if they were flicking through pages in a photo album or

scrolling on a real wheel.

The gaming industry has also implemented the use of gestures in their new gaming consoles

with Nintendo Wii and Playstation 3 Move as examples, where the user interacts with a con-

troller in mid-air, as if they were using real objects instead of pressing buttons on an original

gaming controller. The user can swing the controller, as if it was a real sword, and this is trans-

lated into movements of an animated sword in the game.

With the Xbox 360 and Microsoft Kinect the interaction functions without any controllers, and

with for example Dance Central 2[1] the user interacts with actual body movements instead

of movements of a controller. The user’s body movements are compared to predefined poses,

and the score depends on timing and how accurately the user can perform the poses.

The same level of implementation of gestures has not been seen for PC’s, and the most used

standard input devices are still the keyboard and computer mouse. Therefore we have found

it interesting to explore the possibility of using gestures for interacting with a PC, and to what

extend such a gesture-based interface can be developed using the Kinect sensor, which is ex-

pressed in the overall research question:

To what extent can mid-air gesture-based interaction be used for interacting with a

PC?
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CHAPTER 1. INTRODUCTION

To be able to answer the overall research question it is necessary to develop basic mid-air

gesture-based interaction. We conduct this as a proof-of-concept with focus on basic interac-

tion which is expressed in the following research question.

To what extent can mid-air gesture-based interaction be developed and replace

standard input devices for basic interaction on a PC?

To narrow down the field of study we focus on one common usage for PC’s, which is web

browsing[2].

To be able to develop a mid-air gesture-based interface we have chosen to use the Kinect sen-

sor due the fact that the Kinect sensor is becoming more available and we find this technology

interesting. The Kinect sensor enables us to track users and their body movements.

The ability to predict the time and performance of different designs of user interfaces can be

a vital tool to avoid the implementation of an ineffective design. Additionally a model can be

used as a tool for analyzing an already implemented user interface to specify the time con-

sumption of different actions and thereby providing the possibility of improving the user in-

terface. A model also allows designers to compare different interaction forms for a given user

interface. The Keystroke-level model (KLM) has been applied for many years for time and per-

formance prediction for interacting with user interfaces and have been modified to fit other

forms of interactions than the original keyboard and mouse. To ease the process of design-

ing new user interfaces that uses a mid-air gesture-based interaction, modeling the time and

performance is of great importance.

This leads to the following research question:

To what extent can the Keystroke-level model be modified to predict time and per-

formance for mid-air gesture-based interaction?

Because gesture-based interaction is a new area considering PC’s, it is important to investi-

gate how people interact with such system. This interaction requires larger movements from

the user, since the body is used as a controller, and this makes this form of interaction more

visible to other people located near the user than standard input devices such as mouse and

keyboard. Therefore we find it important to study the mid-air gesture-based interaction ap-

plied in public and locate situations that should be taking into consideration when developing

such interface. This leads following research question:

How do users experience interacting with a mid-air gesture-based interface in pub-

lic?

The following chapter gives a summary of the three articles along with their contribution. The

used research methods are described in details and we present our conclusion of this study

along with limitations and future work.
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2
CONTRIBUTION

2.1 Article 1

In this article we answer the question:

To what extent can mid-air gesture-based interaction be developed and replace

standard input devices based on time and performance for basic interaction on a

PC?

To be able to answer this question we developed a mid-air gesture-based interface and con-

ducted a series of experiments. We focused on web browsing on a PC, since this is a common

usage. The first part of the study concerned the development of the mid-air gesture-based

interface. By studying other articles and basic interaction with a web browser, we developed

a set of requirements for the mid-air gesture-based interface in order to replace standard in-

put devices for basic interaction with a web browser on a PC. The requirements consisted of

enabling the users to control the cursor and perform gestures for basic web browser func-

tionality, which included clicking elements, scrolling up and down on a web page and moving

forward and backward in the web history.

We developed the mid-air gesture-based interface using a Kinect sensor and OpenNI SDK [3].

We chose the Kinect sensor, because it was a new and interesting technology that enabled us

to easily track the position of users as well as the joints of the users. With the functionality

of a Kinect sensor we implemented an algorithm for recognizing gestures performed with the

users’ left arms and the functionality of moving the cursor on the screen with the users’ right

hands. An experiment was conducted with the first prototype of the interface in order to eval-

uate whether it could replace standard a standard computer mouse. The results showed that

users were able to browse a web page, but several improvements would be beneficial regarding

the control of the cursor and recognition of gestures.
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CHAPTER 2. CONTRIBUTION

A second prototype was developed with focus on the problems that were identified in the first

experiment, and an additional three techniques for controlling the cursor and recognizing

gestures were implemented. We conducted an experiment that focused on the performance of

the three new techniques for controlling the cursor and recognizing the gestures compared to

each other and the techniques used in the first prototype. We recorded the time used to move

the cursor and the precision, when clicking with the "Click"-gesture, using the four different

techniques. The four techniques for recognition of gestures were tested and the recognition

rate for each of them was recorded. We used the results of the experiment to identify the

optimal techniques for controlling the cursor and recognizing gestures.

To enable users to walk-up-and-use this type of interface we studied different techniques to

train new users. We found two different approaches, animations and feedback. Both tech-

niques were implemented in the third prototype and tested individually. The results showed

that feedback was the most effective and preferred by the participants.

With the final prototype, the optimal technique for recognizing gestures was able to recognize

89% of the performed gestures, and the participants found the gestures easy to learn, easy to

remember and the mapping of the gestures logical. When using the mid-air gesture-based

interface the time used to move cursor was three times greater than with a standard computer

mouse.

2.2 Article 2

The purpose of this article is to answer the following research question:

To what extent can the Keystroke-level model be modified to predict time and per-

formance for mid-air gesture-based interaction?

To answer this question we studied the original Keystroke-Level Model (KLM) to acquire a ba-

sic knowledge of the model. We investigated several other studies that used the original KLM

to predict time and performance of different user interfaces. Furthermore we studied articles

that had modified the original KLM to predict time and performance for other devices than

the keyboard and computer mouse. Based on these articles and a detailed analysis of the de-

veloped mid-air gesture-based interaction, we defined a new set of operators used to describe

the mid-air gesture-based interaction form for two different techniques to control the cursor.

The two different techniques for controlling the cursor were used since they both showed good

results in the experiments conducted in Article 1. The difference between the two techniques

was that the second cursor technique allowed the user to decrease the movement speed of the

cursor by switching between two modes.

The new set of operators consisted of operators describing the actions of scrolling up and

down, moving backward and forward in the web history and clicking elements. Furthermore

operators for describing the action of moving the arm back to the initial position after per-

forming the given gestures were defined. We conducted at first an experiment to define values

for each of the operators.
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2.3. ARTICLE 3

Three tasks were defined for a second experiment, and the task completion time for each task

was predicted with the use of our modified KLM. The second experiment was conducted and

the empirically determined task completion times were compared to the predicted times. The

results showed that the prediction of the first cursor technique and gestures was in the range

of -2.6% to 2.0% with the best result of -0.1% prediction error.

In this article we have shown that we are able to give a fairly precise prediction of the time used

to complete a task using the first cursor technique. This enables us to predict the task comple-

tion time for expert users for a given task without conducting an experiment and comparing

task completion time for different interaction forms on the same user interface.

2.3 Article 3

This article concerns the study of the following research question:

How do users experience interacting with a mid-air gesture-based interface in pub-

lic?

We examined related articles that studied people’s interactions with different computerized

devices in public spaces. This provided us with basic ideas for which interesting situations

that could occur.

We adapted our mid-air gesture-based interface to support buying beverages through a web

page that was developed by a student club at Aalborg University. We conducted a field study

by using our interface at a social event. The mid-air gesture-based interface was available for 7

hours, and we recorded users’ interactions with the interface using a HD-camera. During this

time frame 26 different participants used the interface to buy beverages, where several partici-

pants used the interface more than once. The participants filled out a survey concerning their

opinions about the mid-air gesture-based interface. The video material from the user study

was analyzed by both authors in collaboration, and interesting situations were identified. A

session consisted of an uninterrupted interaction, resulting in a total of 54 sessions.

Overall the participants were positive towards the mid-air gesture-based interface, and we dis-

covered that especially the first-time users found this type of interaction entertaining. The

simple task of buying beverages became more fun and entertaining than when using a stan-

dard keyboard and computer mouse. The participants also displayed competitive behavior

towards their friends, when using the interface, even though there was no clear measure of

their performance, besides they were able to make a purchase.

Based on our observations we introduced five categories which described the users’ interac-

tion with the interface and experience when using the interface. The five categories were: Dy-

namics of approach, Social inhibition, Learning the system, Playing around and Performance

and user experience.
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3
RESEARCH METHOD

In this chapter we discuss the research methods used in the empirical studies that form the

basis for this master thesis. The theories for the research methods are based on Lazer et. al.

[4].

3.1 Laboratory experiment

To determined whether users were able to use the develop mid-air gesture-based interface,

laboratory experiments were conducted. This made it possible to monitor the users’ perfor-

mance in a controlled environment thereby allowing us to identify areas that functioned well

and areas that could be improved.

3.1.1 General

Laboratory experiments provide the opportunity to control the settings and environment

which makes it possible for others to replicate the experiment and either confirm or dismiss

the presented results. Due to the controlled environment it is possible to record precise mea-

sures on e.g. users’ performance. In a laboratory, people are aware of they are being monitored

which may cause them to perform better or worse than in a more common environment. The

results gathered at a laboratory experiment may not fully reflect real world use.

3.1.2 Method

Laboratory experiments were used to evaluate each of the three prototypes as well as collecting

data to develop our modified version of the Keystroke-Level Model. In general, participants

were recruited at the Aalborg University for each of the experiments. We used within sub-

ject, when we had multiple conditions and used Latin Square [5] to distribute the conditions

equally among the participants. To ensure all participants were given the same information,
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CHAPTER 3. RESEARCH METHOD

the test monitor read instructions aloud to the participants each time. Before each of the ex-

periments, multiple pilot tests were conducted to ensure the technical equipment worked as

expected as well as the design and procedure of the experiment.

3.2 Interviews

We conducted semi-structured interviews to gather data from the participants after the labo-

ratory test. The interviews focused on the participants’ opinions about the designed gestures

and techniques for controlling the cursor.

3.2.1 General

Interviews have the ability to go deep and can provide data that otherwise could be difficult

to gather. Interviews gives the participants the ability to talk freely and elaborate on their

opinions about the given subject in their own words. Semi-structured interviews give the in-

terviewer the ability to follow up on interesting answers and opinions from the interviewee.

Interviews are time-consuming since it is necessary to use time to talk to each participant.

Interviewees tend to tell what they remember, potentially making the answers the intervie-

wee provides during an interview different from the answers they would give while using the

system.

3.2.2 Method

At the end of each laboratory experiment, the participants were interviewed concerning differ-

ent aspects of the designed gestures and techniques for controlling the cursor. The questions

for the interviews were prepared and written down in advance so each participant was asked

the same basic questions followed by clarifying questions based on the interviewee’s answers.

To encourage the participants to provide details and elaborated their answers, we asked the

questions, when possible, in an open-ended fashion. The interviews with the participants

were held right after the experiments were conducted in order to minimize the amount of de-

tails the participants might forget. We recorded the interviews using cameras to be able to

review the conversations.

3.3 Field study

To investigate how people experienced a mid-air gesture-based interface, a field study was

conducted.

3.3.1 General

Field studies provide the ability to observe users while interacting with a system in an envi-

ronment where the system is intended to be used. A field study is less controlled, there is no

restriction on the participants, or how the system is used. It can also be difficult to analyze the

data, because this type of experiment requires qualitative analysis. Since the analysis is done

by an analyst observing users, subjective opinions might influence the results.
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3.4. SURVEY

3.3.2 Method

We placed the mid-air gesture-based interface at a social event at Aalborg University, enabling

people to buy beverages using our interface. While users interacted with the interface, a HD-

video camera recorded users’ behavior as well as their conversations around our interface. We

conducted a qualitative analysis of the recorded data, inspired by Peltonen et. al. [6]. The

analysis of the video material was conducted by watching the video material several times.

First time we noted interesting situations emerging in the video material. Second we noted

when the situations occurred, which type of situation we observed, how many people were

located in front of the system etc. Both authors watched and noted the findings in the video

material in collaboration.

3.4 Survey

To gather opinions from the participants regarding the mid-air gesture-based interface, we

conducted a survey. As a tool, we used the Questionnaire for User Interaction Satisfaction

(QUIS) [7], which was designed to collect users’ satisfaction measures of a specific interface.

3.4.1 General

A survey can be used to collect data from a large number of users at a relative low cost. This

makes it possible to get a quick overview over people’s opinions on a given subject. Surveys

only give limited shallow data since it is not possible to do follow up questions. Because of

the impossibility of follow up questions, it is highly important that the questions are clear,

error-free and well-written.

3.4.2 Method

After making a purchase with the interface during the field study, the participants were asked

to fill out a questionnaire. The questionnaire was to be completed on a laptop located in a

more quite place nearby, thereby allowing the user to be anonymous and not be bothered by

others. The questionnaire consisted of both open and closed questions. The closed questions

were regarding the users’ satisfaction on certain aspects of the mid-air gesture-based inter-

face, while the open questions concerned, where such system could be applied and additional

comments. The field for additionals comments was added to allow people to elaborate, if

needed.
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CHAPTER 3. RESEARCH METHOD

3.5 Research methods applied

Table 3.1 presents an overview of, in which article we have used the different research meth-

ods. We highlight strengths and weaknesses of the used research methods. Table 3.1 is based

on Lazar et. al. [4] and Wynekoop et. al. [8].

Articles Methods Strengths Weaknesses

Article 1

Laboratory experiment
- Evaluation of 3 prototypes

Controlled settings
Replicable
Precise measures

Unknown relation to real
world use
Artificial setting

Interview
- Opinions on 3 prototypes

Ability to gather opinions Time consuming

Article 2
Laboratory experiment
- Determination of values

Controlled settings
Replicable
Precise measures

Unknown relation to real
world use
Artificial setting

Article 3

Field study
- Real world use

Natural setting Uncontrolled setting
Difficult to analyze
Subjective

Survey
- Overview of opinions

Easy
Low cost

Shallow data

Table 3.1: Use of research methods
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4
CONCLUSION

This chapter presents a conclusion on this master thesis, including limitations and future

work.

4.1 Research questions

This master thesis was conducted based on the following overall research question:

To what extent can mid-air gesture-based interaction be used for interacting with a

PC?

We answered this question by dividing it into three subquestions.

The first subquestion was:

To what extent can mid-air gesture-based interaction be developed and replace

standard input devices for basic interaction on a PC?

We developed a mid-air gesture-based interface using a Kinect sensor with the OpenNI SDK

[3], focusing on web browsing on a PC. Using the Kinect sensor and OpenNI SDK we were able

to retrieve coordinates of the locations on different joints on a users body. The coordinates of

the left arm were used to recognize performed gestures and the coordinates of the right hand

to control the cursor. The gestures were mapped to basic web browser functionality, which

were clicking elements, going forward and backward in the web history and scrolling up and

down. We implemented a recognition algorithm (Dynamic Time Warping-algorithm) [9], and

an experiment showed that the optimal technique was able to recognize 89% of the performed

gestures, while 13% of the recognized gestures were false hits (unintended gestures). An exper-

iment showed that the time used to move the cursor with the interface was three times greater

than with a standard computer mouse. The constrains mentioned above described the extent

to which we were able to develop a mid-air gesture-based interaction for web browsing on a

PC and to what extent it was able to replace standard input devices.
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CHAPTER 4. CONCLUSION

To predict expert–use of the developed mid-air gesture-based interaction, we defined our sec-

ond sub-question:

To what extent can the Keystroke-Level Model be modified to predict time and per-

formance for mid-air gesture-based interaction?

We adapted the original Keystroke-Level Model to describe the mid-air gesture-based inter-

face with two techniques for controlling the cursor and validated the model. The results of the

validation showed that we were able to predict the task completion time for one of the tech-

niques for controlling the cursor and gestures within the range of -2.6% to 2.0% with the best

result only deviated with -0.1%. The other technique for controlling the cursor allowed the

user to lower the cursor speed by switching between two modes, and the results of the valida-

tion showed that our model was unable to predict the task completion time due to this mode

switch.

Our model enables us to predict the task completion time required for expert users to solve a

given task on a web page using the mid-air gesture-based interface.

To understand the consequences of using the mid-air gesture-based interface in public, we

defined the third sub-question:

How do users experience interacting with a mid-air gesture-based interface in pub-

lic?

In order to answer the last research question the mid-air gesture-based interface was placed at

a social event. The interface was adapted to allow users to buy beverages through a web page

during the social event using the mid-air gesture-based interface.

Our observations showed that the users in general found the mid-air gesture-based interface

entertaining and exciting. Some participants even displayed competitive behavior against

each other: who was the best at performing gestures, making the fastest purchase etc., even

though there was no indication of a score. We divided our observations into five categories

that described, how the users interacted and experienced our mid-air gesture-based inter-

face. The five categories were: Dynamics of approach, Social inhibition, Learning the system,

Playing around and Performance and user experience. The interaction is slower than using a

computer mouse, but we observed advantages of using the mid-air gesture-based interface.

The trivial task of buying beverages at the university became entertaining and the interface

attracted people. Areas that could potential gain from using such interface could be: Medical

industry (sterile environment), workshops and kitchens (dirty hands) and public places that

wish attention (shopping windows, bars, tourist agency).

To summarize and answer the overall research question we have shown that the users were

able to browse a web page using the mid-air gesture-based interface with some limitations

for recognizing gestures and the time required to move the cursor. We presented a model for

predicting task completion time for expert users using the interface. Furthermore we have

observed users’ interaction when using such interface in public and identified categories de-

scribing the use. Finally we have made suggestions on, where it could be beneficial to use this

interface, based on our observations and the users’ ideas.
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4.2. LIMITATIONS

4.2 Limitations

This section describes the limitations that should be taken into considerations, when review-

ing our results.

We conducted several laboratory experiments during this study. An effort was made to recruit

participants, both females and males of variating ages and IT-experience, but due to limited

access to participants the main part of the participants was male computer science students

at Aalborg University.

The Keystroke-Level Model assumes that the users are experts and completes the interaction

without errors. It is difficult to determine when a user reaches the level of expert, we can

therefore not guarantee that all the data used to define values for the model was collected

using only expert users. The same issue was present when the validation of the model was

conducted.

It must be noted that the results of the field study might have been influenced by the author’s

subjective opinions.

4.3 Future work

The experience acquired during this study lead to ideas for future work.

Based on suggestions from participants it could be interesting to explore new ways of perform-

ing the "Click"-gesture.

The mode switch used in one of the techniques for controlling the cursor showed to be difficult

to predict. A possible solution could be to modify the model to incorporate new operator(s) to

describe the mode switch.

Furthermore it could be interesting to improve the mode switch to allow users to change the

cursor speed more smoothly. Our idea is to determine the speed of the cursor based on the

distance between the user’s hand and chest. If the user stretches the right hand toward the

screen, the speed of the cursor is reduced, while pulling the hand towards the body increases

the cursor speed. This would cause the movement speed of the cursor to be more dynamic

and the mode switch more smooth.

Due the fact that the training mode was frequently omitted when the mid-air gesture-based

interface was placed in public, we have considered another technique for helping users. We

suggest an intelligent learning system, where the user only would receive help on how to per-

form gestures, when the system detected that the user was trying to perform a gesture, but

failed. The system would then display how to perform the gesture that was most similar to the

movement from the user.

We find it interesting to examine the prediction of our modified version of the KLM for larger

and more complex tasks. Furthermore it would be interesting to study whether the developed

mid-air gesture-based interaction could be used in other contexts than web browsing.
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ABSTRACT
Gesture-based interaction is being implemented as standards
for gaming consoles, smart phones and tablets. The physical
buttons are replaced by gestures on surfaces, with controllers
in mid-air or movements in mid-air for interacting with such
devices. This paper focuses on using mid-air gesture-based
interaction for web browsing on a PC using a Kinect sen-
sor. Three prototypes were developed incrementally. The first
prototype was developed as a proof-of-concept of a mid-air
gesture-based interaction. The second prototype improved
cursor control and gesture recognition, where four different
techniques for each were tested, and one identified as the
most suited. The third prototype was developed with focus
on calibration of users and learning of gestures. To teach
users to perform gestures, feedback and animations were used
and tested to find the most effective technique. The optimal
solution for recognizing gestures resulted in 89% of the per-
formed gestures being recognized correctly. The time to nav-
igate the cursor was found to be three times greater than with
a standard computer mouse.

Author Keywords
Mid-air gesture-based interaction, Kinect sensor, Web
browsing.

INTRODUCTION
Gesture-based interaction is becoming available on more and
more computerized devices. The interaction is changing from
pressing buttons to making gestures with fingers on touch
screens and movement of controllers and body parts in mid-
air. The iPhone and iPad are two well known examples of
gesture-based interactions with fingers on touch screens. The
user navigates by swiping and tapping on the screen with their
finger, for example swiping the finger to the left navigates to
the next image or screen. The interaction with touch screens
is defined as touch-dependent, as gestures only can be per-
formed, when the user is touching the surface. See Figure
1A.

The gaming consoles, Nintendo Wii [17] and Playstation 3
Move [20], have implemented gesture-based interaction that
functions in mid-air with controllers. The user holds the con-
troller, as if it was the object they are using in the game. With
Nintendo Wii Sports (tennis) [21] the user holds and moves
the controller as a tennis ratchet, which is translated into
movements of the virtual tennis ratchet. We have defined the

interactions with PS3 Move and Nintendo Wii as controller-
dependent mid-air, since the user is required to hold the con-
trollers in order to interact with the game. See Figure 1B.

The Xbox 360 with the Microsoft Kinect [14] uses a mid-air
gesture-based interaction that works without controllers, the
user must interact using only body movements. Interaction
using the Kinect sensor is defined as mid-air, because this
only require a user within the view of the Kinect sensor. See
Figure 1C.

Figure 1. Gesture-based interactions

The same type of gesture-based interaction has not been seen
for PC’s, and the most used standard input devices are still the
keyboard and computer mouse. Mid-air gesture-based inter-
action might be applied in different situations where keyboard
and a computer mouse is not ideal, such as places where
touching an input device is impossible or not favorable. This
paper explores the extent to which mid-air gesture-based in-
teraction can be developed and replace standard input devices
for basic interaction on a PC. We have based our develop-
ment of a mid-air gesture-based interaction on the functional-
ity Kinect sensor. The Kinect sensor is a motion sensor, and
it was chosen, because it is a respectively new and interesting
technology that provides the functionality of tracking a user
and identifying different parts of a user’s body. By using a
motion sensor the user is not required to wear or use any de-
vices. To narrow down the field of our study we focus on a
common usage for PC’s, web browsing[3], with a standard
computer mouse.

The next section describes related work for this study. We
then present the incremental development of the three proto-
types for a mid-air gesture-based interaction. We describe the
design, implementation and evaluation of each of the three
prototypes. Finally we discuss the evaluations of the three
prototypes and present our conclusion of this study.
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RELATED WORK
We have divided related work into four elements: gesture-
based interaction, replacing standard input devices, gesture
recognition and feedback. Gesture-based interaction con-
cerns gesture-based interaction on different devices. Replac-
ing standard input devices is focused on alternatives to the
standard input devices for PC. Gesture recognition is aimed
at techniques for recognizing gestures, and where they have
been applied with which results. Feedback is focused on tech-
niques for presenting feedback to the users, when they per-
form gestures.

Gesture-based interaction
Gesture-based interaction has been used to interact with dif-
ferent types of system. Gaming consoles such as PlayStation
3[20] and Xbox 360 with Kinect[14] both offer the possibility
of controlling the system using gestures in mid-air.

PC systems have been developed which gives surgeons di-
rect control of computerized systems using gestures, based
on data from wireless sensors placed on the surgeon [4] or
using cameras [10].

Furthermore Perry et. al. [19] used a web camera to recognize
a wave gesture used to browse through a DVD collection.

Different devices have been used to capture gestures, such
as cameras [10], touch-screens [8], pens [5] and sensors
[4]. Camera-based systems offer the possibility of creating
a walk-up-and-use interface since the user is not required to
wear any specific clothing or devices.

Web browsing on a PC
Gestures-based interaction is also used in web browsing to
perform simple navigation tasks such as moving forward or
backward in the web history by performing gestures with the
mouse [16]. This is also supported by different add-ons for
Mozilla Firefox, such as FireGestures [9].

Replacing standard input devices
When controlling a cursor using standard input devices such
as a mouse, the movement of the mouse is mapped to the
movement of the cursor. Older laptops from IBM used a
TrackPoint [13] to control the cursor. When the Track-Point
is pushed in a direction, the cursor moves in the given direc-
tion. The more pressure that is applied to the TrackPoint the
faster the cursor moves.

Dynamic cursor control means when the cursor approaches
the area of interest, the cursor speed is decreased. Young
Hong et al.[12] described whether it was beneficial to use
dynamic cursor control or not. The results showed that dy-
namic cursor control decreases the time it took navigating
from point A to point B.

Gesture recognition
Bao et al. [1] described a system capable of recognizing 26
alphabetical hand gestures using the Dynamic Time Warping-
algorithm. Wobbrock et al. [22] developed an algorithm
called $1 recognizer, capable of recognizing gestures. The
$1 recognizer was compared to both the DTW and Rubine
algorithm showing that $1 recognizer and DTW performed

very well (success rate of 99.02% and 99.15% respectively)
whereas Rubine was significantly more inaccurate.

Feedback
In order for users to be able to use a gesture-based interface,
the users must be able to perform the specific gestures cor-
rectly. Feedback has showed to be a way of teaching users
how to perform gestures. Freeman et al. [8] conducted an ex-
periment with 22 participants (8 female) showing that feed-
forward and feedback were more effective compared to using
a video demonstration to teach users how to perform a pre-
defined set of gestures. This is also supported by Bau et al.
[2] which got very similar results. Kratz et al. [15] described
a study, where they filtered and smoothed the input from a
user’s finger on the touch screen, before visualizing it on the
screen. The experiment with 12 participants showed that the
participants were able to perform more correct gestures with
the smoothed data as feedback than with the original data.

PROTOTYPE 1
The purpose of Prototype 1 was to create a proof-of-concept
of a mid-air gesture-based interaction for basic web browsing
on a PC and to compare the use of a standard computer mouse
against the developed interaction when browsing a web page.
Prototype 1 enables the user to control the cursor and perform
gestures mapped to different web browser functionality, when
the user is within the view of the Kinect sensor.

Prototype 1 was developed in C# with the use of OpenNI
Software Development Kit[18] and the Kinect sensor con-
nected with a PC. OpenNI SDK is capable of retrieving co-
ordinates from 15 different joints of a user’s body, which are
the hands, elbows, shoulders, torso, head, hips, knees and feet
using the depth image provided by the Kinect sensor. OpenNI
SDK is also able to detect, when a user enters and leaves the
view of the Kinect sensor.

Design
For interacting with a web browser a technique for choosing
elements and browser specific functionality is required, and
this is described in Gestures. Furthermore the ability of nav-
igating to elements is required, and we have chosen to use a
basic computer mouse as inspiration, and this is described in
Control of cursor movement.

Gestures
We have defined the gestures that must be supported, by
studying the functionality of a web browser. When using a
web browser the user must be able to click different elements
on a web page, such as links and images, and scrolling up
and down. This has been transformed into three gestures:
”Click”, ”Scroll Up” and ”Scroll Down”. When interact-
ing with a web browser, one of the most used functions in
Mozilla Firefox is going back in the web history[7]. Moyle
et al.[16] also states that using gestures to move forward and
backward in the web history is less time consuming than us-
ing the standard backward and forward buttons. This has lead
to two additional gestures, ”Go Backward”-gesture and ”Go
Forward”-gesture.
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All gestures start in an initial position shown in the first part of
e.g. Figure 2. Moving the left hand towards the Kinect sensor
is defined as ”Click”-gesture (Figure 2). Moving the left hand
upward or downward is defined respectively as ”Scroll Up”-
gesture and ”Scroll Down”-gesture (Figure 3 and 4). Moving
the left hand to the left or the right is defined respectively as
”Go Backward”-gesture and ”Go Forward”-gesture (Figure 5
and 6).

Figure 2. Illustration of ”Click”-gesture

Figure 3. Illustration of ”Scroll Up”-gesture

Figure 4. Illustration of ”Scroll Down”-gesture

Figure 5. Illustration of ”Go Backward”-gesture

Recognition of gestures
To recognize gestures a suitable algorithm is required, and for
this purpose the Dynamic Time Warping-algorithm (DTW)
has been found sufficient. The DTW makes it possible to rec-
ognize gestures performed at different speeds. Given two se-
quences, a candidate and a predefined, the DTW is able to de-
termine the distance between the candidate and the predefined
sequence. The DTW calculates distances between points in

Figure 6. Illustration of ”Go Forward”’-gesture

the two sequences and uses these distances to create a matrix,
and the length of an optimal path through this matrix deter-
mines the similarity of the two sequences.

Control of cursor movement
For interacting with the browser the position of the user’s
right hand according to the Kinect sensor was directly
mapped to the position of the cursor on the screen. The cur-
sor sensitivity was adjusted to allow the user to position the
cursor in each corner of the screen without having to move
around.

Implementation
The implementation is divided into two main parts, which are
the recognition of gestures and control of cursor movement.

Recognition of gestures
For recognizing gestures Prototype 1 uses four different joints
of the user’s body, both shoulders, left elbow and left hand,
but when a user moves around within the view of the Kinect
sensor, the coordinates of these joints change. The shoulder
joints are used to create a point located between the shoulders,
from which a distance to the left elbow and hand is calculated.
These distances are divided with the user’s shoulder width to
ensure that a user also can make gestures close to and far
away from the Kinect sensor. The gestures are then defined
as changes in the distances to the point between the shoulders
over a sequence of 30 continuous observations. This ensures
the user is able to perform gestures anywhere within the view
of the Kinect.

In order for Prototype 1 to consider a candidate sequence as
a match, the DTW calculates the distance between the two
sequences which must be below a predefined value. If more
than one candidate sequence is considered a match, the can-
didate sequence with the lowest distance to a predefined se-
quence is chosen, and the associated action is performed.

Control of cursor movement
To position the cursor the X- and Y-coordinates of the user’s
right hand joint is used. In order to reduce the jitter caused
by incorrect data from the Kinect sensor and shaking of the
human hand a low-pass filter is applied to stabilize the data
received from the Kinect sensor.

Evaluation
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Participant: Sex: Age: Education: Test order:
A M 27 Technical T-G-M
B M 24 Technical T-G-M
C F 20 Non-technical T-G-M
D F 23 Non-technical T-G-M
E M 26 Technical M-T-G
F M 23 Technical M-T-G
G F 20 Non-technical M-T-G
H F 23 Non-technical M-T-G

Table 1. Demographical data of participants

The goal of this evaluation was to identify advantages and
disadvantages of the developed mid-air gesture-based inter-
action and compare it against mouse-based interaction with a
standard computer mouse.

System
The system consisted of a 42” screen, a PC, a mouse, a key-
board and a Kinect sensor. The screen was placed on a table
with the Kinect sensor mounted on top of the screen. The de-
veloped mid-air gesture-based interaction was evaluated us-
ing a web page called: ”dk-kogebogen.dk”, a website con-
taining recipes, and this web page can be navigated with the
use of cursor and clicking elements. The different recipes
are divided into larger and smaller categories, such as low-
fat and low-fat soups. ”dk-kogebogen.dk” uses three differ-
ent font-sizes for links, which we have named small, medium
and large.

Participants
A total of eight participants, 4 female and 4 male with vari-
ating age and experience with IT, participated, and all of the
participants were students. Table 1 shows the demographical
data on the participants. In this table the participants’ educa-
tions are described as technical or non-technical, an example
one participant was a software-student and was described as
technical, and another participant was pedagogue-student and
was described as non-technical.

Setting
The evaluation was conducted in a usability laboratory of the
university. Two cameras were set up to record the partici-
pants, one camera facing the participants and the other cam-
era recording the participants from behind. A screen cap-
ture software was used to record the movement of the cursor
throughout the evaluation using mid-air gesture-based inter-
action as well as mouse-based interaction.

Procedure
The evaluation was divided into two parts, one part using mid-
air gesture-based interaction and another part using mouse-
based interaction. The evaluation of mid-air gesture-based
interaction was performed with the participants standing in
front of the screen and using the mid-air gesture-based inter-
action as the only input device. During the mouse-based in-
teraction evaluation, the participant was seated in front of the
screen and given a mouse as input device. Half of the partici-
pants started using mid-air gesture-based interaction, and the

other half started using mouse-based interaction. The proce-
dures for mid-air gesture-based and mouse-based interaction
are shown below:

1. Training using mid-air gesture-based interaction.

2. Test using mid-air gesture-based interaction.

3. Test using mouse-based interaction.

This is referred to as T-G-M in Table 1.

1. Test using mouse-based interaction.

2. Training using mid-air gesture-based interaction.

3. Test using mid-air gesture-based interaction.

This is referred to as M-T-G in Table 1.

The training using the mid-air gesture-based interaction did
always take place right before the evaluation using mid-air
gesture-based interaction to ensure the participants were pre-
sented with same conditions. The tasks presented to the par-
ticipants consisted of different selection and navigation tasks.
A test monitor was responsible for dictating the tasks to the
participants during the test session as well as helping the par-
ticipants during the training session. After completing the test
the participants were interviewed and asked about their opin-
ions concerning the gestures and movement of the cursor with
the mid-air gesture-based interaction.

Data collection and data analysis
The number of recognized gestures and the number attempts,
meaning when a participant tried to perform a gesture, but the
gesture was not recognized, were noted. The recognized ges-
tures were further divided into gestures and false hits, where
false hits refers to the situation, where the system recognized
a movement from the participant that was not intended as
a gesture. An example of a false hit was, when a partici-
pant scratched his nose, and this was recognized as a ”Scroll
Up”-gesture. When a participant successfully performed a
”Click”-gesture, we noted the font size of the link, whether
the participant missed the link or not. The time, the partic-
ipants used to complete the tasks, was recorded for both the
mouse-based and mid-air gesture-based interaction.

A success and false hits rate was calculated based on the data
recognized gestures, number of attempts and false hits.

Results
The results are divided into three part: Effectiveness, effi-
ciency and Satisfaction.

Effectiveness
Effectiveness refers to how effective the system recognized
the gestures. The overall success rate of performing gestures
was calculated to be 58%, meaning that 223 of the 383 at-
tempts to perform gestures were correctly recognized by the
system. The overall false hit rate was 7%. Furthermore the
relation between link sizes and number of times, where the
participants performed the ”Click” gesture, but missed the
link, were analyzed, but no significant differences between
the link sizes were found. The participants were able to click
their targets with an accuracy of 72% on average.
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Interaction Move Cursor Click Total
Keystroke-level 01.100 0.200 01.300
Mouse-based 01.825 00.325 02.150
Gesture-based 05.620 00.850 06.470
Gesture-based w/ errors - - 08.770

Table 2. Time for Keystroke-level model and the average time for mouse-
and mid-air gesture-based interaction

Interaction Going Back Going Forward
Keystroke-level 01.300 01.300
Mouse-based 01.665 01.135
Gesture-based 00.800 00.867
Gesture-based w/ errors 11.150 00.867

Table 3. Time for Keystroke-level model and the average time for mouse-
and mid-air gesture-based interaction (continued)

Efficiency
Efficiency refers to how efficient the participants were able
to interact with the web browser with the mid-air gesture-
based interaction. The recorded times for the tasks showed
a significant increase with mid-air gesture-based interaction
according to mouse-based interaction. To get an understand-
ing of this increase, the mouse-based and mid-air gesture-
based interaction were divided into four elements, based on
the Keystroke-Level Model[6], in order to locate the time-
consuming parts of the interaction. The results are summa-
rized in Table 2 and 3.

Satisfaction
Satisfaction refers to the overall impression of the mid-air
gesture-based interaction from the participants. The quotes
presented were translated from Danish. The participants re-
sponses to the mid-air gesture-based interaction were very
positive. The participants found the gestures easy to remem-
ber and the mapping from the movement to the action logical.
One participant stated: ”I think that they were easy to remem-
ber, because it made good sense that the backward gesture
reminded of the back arrow”. Overall the participants found
the control of the cursor to be easy. However some partici-
pants had difficulty holding the cursor still over a link while
performing a ”Click”-gesture with the other hand, and one
participant stated: ”It was easy, but it was difficult to be pre-
cise, when you should click at the same time”.

Summary
Based on the results of the evaluation of Prototype 1 it was
seen that the participants were able to use the mid-air gesture-
based interaction to control a web browser. However based on
observations and interviews two main problems were identi-
fied, recognition of gestures and precision with the cursor.

PROTOTYPE 2
Prototype 2 was developed with focus on the problems found
in the evaluation with Prototype 1.

Recognition of gestures
With Prototype 1 58% of the gestures were recognized in the
experiment, meaning that on average 3 out of 5 gestures were
recognized. To increase the success rate the DTW can be

changed, so it accepts more imprecise gestures, referred to as
a loose setting of the DTW. Another idea is to have several
variations of predefined sequences of each gesture, and this
is inspired by the article of Hinrichs et. al. [11]. By com-
bining these ideas three additional techniques for recognizing
gestures are developed:

• G1: one variation per gesture and a strict setting of the
DTW (Prototype 1).

• G2: one variation per gesture and a loose setting of the
DTW.

• G3: multiple variations per gesture and a strict setting of
the DTW.

• G4: multiple variations per gesture and a loose setting of
the DTW.

The loose setting of the DTW is close to the setting, where the
DTW starts recognizing unexpected gestures, and the strict
setting of the DTW is the setting used in Prototype 1. The
variations of each gestures are chosen based on the most com-
mon variations seen in the experiment with Prototype 1, and
the number of variations per gesture is between 3 and 5.

Control of cursor movement
To solve the issue with cursor precision three new techniques
for controlling the cursor were developed based on related
work [12][13]. The first parameter introduced was dynamic
cursor speed, meaning instead of having the cursor speed
fixed, the cursor speed can be reduced, when the user wants to
be more precise. The second parameter was directional con-
trol, so the cursor moves in the direction the hand is moved
from a predefined initial point instead of using direct map-
ping. Three new techniques were developed by combining
dynamic cursor speed and directional mapping of the cursor
movement:

• C1: fixed cursor speed and direct mapping of the hand
(Prototype 1).

• C2: dynamic cursor speed and direct mapping of the hand.

• C3: dynamic cursor speed and directional control.

• C4: fixed cursor speed and directional control.

In the following of the implementation of C2, C3 and C4 is
described.

C2 follows the hand in the same manner as C1, but it has
the ability of dynamic cursor speed, meaning that when the
user holds the hand still for one second, the cursor speed is
reduced, meaning that a larger movement is required to move
the cursor. The cursor speed is returned to normal, when the
user makes a movement larger than a specified threshold.

C3 was implemented as directional control, meaning the cur-
sor moves in the direction of which the user moves the hand
from the initial point. For this technique the initial point is
defined as a safe area, where the user can hold the hand in-
side and not move the cursor. When the user moves the hand
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Participant: Sex: Age: Education: Test order:
A Male 24 Technical 1-2-4-3
B Male 22 Non-technical 2-3-1-4
C Female 21 Technical 4-1-3-2
D Female 23 Non-technical 3-4-1-2
E Male 24 Technical 1-2-4-3
F Male 24 Non-technical 2-3-1-4
G Female 23 Technical 4-1-3-2
H Female 25 Non-technical 3-4-1-2

Table 4. Table of participants

outside of the safe area, the cursor moves in the same direc-
tion, as which the hand is moved, Figure 7. The safe area is
defined to be in front of the elbow, meaning when the user
holds the arm in a 90 degree angle, the hand is inside the safe
area. Furthermore C3 has dynamic cursor speed, so the user is
able to increasing and decreasing the cursor speed depending
on the distance from the hand to the safe area.

C4 is similar to C3, but do not have the ability of dynamic
cursor speed, so the cursor moves at a fixed speed, no matter
how far the user moves her hand from the safe area.

Figure 7. Illustration of C3 and C4

Evaluation
The purpose of this evaluation was to find the most suited
technique for controlling the cursor movement and recogni-
tion of gestures.

System
The system contained the same elements from the previous
evaluation, a 42” screen, a PC, a mouse, a keyboard and a
Kinect. The mid-air gesture-based interaction used in this
evaluation was a further developed version of the one used in
the previous evaluation.

Participants
For this evaluation 8 people participated, 4 females and 4
males with variating experience with IT. Two male and two
females with a high IT experience and two male and two fe-
male with low IT experience. Table 4 shows the demographi-
cal data on the participants. In Table 4 Test order refers to the
order, of which the participants tried the four techniques for
both recognition of gestures and control of cursor movement.
None of the participants have used the mid-air gesture-based
interaction before.

Setting

The setting for this evaluation was identical to the setting of
the previous evaluation, and the same system and setup as for
the evaluation of mid-air gesture-based interaction was used.

Procedure
The evaluation was divided into two parts, recognition of
gestures-test and control of cursor movement-test. The order
of which the participants tried the different techniques, were
defined using Latin Square[23].

Recognition of gestures-test
The participants started with the recognizing gestures-test af-
ter receiving a training session, where the five different ges-
tures were demonstrated by the test monitor. The gestures
that the test monitor demonstrated, could be recognized by
all four techniques for recognizing gestures, and the training
session ended, when the participant was able to perform each
gesture correct one time.

During the test the test monitor would ask the participant to
perform a gesture, and the participant should try to perform
the gesture, until it was recognized by the system. When the
gesture was recognized the test monitor would ask the partic-
ipant to perform a new gesture, and this continued, until all
gestures had been recognized five times.

Control of cursor movement-test
For the control of cursor movement-test the participants were
given a training session of each technique before the actual
test of that specific technique. The training consisted of an
explanation of the technique and allowing the participant to
play around with the technique for approximately 30 seconds.

A task for a technique consisted of four steps that the partici-
pant should complete ten times with each technique:

1. Move the cursor to Circle 1.

2. Move the cursor to Circle 2 that appears after completing
Step 1.

3. Hold the cursor within Circle 2 for one second.

4. Click the link that appears after completing Step 3.

The distances between Circle 1 and Circle 2 and Circle 2 and
the link were always kept the same. The reason for requiring
the participant to hold the cursor within Circle 2 for one sec-
ond was to ensure that the participant did not accidentally hit
Circle 2, but needed to be precise with the cursor.

After completing the control of the cursor movement-test the
participants were interviewed and asked about their opinions
concerning the techniques for controlling the cursor.

Data collection and data analysis
To compare the different cursor techniques the time used with
each technique was recorded along with the number of missed
click, situations where the participant clicked out side of the
target. This was used to calculate an average time for each
technique. For the different gesture techniques the number
of attempts that the participants use, and false hits rates were
recorded. The number of attempts was used to calculate a
success rate and the false hits to a false hits rate for each tech-
nique.
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Results
The results are divided according to the recognition of
gestures-test and control of cursor movement-test.

Recognition of gestures-test
For each technique of recognizing gestures the success rate
(SR) and false hits rate (FHR) have been calculated and in-
serted into Figure 8. It must be noted that the results for G1
can not be compared with the results from the evaluation of
Prototype 1, even though it is same technique. The reason for
this is that the evaluation of Prototype 1 was a more realistic
use of the system, whereas the evaluation of Prototype 2 was
a performance test.

Figure 8. Results of the four techniques for recognition of gestures

Figure 8 shows that either G2 or G4 is the optimal technique
when considering a high success rate. To find the optimal
solution we have conducted an Tukey’s pair-wise compari-
son test on the success rates of the four techniques. The test
revealed a significant difference between strict (G1 and G3)
and loose (G2 and G4) setting (0.00004<p<0.009), but no
significant difference between single and multiple gestures
(0.18<p<0.77). This means that the loose setting outper-
formed the strict setting in success rate, but we can not con-
clude that single outperformed multiple in success rate.

Since loose setting outperformed the strict setting in success
rate, we investigated the false hits rate between single (G2)
and multiple (G4). A two-sample t-test between G2 and G4
revealed that there was a significant difference in false hits
rate (p<0.048), meaning that G2 outperformed G4 in false
hits rate. Therefore, G2 is the optimal technique for recog-
nizing gestures.

Control of cursor movement-test
For the techniques for controlling the cursor the time to move
the cursor and percentage of missed clicks according to all
recorded clicks have been calculated and inserted into Figure
9.

Figure 9 indicates that the optimal technique is either C1 or
C2 based on movement time. To find the optimal solution we
conducted a Tukey pair-wise comparison test that revealed
that there was a significant difference between direct map-
ping and directional mapping (0.001<p<0.04). This means
that the direct mapping outperformed directional mapping in
movement time. For direct mapping, a two-sample t-test re-
vealed there was a significant difference in movement time
(p<0.022) and in miss clicks (p<0.028) between C1 and C2.
Therefore, the optimal technique regarding movement time of

Figure 9. Results of the four techniques for control of the cursor move-
ment

the cursor is C1, and the optimal technique regarding preci-
sion of the cursor is C2.

Satisfaction
According to the participants C2 was preferred: ”I think it
was the easiest. It is because you had more control over
the adjustment.” ”That was certainly the easiest. The thing
about it was that it became slower when the hand was kept
still.” Out of the remaining three C4 received the most nega-
tive comment: ”Way too slow.” ”It was hard, because you did
not have control over when it (the cursor) should stop”. The
participants also expressed positive opinions about C1.

Summary
By analyzing the recorded material from the test of Prototype
2, two time consuming ares were identified. The need of re-
quiring a user to be calibrated by the system before beginning
the interaction, meaning that the user should stand in a pre-
defined pose and wait for the system to determine position of
the users joints. The time spent while being taught how to
perform gestures by a test monitor.

PROTOTYPE 3
The purpose of this prototype was to support walk-up-and-
use and eliminate the need of having a person teaching the
mid-air gesture-based interaction to the users.

Walk-up-and-use
To eliminate the required calibration at the beginning of the
interaction, different approaches were tested and the OpenNI
SDK studied. Since the second prototype was developed, a
new version of the OpenNI SDK was released that offers the
possibility of calibrating without the need of standing in a pre-
defined pose. Using this feature the system calibrates a user
automatically, when the user enters the view of the Kinect
sensor. When calibrating automatically a method is required
to determine which user should be in control, meaning that
if two users enters the view of the Kinect sensor, which user
should be able to perform gestures and control the cursor. The
user in control is the person closest to the Kinect sensor. The
idea behind is that a person would not stand in front of a user,
if they did not wanted to be in control. If people wants to
watch the interaction they place them selves behind the con-
trolling user. The torso of the users is chosen to determine the
smallest distance to the Kinect sensor, and the torso is used to
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prevent situation, where an observer points at an element, but
has no interest in controlling the system.

Teaching gestures
Based on the article by Freeman et. al. [8], animations
and feedback were considered as two possible techniques of
teaching users how to perform the gestures.

Animations
The animations were designed as viewing a user from the
front performing the different gestures. The idea was that
users watched the animations and tried to imitate the move-
ments shown in the animations.

Visual and audio feedback
The idea with feedback was to guide the users while they tried
to perform gestures and show, if they were performing the
gestures correctly or not. A 2D representation of the prede-
fined gestures was presented to the user on top of a live video
feed of themselves from the Kinect sensor. The gestures were
presented as white lines, meaning that the user had to move
the hand along those lines. When a user began to perform
a gesture, the appertaining white line was painted green, ac-
cording to how much of the gesture was performed. When the
user started to deviate from the predefined gesture, the green
color disappeared, and the line turned white again. An exam-
ple is shown in Figure 10, where the two gestures ”Swipe Up”
and ”Swipe Down” are represented as two white lines initiat-
ing from the user’s hand and going respectively up and down.
The first part illustrates a user performing the ”Swipe Up”-
gesture, and as seen the white line is painted green according
to how much the user has performed the gesture. The second
part is an image from the implemented version of feedback.

Figure 10. Example of visual feedback

An audio feedback was given, meaning that when a user
started to perform a gesture, the system played a continu-
ous tone that changed in frequency according to the user’s
progress in performing the gesture. When the gesture was
recognized, a notable sound was played indicating the recog-
nition of a gesture.

Evaluation
The purpose of this evaluation was to study the advantages
and disadvantages of animations and feedback as methods for
teaching users to perform gestures.

System
The system for this evaluation was similar to the previous
evaluation with a further development of the mid-air gesture-
based interaction.

Subject: Sex: Age: Education: Test order:
A Male 24 Technical F1 - A2
B Male 22 Technical F2 - A1
C Male 28 Technical A1 - F2
D Male 23 Technical A2 - F1
E Male 24 Technical F1 - A2
F Male 24 Technical F2 - A1
G Male 27 Technical A1 - F2
H Male 25 Technical A2 - F1
I Male 23 Technical F1 - A2
J Male 25 Technical A2 - F1

Table 5. Table of participants

Participants
For this evaluation 10 people participated, where all of them
were male with high experience with IT. Table 5 shows the
demographical data for the participants. In Table 5 Test order
refers to the order of which the participants were presented
with the animations and the feedback. Furthermore it refers
to which gesture set, either 1 or 2, the participant tried with
feedback and animations. F1 means feedback with gesture set
1, and A2 means animations with gesture set 2. None of the
participants have used the mid-air gesture-based interaction
before.

Setting
The setting for this evaluation was identical to the setting of
the evaluation of Prototype 1, and the same setup as for the
evaluation of mid-air gesture-based interaction was used.

Procedure
The participants were given an introduction to the system by
the test monitor. Half of the participants started using feed-
back, and the other half started using animations. Two dif-
ferent sets of gestures were used for testing, and the gesture
sets were distributed equally between the two techniques for
learning gestures, meaning that one participant would try an-
imation and gesture set 1, and another participant would try
the same gesture set and feedback. The reason for this was to
reduce the influence of one gesture set possibly being easier
to perform for the participants than another gesture set.

The participants were asked to perform a gesture, until it was
recognized by the system. When the specific gesture was rec-
ognized, the participants were asked to wait for the next task.
The test of one technique ended, when each gesture had been
recognized 20 times, giving a total of 40 successfully recog-
nized gestures.

Data collection and data analysis
To compare animations and feedback the number of attempts
that the participants used was recorded during the evaluation.
The total number of attempts was used to calculate how many
additional attempts than required the participants used.

Results
For animations the participants used 559 attempts to perform
the required 400 gestures, which means they used 39.8%
more attempts than required. For feedback the participants
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used 513 attempts, which gives 28.3% more attempts than re-
quired. Therefore, feedback performed on average 10% better
than animation.

Figure 11 shows the average amount of additional attempts
the participants used.

Figure 11. Average amount of additional attempts

Satisfaction
Overall the participants preferred feedback when taught how
to perform the gestures. A participant stated: ”I think feed-
back was the best, because it provided me with feedback on
the location of my hand (in the movement)”. The participants
said that it was helpful that they were given immediately feed-
back of their current progress while performing gestures. A
participant stated: ”It was shown, how you should move your
hand, and I was able to see, where I was in the process.”

The participants stated that it was easy to identify the required
movement from the animations, ”I think that it was easiest
to see the animations, because then I had an idea of what I
should do with my body.” However the participants stated, it
was more difficult to replicate it precise: ”You could not tell,
whether you did the right thing or were about to do it right”.

DISCUSSION
This discussion is divided into four parts, which are discus-
sions of the results from the three evaluations and a section
concerning other observations that were not related to the re-
sults.

Evaluation of Prototype 1
From Table 2 and 3 it can be seen that the most time consum-
ing part of Prototype 1 is controlling the cursor movement,
whereas making a gesture to go backward and forward in the
web history is faster than using mouse-based interaction.

The results showed that 58% of the attempts were recognized,
and the gestures were evaluated to find out, whether they were
to difficult to perform and remember. The participants’ quotes
indicate that this was not a problem, as the gestures were re-
ferred to as intuitive and their mapping logical.

An interesting aspect with the interviews was that the all
of participants complained about the situation, where they
missed a link, and said that this was a major source of ir-
ritation, but when comparing to the recognition of gestures,

they were able to hit the link with an accuracy of 72%, while
only 58% of their gestures were recognized.

Evaluation of Prototype 2
The results regarding recognition of gestures showed that a
loose setting of the DTW increased the success rate com-
pared to a strict setting. Furthermore, when using a loose
setting, one variation per gesture outperformed multiple vari-
ations per gesture. Therefore, the optimal solution was found
to be G2 with success rate of 89.1% and a false hit rate of
13.1%.

The results from the evaluation of techniques for controlling
cursor movement showed that C1 required the least time to
move the cursor, whereas C2 reduced the amount of missed
clicks by approximately 20% while being approximately 484
ms slower. Therefore, the optimal technique for controlling
the cursor is either C1 or C2 depending on the requirements.

Hong et. al.[12] showed that dynamic cursor control de-
creased the time required for moving the cursor from point
A to point B with a standard computer mouse. This com-
plies with our results for cursor technique C3 and C4 that
used directional control and fixed and dynamic cursor speed,
where C3 (dynamic) was on average three times faster than
C4 (fixed). However with cursor technique C1 and C2, di-
rect mapping and fixed and dynamic cursor speed, the results
displayed a disagreement, because C1 (fixed) was on average
484 ms faster than C2 (dynamic). To find a reason for this
disagreement we have analyzed cursor technique C2 and as-
signed the difference to the implementation of C2, because
C2 requires one second for activating the mode with reduced
cursor speed. If the switch between the two modes could be
done automatically, for example when nearing a link or but-
ton, the time for C2 could potentially be reduced. Because the
difference in navigation time between C1 and C2 is 484 ms,
and the time for activating mode switch is one second, this
implies that the required navigation time for C2 could be re-
duced to below the navigation time for C1 and would thereby
comply with the results from Hong et. al.[12].

Evaluation of with Prototype 3
The results from the evaluation of Prototype 3 showed that
the use of feedback was more efficient than animations, when
teaching users to perform gestures. Our results are also sup-
ported by Freeman et. al. [8].

As Figure 11 shows, the amount of attempts for feedback sta-
bilizes after the fifth successfully performed gesture and lies
within 0 - 1 attempt on average, whereas animations continue
to encounter spikes. We analyzed the video material to find
an explanation of the spikes observed in the data for anima-
tions. We experienced that when a participant made a wrong
gesture with animations, they often tried several times, before
making adjustments to perform a correct gesture. With ani-
mations the participants did not receive any information on,
where they were wrong in the movement and therefore, based
on the quotes, found it difficult to make adjustments to make
the gestures correctly.
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The quotes from the participants indicate that a combination
of the two would be beneficial. The animations gave a clear
impression of how to perform the gestures, because the actual
body movement was shown, whereas the feedback helped the
participants to be more precise and to understand what they
did right and wrong.

Observations
Other observations were made during the evaluations and the
most interesting are consistency of gestures and ignoring the
possibility of moving.

Consistency of gestures
During the evaluations with Prototype 1 and 2 some partic-
ipants were able to guess gestures based on previously per-
formed gestures. When some participants were showed the
”Scroll Up”-gesture, they performed the gesture and immedi-
ately performed the reflected gesture ”Scroll Down” without
any introduction to this gesture. The rest of the participants
remained still and waited for new information from the test
monitor. This is an indication of the gestures being intuitive
and that the use of consistency can increase the learnability
of gestures.

Ignoring the possibility of moving
The participants tended to stay in the same place, while using
the mid-air gesture-based interaction and would rather stay
in an uncomfortable position to hold the cursor at a link than
taking a few steps to the side. One participant commented on
this: ”When you are focused on the screen, it seems strange
that you should move around”. This indicates that people
should be notified more strongly of the opportunity of mov-
ing around while using the system, if this is required, or the
interface should be designed, so this is not necessary.

CONCLUSION
This paper explored the extent to which mid-air gesture-based
interaction can be developed and replace standard input de-
vices for basic interaction on a PC. This study was conducted
as a proof-of-concept, where three prototypes were developed
incrementally. Prototype 1 focused on real use of such a sys-
tem, allowing the user to control the cursor movement and
using five gestures for interaction with a web browser.

Prototype 2 concerned the time-consuming parts of the inter-
action, namely controlling the cursor movement and recogni-
tion of gestures.

Prototype 3 had focus on reducing the time required for cali-
brating and how to learn the gestures.

With the final prototype evaluations showed that the proto-
type was capable of recognizing 89.1% of all gestures. The
prototype also allowed switching between users without re-
quired recalibration. The participants stated that they found
the gestures easy to remember and their mappings logically.
They also stated that the cursor was easy to control.

However with the final prototype 13.1% gestures were rec-
ognized that were not intended by the user. The participants
also experienced issues with missed clicks, where on aver-
age 10.1% (C2) and 31.6%(C1) of all clicks were clicks that

missed the targets. When comparing our mid-air gesture-
based interaction with a standard computer mouse the time
required to move the cursor from point A to B with our mid-
air gesture-based interaction is approximately three times
greater.

Our conclusion is that it is possible to develop and replace
standard input devices with mid-air gesture-based interaction
for basic interaction with a PC with the above limitations.

A limitation with this study is that the evaluations were con-
ducted in a laboratory with 8-10 participants that all were stu-
dents and a main part computer science students. We can
therefore not guarantee that the findings in this study can be
applied to the general public. To make a general statement
evaluations with a larger number of variated participants is
required.
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ABSTRACT
Predicting time and performance is an essential element when
designing new user interfaces. Models, such as Keystroke-
Level Model (KLM) and Fitts Law, have been used for pre-
dicting time and performance with keyboards and computer
mouse. KLM has also been studied and modified for predict-
ing interaction on other devices such as mobile phones and
touch screens. We present a modified version of the KLM
which can be used to give estimates of time and performance
for mid-air gesture-based interaction using a Kinect sensor.
We analyze the mid-air gesture-based interaction and pro-
pose new operators and values. We also present guidelines
for placing operators, when predicting tasks using the model.
The operator values are based on empirical data collected
through an experiment with users of the mid-air gesture-based
interaction. The validation of the model showed a prediction
error between -2.6% to 2.0% on three different tasks for basic
web browsing.

Author Keywords
Keystroke-Level Model (KLM), mid-air gesture-based
interaction, user performance, Kinect

INTRODUCTION
The KLM [19] is used to predict time and performance for in-
teracting with a PC. KLM defines times for different actions,
such as moving the cursor and pressing a key. The predicted
time used to complete a task is the sum of the values for each
of the operators in the given task.

Applying a model for predicting time and performance dur-
ing the design of a system can potential save a company mil-
lions of dollars. In 1982 researchers from Bell Laboratories
used Keystroke-Level Model (KLM) to study the work rou-
tines at NYNEX. They applied the KLM in order to examine
the design of a new system for NYNEX which lead to the con-
clusion that the old system outperformed the newly designed
system, thereby saving the company for a bad investment [8].

The KLM has been applied in several applications domains
and for various purposes, and the following are examples of
such studies. Bälter [2] used the KLM for analysis of email
organization and created an extended model along with rules
for email organization and optimization of this. Haunold et.
al. [9] used the KLM for studying the task of transforming
analog graphical data into digital spatial data. They verified
the model and introduced two new operators for pointing in
maps and clicking a 16 button cursor. The KLM is also often

used for evaluation and comparison of designs, e.g. [6, 10, 4,
3].

Since the development of KLM, KLM has been used and
modified to predict interaction with new ways of interacting,
such as mobile phones and touch screens, e.g. [14], [20] and
[1].

Gesture-based interaction is becoming more widely applied.
The iPhone and iPad are well known examples of gesture-
based interaction on mobile devices, where the user performs
gestures by swiping the finger across the screen and tapping
to interact. Gesture-based interaction has also gained inter-
est within the industry of gaming consoles. The interaction
with gaming consoles are changing from using classic con-
trollers into mid-air movements. The mid-air movements are
performed either with or without a controller. The Nintendo
Wii [17] and PS3 Move [18] track a controller in mid-air, and
the movement of the controller is used as input. The Xbox
360 with Kinect sensor [12] tracks the player instead of a
controller thereby making the player’s body the controller. A
similar level of implementation mid-air gesture-based inter-
action for PC’s has not been seen.

In this paper we focus on the extent to which the Keystroke-
Level Model can be modified to predict time and performance
for mid-air gesture-based interaction. To narrow down the
field of this study we focus on predicting time and perfor-
mance for basic web browsing tasks on a PC using a mid-
air gesture-based interaction that is based on the functionality
of a Kinect sensor. The mid-air gesture-based interaction is
shown in Figure 1.

Figure 1. The mid-air gesture-based interaction

In the following section we present related work for this
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study. Based on the original model, we analyze the developed
mid-air gesture-based interaction in order to identify the oper-
ators needed to describe this interaction form. Values for each
of the operators are estimated based on an experiment con-
ducted with 10 participants. Finally we evaluate our model,
discuss the findings and conclude on this study.

RELATED WORK
For the related work we are focusing on the appliance of KLM
in different application domains, and we have divided this
into three parts. The first part concerns the original KLM,
which is used for interaction with keyboard and computer
mouse on a PC. The second part is focused on studies that use
or extend the KLM for mobile devices. In the third part we
focus on studies that make use of the KLM for touch screens.

To present an overview of the selected articles we have placed
them in Table 1. For this table Mid-air Gesture-based refers to
interaction with gestures without using any handheld devices
and instead only movements of the body.

PC: Mobile: Touch: Mid-air
Gesture-
based:

[2],[9], [8],
[6], [10]

[14], [20],
[11], [13],
[15]

[1], [4], [3]

Table 1. Table of selected articles

KLM for PC interaction
With the possibility of modeling user tasks designers can an-
alyze user complexity for interactive systems and identify ar-
eas, where the required time can be reduced. Being able to
model user tasks has been given much attention for several
years, and Card et. al. [19] published the GOMS (Goal, Oper-
ators, Methods, Selection of rule) model for such a purpose in
their book in 1983. From the GOMS model an instance called
the Keystroke-level model (KLM), was developed. The KLM
is designed to estimate the time it takes to complete simple in-
put tasks with keyboard and computer mouse.

Bälter [2] used the KLM for analysis of email organization
and created an extended model along with rules for email or-
ganization and optimization of this.

Haunold et. al. [9] used the KLM for studying the task of
transforming analog graphical data into digital spatial data.
They conducted an experiment with 7 users that should solve
38 tasks using a digitizing program based on AUTOCAD.
Based on the analysis of the tasks they introduced two new
operators, one for pointing in maps and one for clicking a
16-button cursor. Finally they validated their model with an
average prediction error of 5%.

KLM for Mobile interaction
The Keystroke-level model has also been applied for mobile
devices. Hollies et. al. [11] extended the original KLM to a
model for mobile devices. They extended the model with new
operators and revisited values for existing operators based on

7 studies. They finally validated their model with a new ex-
periment, where the results showed a prediction error of 3%
and 5%.

Luo et. al. [14] studied the KLM and its applicability to pre-
dict task execution times on stylus-based interfaces on hand-
held devices. They modeled four tasks using CogTool [5] and
performed an experiment with 10 expert users of a Palm Vx
PDA in order to verify their KLM’s. Their results showed
an average of 3.7% error for the predicted and the measured
data, and they concluded that the original KLM should be up-
dated with a Grafitti-stroke operator for making a stroke with
stylus-based interfaces.

Teo et. al. [20] used the data from Luo and John to make
a further investigation of the KLM on handheld devices.
Through an analysis of overlapping operators and Mental Pre-
pare they found a error of 0.4% for predicted and measured
data for the KLM.

Furthermore Li et. al. [13] conducted an experiment with
three participants that all had at least four years of experience
with mobile phones and GPS-applications on mobile phones.
The participants should solve tasks using a GPS-application
on two different mobile phones, and by analyzing the interac-
tions Li et. al. identified 14 new operators for mobile phone
interaction.

Siewiorek et. al. [15] extended the KLM for prediction of
user time and energy consumption, referred to as Keystroke-
level Energy Model (KLEM). They conducted an experiment
with 10 participants that should solve tasks on an iPaq and
Tungsten that were connected to a power supply for measur-
ing the energy consumption. The resulting predictions with
the KLEM were within 13% of measured user time and en-
ergy for the iPaq and Tungsten.

KLM for Touch interaction
Evgeniy [1] showed that the KLM can be applied for middle-
sized touch screens with acceptable accuracy level. Evgeniy
developed a touch interface for controlling a HDD/DVD
recorder through Internet Connection Sharing and performed
an experiment with 16 participants. The results showed that
KLM prediction error was less than 2-5%, and Evgeniy con-
cluded that the KLM can be used for middle-sized touch
screens.

KLM for Mid-air Gesture-based interaction
As it can be seen in Table 1 we have found no articles con-
cerning KLM with mid-air gesture-based interaction. We find
it therefore interesting to study this area, and the contribu-
tion of this article is our research of this area, resulting in a
model for gesture-based interaction that is based on the orig-
inal KLM.

MID-AIR GESTURE-BASED INTERACTION
We have developed a mid-air gesture-based interaction for
controlling the basic functions of a web browser on a PC. The
gesture-based interaction is developed with the functionality
of Kinect sensor [12] that is used track a user and the user’s
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movements. The user can control the cursor with the right
hand and make gestures with the left hand.

Control of cursor movement
To select items on a web page, it is necessary to be able to
control the cursor. We have developed two cursor techniques
for controlling the cursor, C1 and C2.

C1 directly maps the position of the user’s hand to the posi-
tion of the cursor on the screen based on the location of the
hand within the view of the Kinect sensor. The sensitivity of
the cursor has been adjusted to allow the user to touch every
corner of the screen with the cursor without requiring the user
to move around.

C2 is developed with the purpose of enabling the user to be
more precise, when desired. C2 functions very similar to
C1, but utilize dynamic cursor speed by allowing the user
to switch between two modes, Mode 1 and Mode 2. Mode
1 uses direct mapping and the same fixed cursor speed as
C1. Mode 2 uses direct mapping and a reduced cursor speed,
meaning that a larger physical movement is required to move
the cursor the same distance than with Mode 1. Mode 2 is ac-
tivated, when the user holds her hand still for one second, and
deactivated when the user performs a movement larger than a
specified threshold.

• C1: Direct mapping with fixed cursor speed.

• C2: Direct mapping with dynamic cursor speed.

Gestures
In order to support basic web browser interaction, a set of
gestures is required. In order to select elements on a web
page, the user must be able to perform the functionality of a
mouse click. To view content on web pages that require ver-
tical scrolling, the interface must support this functionality.
According to Mozilla Labs [7] going backward in the web
history is one of the most used functions in Mozilla Firefox,
when browsing. Based on Moyle et. al. [16], using ges-
tures to move backward and forward is less time consuming
than using the standard backward and forward buttons in web
browsers. As a result, we have developed a set of five gesture
for basic web browsing:

• ”Click”-gesture, which functions as clicking on a computer
mouse (Figure 2).

• ”Scroll Up”-gesture, which functions as pressing the page
up-button on a keyboard (Figure 3).

• ”Scroll Down”-gesture, which functions as pressing the
page down-button on a keyboard (Figure 4).

• ”Go Forward”-gesture, which navigates forward in the web
history of the web browser (Figure 5).

• ”Go Backward”-gesture, which navigates backwards in the
web history of the web browser (Figure 6).

All gestures start in the same initial position, holding the left
arm in a 90 degree angle, followed by moving the arm in
a certain direction. As an example, in order to perform the

”Click”-gesture, the user is required to place the left arm in
the initial position and then pushing the left hand towards the
screen.

Figure 2. Illustration of ”Click” gesture

Figure 3. Illustration of ”Scroll Up”-gesture

Figure 4. Illustration of ”Scroll Down”-gesture

MODEL OPERATORS
The original KLM consists of the six following operators[19]:

• K - Keystroke, pressing a key on a keyboard, ranging from
0.12 - 1.2 seconds based on the user, and 0.28 recom-
mended for most users.

• P - Pointing with the mouse to a target on the display, 1.1
seconds.

• H - Homing hand(s), the time required to move the hand
between keyboard and mouse, 0.40 second.

• D(nD, lD) - Drawing nD straight-line segments with a total
length lD cm, 0.9nD + 0.16lD seconds.

• M - Mentally prepare, mental preparation of the task for
the user, 1.35 seconds.

• R(t) - Response by system, waiting for the system in time
t.

By analyzing the mid-air gesture-based interaction the opera-
tors needed to describe interaction have been found. The fol-
lowing subsections describe the omitted, modified and new
operators.
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Figure 5. Illustration of ”Go Forward”-gesture

Figure 6. Illustration of ”Go Backward”-gesture

Omitted operators
A subset of the operators is not relevant to describe the inter-
action with a mid-air gesture-based interface.

Since the mid-air gesture-based interface does not support the
use of a physical keyboard, the K-operator is removed.

The use of a physical keyboard on PC also leads to the next
operator, the H-operator. The H-operator is omitted since
there is no switching between input devices, as there is only
one input devices, namely the user’s hands.

The D(nD, lD)-operator is removed since drawing is not rel-
evant.

Unchanged operators
The M-operator is kept as in the original model.

Several other studies have shown that the value of this oper-
ator is applicable for other application domains and devices.
As an example, Hollies et. al. [11] adopted the original value
of 1.35 seconds and was able to predict the time used to com-
plete tasks on a mobile phone with average deviations of 5%
and 3%. Haunold et. al. [9] adopted the original value for the
M-operator for manual map digitizing with an average pre-
diction error of 5%.

Modified operators
The P-operator is originally used to describe the time it takes
to move a cursor from object A to object B using a standard
computer mouse. Since the cursor is controlled using the right
hand in mid-air, it is likely that the original timing value is
not applicable. With the mid-air gesture-based interface the
user is required to move the right hand more to move the cur-
sor than with a standard computer mouse. The value for the
P-operator must be examined to ensure it describes the time
required to move the cursor from object A to object B using
the mid-air gesture-based interface.

New operators

The mid-air gesture-based interface differs from the standard
keyboard and mouse interaction which means that a set of
new operators must be introduced. The mid-air gesture-based
interface is designed, so no human touch is required opposite
to when interacting with keyboard and computer mouse. Fur-
thermore the mid-air gesture-based interface requires larger
movements in order to interact than with the standard key-
board and computer mouse.

New operators are required for our gestures, because
the original model does not support gestures. The C-
(”Click”-gesture), SU- (”Scroll Up”-gesture), SD- (”Scroll
Down”-gesture), GF- (”Go Forward”-gesture) and GB- (”Go
Backward”-gesture) operators are therefore introduced as
gesture-based operators.

When a user has performed a gesture, the user must return
the left arm to initial position to be able to perform a new
gesture. Because each gesture requires a different movement
with the left arm, five new operators are developed that de-
scribe the time needed to return the hand to initial position
from each gesture. The names for the five operators consist
of the name of the gesture that has been performed and IP
(Initial Position), e.g. for ”Scroll Up”-gesture the operator is
called SUIP . The movement of returning the left arm to the
initial position might seem similar to the H-operator from the
original KLM, where the user moves the hand between the
keyboard and mouse. However because we have five differ-
ent gestures, we have developed an operator for each gesture.

The modified KLM
The template of the final model is shown in Table 2.

Operators
P (Point)

Gestures

C (Click)
SU (Scroll Up)
SD (Scroll Down)
GF (Go Forward)
GB (Go Backward)

IP

CIP (IP from Click)
SUIP (IP from Scroll Up)
SDIP (IP from Scroll Down)
GFIP (IP from Go Forward)
GBIP (IP from Go Backward)

M (Mental Prepare)
R(t) (System response)

Table 2. Overview of the proposed operators

The execution time is calculated by adding the times for the
operators used to describe a given task together. As an ex-
ample, if one would move the cursor from object A to object
B, click object B and move backward in the web history the
equation would be:

Texecute = TM + TP + TC + TCIP
+ TGB (1)

The equation above assumes that there is no wait for the sys-
tem to respond, and Texecute will be the total time for the
interaction.
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Participant: Sex: Age: Started with:
A M 29 C1
B M 24 C2
C M 26 C1
D M 25 C2
E M 24 C1
F M 24 C2
G M 25 C1
H M 24 C2
I M 27 C1
J M 24 C2

Table 3. Demographical data of participants

USER STUDIES FOR TIME MEASUREMENTS
To be able to predict an interaction with the mid-air gesture-
based interface the times for each of the operators must be
defined. To gather the necessary data to calculate the times
for the operators, user studies were carried out. The goal of
the user studies was to record the times, the participants used
to perform each of the actions, and thereby calculated an av-
erage time for the operators.

System
The system used for testing consisted of a PC running the
mid-air gesture-based interface connected to a 42” screen,
where a Kinect sensor was mounted on top. A keyboard and
computer mouse were connected to the PC as well.

Participants
A total of ten participants, all males with variating ages rang-
ing from 24 - 29, participated, and all of the participants were
male students at technical educations. Table 3 shows the de-
mographical data on the participants.

Due to a technical error, the data from participant ”J” was
corrupted and therefore omitted.

Setting
The experiment was conducted in a usability laboratory of the
university. Two cameras were to record the participants while
testing, one camera facing the participants and the other cam-
era recording the participants from behind. A screen capture
software was used to record the cursor movement and the im-
age feed from the Kinect sensor.

Procedure
The experiment with the mid-air gesture-based interaction
was performed with the participants standing in front of the
screen and using the mid-air gesture-based interaction as the
only input device. The experiment was divided into two parts,
one part for gestures and another part for pointing with the
cursor. Before each of the two parts, a training session was
carried out with each of the participants. For both parts the
participants were told to return their left arm to initial position
after each performed gesture.

The first part of the experiment was conducted to determine
the time used to perform the four gestures: ”Scroll Up”,
”Scroll Down”, ”Go Backward” and ”Go Forward” and the
time to return the left arm to initial position for each of the
four gestures. The participant was asked perform one of the

four gestures until the gesture was recognized. After the sys-
tem had recognized the gesture the test monitor asked the par-
ticipant to perform another gesture. The test was finished af-
ter a total of 15 successful attempts to perform each gesture.

The second part of the experiment was conducted in order to
determine the time used to move the cursor as well as the time
used to perform the ”Click”-gesture and to return the left arm
to initial position from the ”Click”-gesture. Each participant
was asked to perform 15 tasks with both techniques to control
the cursor, C1 and C2. Each task followed the same structure:

• Place cursor in Circle 1.

• Circle 2 appears.

• Move cursor to Circle 2.

• Keep the cursor within Circle 2 for one second.

• A link appears with the label ”Click”

• Move cursor to the link.

• Click the link.

To ensure the time logged between Circle 1 and Circle 2 was
correct, and not reflecting the participants accidentally hit-
ting Circle 2, the participants were required to keep the cur-
sor within Circle 2 for one second. The distance to and size
of Circle 2 changed throughout the experiment to ensure that
the difficulty of the tasks varied.

Data collection and data analysis
To be able to determine the time required to perform each of
the gestures, the video material from each of the participants
was analyzed. The start of a gesture was defined to be when a
participant started to move the left arm to perform a gesture.
The end of a gesture was defined to be the exact time the
system recognized the performed gesture. The times for the
operators for returning to initial position for the five gestures
were defined as the duration, from when a given gesture was
recognized by the system, until the participant had placed the
left arm in the initial position. Data from gestures that were
not recognized by the system, was omitted.

The time used to move the cursor was logged automatically
by the system during the experiment. The timer was started
when the cursor left Circle 1 and ended the last time the cur-
sor entered Circle 2. If the participant overshot Circle 2 the
timer was not stopped until the participant stayed in Circle
2 for one second. Furthermore a timer was started when the
participant left Circle 2 and ended when the user hit the link,
labeled ”Click”, the last time. The reason for required the
participant to stay in Circle 2 for one second was to remove
the possibility of the participant hitting Circle 2 by accident.

OPERATOR VALUES
Based on the user studies the values for each of the model
operators have been found and are shown in Table 4. The
value for the P-operator has been divided according to the
two techniques (C1 and C2) for controlling the cursor.
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Operators Values (sec)
P C1:1.504

C2:1.706

Gestures

C 0.426
SU 0.345
SD 0.556
GF 0.325
GB 0.292

IP

CIP 0.906
SUIP 1.073
SDIP 1.094
GFIP 1.008
GBIP 1.092

M 1.35
R(t) Variable

Table 4. Overview of the proposed operator values in seconds

P-operator
As shown in Table 4 the P-operator for C2 is 202 ms greater
than C1. The data from the user study has been thoroughly
analyzed and shows that the increase in time for the P-
operator is caused by two things. The fact that when con-
trolling the cursor in Mode 2 the cursor moves a lot slower
than with C1 which causes an increase in time to move the
cursor from object A to object B. If the user wants to increase
the speed of the cursor they are required to switch mode by
performing a large movement which often causes the cursor
to ”jump” to another place on the screen forcing the user to
use additional time to recover from the switch in modes.

Gesture- and Initial Position-operators
The values are based on the average times used by each par-
ticipant from all conditions (C1 and C2).

Summary
In general Table 4 shows that it is faster to use C1 than C2 to
control the cursor. The reason for designing and implement-
ing C2 was the fact that it could be difficult to hit targets with
C1 due to the relatively high cursor speed and the fact that it is
hard to keep the hand still in mid-air. The difficulty of hitting
targets with respectively C1 and C2 is defined by counting
the times the participants tried to click an object and missed
(referred to as missed clicks). Using C1 the participant had a
miss clicked percentage of 5.6% and using C2 of 2.2% of the
total amount of clicks for each technique.

GUIDELINES FOR USING KLM
We have developed guidelines for using our KLM based on
the original rules for placing the M-operator in the KLM[19].
Furthermore we have introduced guidelines for placing the
new IP-operators.

• Rule 0: Place M’s in front of all P’s and all gesture-based
operators (C, SU, SD, GF, GB).

• Rule 1: If an operator following an M is fully anticipated
in an operator just previous to M , then delete the M (e.g.,
PMC becomes PC).

• Rule 2: If a string of MPC’s belongs to a cognitive unit
(e.g., writing a known word), then delete all M’s but the
first.

• Rule 3: If gestures are performed sequentially with the
same hand, an IP-operator for the given gesture should be
placed between each of the gesture operators (C, SD, SU,
GB, GF)

EVALUATION
In order to validate our values for the operators we created a
scenario, where users should solve a task using our developed
mid-air gesture-based interaction. This section describes the
tasks used to validate the model and KLM prediction and the
empirical validation of the model.

For validation we recruited 9 different participants, all males
and students at computer science with an average age of 24
(23-27). None of the participants had taken part in the ear-
lier user studies for estimating the values of the operators.
The participants received training before the validation with
an introduction to the mid-air gesture-based interaction and a
training task.

Tasks for validation
The task presented to the participants was divided into three
subtasks with a total of 19 operators. Task 1 was to type a
four letter word on the virtual keyboard by moving the cursor
to each of the four letters and perform the ”Click”-gesture.
Task 2 was defined to be scrolling down on the web page, by
performing the ”Scroll Down”-gesture one time, followed by
moving the cursor to a button and performing a click. Task 3
was defined to be going back in the web history, scrolling up
one time and going forward in the web history.

The tasks were developed with the purpose of being tasks for
basic web browsing on a PC.

The participants were required to complete the tasks three
times without errors with both cursor techniques. If the par-
ticipants made an error, e.g. performed a wrong gesture, the
task was repeated. The times that the participants used for
completing each task, were logged.

Placing the M- and IP-operators
One of the more difficult aspects of using the KLM is to de-
termine where to place the M- and IP-operators in the inter-
action. In order to place the operators when using the model,
the user interface as well as the tasks must be defined and
analyzed.

Task 1 was defined as shown in Equation 2.

Texecute = TM + 4 ∗ TP + 4 ∗ TC (2)

One M-operator which gives the user time to determine how
to spell the four letter word as well as time to recall how to
move the cursor and perform the ”Click”-gesture. Four P-
operators, since the user is required to move the cursor to
four different letters Four C-operators, one for each of the
four letters that must be clicked. The reason for not placing
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Cursor technique 1 (C1) Cursor technique 2 (C2)
Task 1: 8.92 9.728
Task 2: 3.66 3.888
Task 3: 4.327 4.327

Table 5. Predicted execution times in seconds

Cursor technique 1 (C1) Cursor technique 2 (C2)
Task 1: 8.692 (-2.6%) 10.585 (9.0%)
Task 2: 3.654 (-0.1%) 5.551 (35.4%)
Task 3: 4.415 (2.0%) 4.327 (-3.1%)

Table 6. Empirical execution times in seconds

an M-operator before each of the four P- and C-operator is
the fact that typing in a word is a string and belongs to one
cognitive unit, as suggested by Rule 2.

The equation of Task 2 was defined as shown in Equation 3.

Texecute = TM + TSD + TP + TC (3)

One M-operator gives the user time to recall how to perform
the ”Scroll Down”-gesture as well as how to move the cur-
sor and perform the ”Click”-gesture. Only one M-operator is
placed in Task 2 before the task of scrolling down followed
by pointing the cursor and click.

Task 3 was defined as shown in Equation 4.

Texecute = TM +TGB+TGBIP
+TSU +TSUIP

+TGF (4)

One M-operator at the beginning of the task which gives the
user time to recall how to perform the gestures. One GB-, SU-
and GF-operator. The reason for placing IP-operators after
the GB- and SU-operator is the fact that when the user has
to perform several gestures sequentially with the same arm,
the user must move the left arm back to the initial position
before performing the next gesture. The GF-operator does
not require an IP-operator, as it is the last gesture.

KLM prediction
Based on the guidelines for using the KLM and the values for
each of the operators, the predicted times for each of the three
tasks have been calculated.

The predicted times for each of the tasks are shown in Table
5.

Empirical validation
From the empirical validation the average times for each task
and the deviation of the predicted results have been calculated
and are shown in Table 6.

DISCUSSION
This section describes the discussion of this study concerning
the mode switch and comparison with related work.

Mode Switch

When viewing the results for Task 1 in Table 6, it is noticeable
that the deviation for C2 is approximately 3.5 times larger
than with C1 with 9.0%. For Task 2 the deviation is more
obvious with a 35.4% deviation from the predicted time.

To find a reason for these deviations we have studied the tasks
and C2 further, and find that switching between modes is the
main cause.

Task 1
For Task 1 we have seen several examples of, people staying
in Mode 2 with reduced cursor speed and then realizing after
moving the cursor a distance that the distance to travel is too
great, whereupon they switch to Mode 1.

The fact that some participants change their mind on which
mode to use during a task (moving the cursor) increases the
task completion time. The model assumes that the user decide
which mode to use before beginning to solve a task, not that
the user change their mind during a task.

Task 2
The reason for Task 2 is deviating by 35.4%, is, based on
our observations, an unintentional mode switch. While the
participants were performing the ”Scroll Down”-gesture, they
kept the cursor still which resulted in an unintentional mode
switch to Mode 2 (reduced cursor speed). After completing
the ”Scroll Down”-gesture, the participants started to move
the cursor and realized that they had activated Mode 2, re-
sulting in a mode switch to Mode 1 before moving the cursor
closer to the ”Enter”-button. This unintentional mode switch
increases the task completion time more which is not included
in the model.

To summarize, the model is not able to handle that the users
switch mode during a task or unintentional mode switch. This
suggests that further study of mode switching is required to
obtain a more precise prediction with C2.

Comparison with related work
To compare our results with other studies we have chosen
only to consider the tasks for C1, because of the above men-
tioned problems with mode switching in C2.

On a PC, Haunold et. al. [9] modified the original KLM to
suit the task of transforming analog graphical data into digital
spatial data. They introduced new operators and validated
their model with an average prediction error of 5%.

For mobile devices, Hollies et. al. [11] extended the original
KLM. They added, modified and removed operators and val-
idated their model with a prediction error of 5% and 3% on
two tasks.

With a touch screen, Evgeniy [1] showed that the KLM can be
applied with acceptable accuracy level. The results showed
that KLM prediction error was less than 2%, and Evgeniy
concluded that the KLM can be used for middle-sized touch
screens.

The results of -2.6% to 2% from the validation of our model
concerning C1 comply with the above mentioned results from
other studies on different devices.
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CONCLUSION
This paper explored the extent of which the KLM could be
modified for allowing time and performance prediction for
mid-air gesture-based interaction. We studied the original
KLM and introduced a modified version of KLM for mid-
air gesture-based interaction along with guidelines for placing
operators. The operator values used for the modified version
of KLM were empirical determined through an experiment
conducted with 9 participants. To evaluate the model we con-
ducted a validation using 9 new participants, where we pre-
sented them with three basic web browsing tasks, which they
should complete using gestures and two different techniques
for controlling the cursor, C1 and C2. The results of our val-
idation with C1 and the gestures showed an acceptable level
of prediction with an error rate between -2.6% and 2.0%, and
this complies with results from other studies that modified
the original KLM. Furthermore the validation of our model
showed that the modeling of C2 was more difficult than ex-
pected because of mode switching.

It must be noted that the empirical data was collected in a lab-
oratory with only male participants, studying computer sci-
ence. The validation was also performed with male students
of computer science. We can therefore not guarantee that our
model can be applied to the general public. The original and
our modified KLM requires users to be experts, and it can be
difficult to evaluate, when a user is considered an expert user.

The results showed that the mode switch in C2 requires fur-
ther study, which can involve a new implementation of the
mode switch or other operators to describe the mode switch.
Furthermore it could be interesting to validate the model with
more complex web browsing tasks.
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ABSTRACT
We have developed a mid-air gesture-based interface for in-
teracting with a web browser on PC. The user interacts with
the web browser by making gestures in mid-air, and this is
developed based on the functionality of the Kinect sensor.

We placed the mid-air gesture-based interface at a social
event at Aalborg university where people could buy beverages
through a web page. We conducted a field study for a period
of 7 hours with a total of 26 different users. Video material
from the study was analyzed in order to better understand how
users interact with a mid-air gesture-based interface in pub-
lic. We divided our observations into five different categories
that described how users approached, experienced social in-
hibition, learned how to use the interface, played around and
in general experienced the interface. Overall people had a
positive impression of the interface.

Author Keywords
Mid-air gesture-based interaction, public spaces, gestures,
field study

INTRODUCTION
Gesture-based interaction is being adopted as a common in-
teraction on a variety of computerized devices. Smartphones
are using fingers as input for gesture-based interaction, where
the user swipes the finger across the screen. A more visible
version of gesture-based interaction is adapted by the gaming
consoles, where the user makes larger movements in mid-air
with controllers (PS3 Move [12], Nintendo Wii [6]) or only
the body (Xbox 360 with Kinect [4]) as input.

When interacting with a mid-air gesture-based interface, the
user and the user’s actions become visible to others. The vis-
ibility when using such interface in public can have both pos-
itive and negative effects.

The visibility of this interaction can have the positive effect
of attracting more people to approach the system, described
as the Honey-Pot Effect by Brignull et. al. [10] that used a
laptop and a large display to enable people to write comments
and opinions. A positive result of gathering people around
the system is that people collaborate. Peltonen et. al. [8]
experienced with their large multi-touch screen that people
that were observing a user, commented and gave advices on
how to interact.

A negative effect is that being visible and attracting attention
can lead to a restricted interaction. Perry et. al. [9] developed

a system supporting wave gestures to browse DVD’s and ob-
served during a field study in public that some users were too
embarrassed to perform a wave gesture, even though they had
watched the initial training video.

This paper explores how users experience interacting with a
mid-air gesture-based interface in public.

Inspired by the interaction with a Xbox 360 and the Kinect
sensor, where the user’s body acts as the controller, we have
developed a mid-air gesture-based interface enabling people
to browse web pages on a PC. The users were able to control
the cursor, click elements and go forward and backward in
the web history. The system consisted of a 42” wide-screen
TV with a Kinect sensor mounted on the top. To investigate
how users interact with such system, the system was installed
at a social event, where people could buy beverages using the
mid-air gesture-based interface as shown in Figure 1.

Figure 1. Users buying beverages using the mid-air gesture-based inter-
face

We analyzed video material collected over a period of seven
hours to identify interesting aspects of the interaction.

In the following sections we present related work followed
by a description of our developed mid-air gesture-based in-
terface for web browsing on a PC. We describe how the field
study was conducted along with the procedure of analyzing
the collected video material. We report our findings, discuss
the results and relates them to other studies from related work.
Finally we conclude on this study.
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RELATED WORK
For related work we study other articles that investigated, how
people interact with different systems in public. We have di-
vided the related work depending on the input devices: lap-
top, touch screen, tabletop and mid-air gesture-based.

Large display using laptop in public
Brignull et. al. [10] developed a system enabling people to
write their opinions onto a large shared display. People were
able to write opinions and add comments to existing opinions
that could be read by the audience. They conducted two stud-
ies in a public setting. During the first study their observed
that people hesitated to interact with the system, which re-
sulted in the authors adding their own opinions which created
a momentum effect. Furthermore they observed that people
were able to learn how to use the system by observing oth-
ers. During the second study, people were interviewed. The
results of the second study complied with the results from the
first study and showed that people in general were positive
towards the system, but social embarrassment played a big
role.

Large touch screen using gestures in public
Peltonen et. al. [8] observed the interaction with a system
called CityWall placed in public. CityWall consisted of a
large touch screen providing the ability to interact with Flickr
content through gestures. CityWall was available for eight
days and they recorded a total of 1199 users interacting with
the system. The analysis of the obtained data resulted in sev-
eral findings concerning: Dynamics in approach, interacting
at the display with others, transition between activities and
participants and roles and social configurations.

Tabletop gestures in public
Hinrichs et. al. [2] presented their findings from a field study
of a tabletop system enabling people to browse through a me-
dia collection. The study was conducted over a period of
eight days with a total of approximately 20 hours of video
data collected by two cameras. Findings from the study indi-
cated that a versatile many-to-one mapping between gestures
and actions were important. Furthermore they presented data
showing the difference between children and adults, single-
and bimanual interaction and symmetric and asymmetric ac-
tions.

Jacucci et. al. [3] developed a system called Worlds of infor-
mation allowing multiple users to interact with a touch screen
at the same time. They described some of the challenges
of developing a multi-touch application for walk-up-and-use
displays as well as how people learned and interacted with
such system.

Mid-air Gestures in public
Perry et. al. [9] developed a system called WaveWindow
which enabled people to interact with a screen placed behind
a window in public. Interacting with the screen was done us-
ing a wave gesture as well as knocking on the window. Based
on their observations they proposed design recommendation
made for gestural interaction in public.

Rubegni et. al. [11] developed a system called USIAlumni
Faces that projected a virtual yearbook onto a large public
screen. People could interact with the system using a Wii re-
mote and an infrared pen hidden in a toy case. They set up
their system for a university alumni event, where over 200
persons used their system. They described, how people inter-
acting with the system attracted more people, and the use of
gestures made the system more visible to others. Furthermore
they also described the social aspect of the system working as
a conservation starter with acquaintances and strangers, and
how people applied the observe-and-learn model.

Hardy et. al. [1] developed a system using a webcam en-
abling people to play an asteroids game and show weather
information by moving the arm to the left or right. They in-
vited individuals and groups to come and interact with the
system and observed 46 participants. Their study showed,
among other things, that people were more interested in the
display when others were using it and the fact that people tend
to make larger and quicker movements when the system did
not respond as expected.

MID-AIR GESTURE-BASED INTERACTION
We have developed a gesture-based interaction for control-
ling a web browser on a PC. The gesture-based interaction is
based on the functionality of Kinect sensor[4], which is used
to track a user and the user’s movements. The user can con-
trol the cursor with the right hand and make gestures with the
left hand. The cursor on the screen is positioned based on the
position of the user’s hand within the view of the Kinect sen-
sor. When the user holds the hand in upper left corner of the
view of the Kinect, the cursor is placed in the upper left cor-
ner. We have adjusted the cursor sensitivity to allow the user
to touch every corner of the screen with the cursor without
requiring the user to move around.

For this system we have also developed three gestures for in-
teracting with the web browser, which are:

• ”Click”-gesture, which functions as clicking using a com-
puter mouse (Figure 2).

• ”Go Forward”-gesture, which navigates forward in the web
history of the web browser (Figure 3).

• ”Go Backward”-gesture, which navigates backward in the
web history of the web browser (Figure 4).

All gestures start in the same initial position, which meant
holding the left arm in a 90 degree angle and then moving the
arm in a certain direction. As an example the ”Go Forward”-
gesture, the user should place the left arm in the initial posi-
tion and then move the left hand towards the right shoulder.

The system functions in such a way that user, which is closest
to the screen, is in charge.

The system has two modes, purchase mode and training
mode. Training mode is displayed in Figure 5, and in train-
ing mode the user is able to view the camera image from the
Kinect sensor, instructions on how to use the system and ani-
mations of a person performing the three supported gestures.
On the camera image from the Kinect sensor illustrations on
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Figure 2. Illustration of ”Click” gesture

Figure 3. Illustration of ”Go Forward”-gesture

how the user should move her left arm to perform gestures,
are drawn.

The purchase mode, shown in Figure 6, displays a web page
called ”Stregsystemet” in the top half of the screen while dis-
playing a virtual keyboard on the bottom half. The web page,
”Stregsystemet”, is used at the university to buy different bev-
erages by the students. The web page enables the students to
buy beverages by typing in their user name followed by click-
ing the link of the desired item. To support the possibility to
type in a user name, the virtual keyboard was added.

Our system also supports the functionality of scrolling up
and down on web pages, however the web page ”Stregsys-
temet” does not require this functionality, and the gestures
have therefore been omitted.

FIELD STUDY
The purpose of the field study was to study the interaction
with this type of system in a public space.

System
The system used for testing consisted of a 42” screen, a PC
running the mid-air gesture-based interface, a mouse, a key-
board and a Kinect sensor. The screen was placed on a table
with the Kinect mounted on top of the screen.

Participants
In order to motivate people to use our system we held a com-
petition. Each time a person used our system, their chance of
winning was increased. At the end of the evening the winner
was announced and given the price.

Setting
The field study was conducted in the canteen at Cassiopeia
- House of Computer Science at Aalborg University. During
the afternoon and evening a social event was held in the can-
teen. A camera was placed next to the screen to record the

Figure 4. Illustration of ”Go Backward”-gesture

Figure 5. Screenshot of training mode

Figure 6. Screenshot of purchase mode

users from the front, enabling us to capture the behaviors and
voices of the users.

Procedure
The system was set up and available from 01 pm to 08 pm,
and during this time people were free to interact with the sys-
tem. Both authors were present during the field study in order
to ensure the system functioned as expected, but did not in-
terfere with any interaction with the system from the users.
When the system was not in use the authors made sure the
system was switched to training mode to be ready for the next
user.

Data collection and data analysis
To study the interaction with our system we used a high-
definition digital camera for recording the users’ movements
and voices. During the field study we asked the users to fill
out a questionnaire concerning the mid-air gesture-based in-
teraction and where they believed such interaction could be
used.

Before analyzing the video material we removed the parts,
where no users were using the system. The rest of the mate-
rial was divided into sessions, each session consisting of an
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uninterrupted use of the system. Both authors watched the
sessions in collaboration and listed interesting situations that
emerged in the videos. We then analyzed the sessions again
in collaboration and noted, when the situations occurred, the
type of situation and the number of people involved, including
people that observed the situation. It must be noted that ob-
servers only contained people that were within the view of the
camera. However since the system was set up on a plateau in
the canteen, we are confident that we have recorded the main
part of the observers.

FINDINGS
This section describes the findings of our analysis of the video
material from the field study. A total of 26 different users
used the system in addition to the people observing the inter-
action. Some users used the system more than once, so we
recorded a total of 54 sessions with the system. The section
focuses on how people approached, interacted and collabo-
rated with others at the screen.

Dynamics of approach
Approach refers to how people noticed the interface, how
people approached the interface and how people were taking
turns.

Noticing the system
An observation regarding how people approached the system
was that when a crowd was gathered around the system, it
attracted more attention, and more people were likely to at-
tend the crowd and thereby the system, also referred to as the
Honey-pot Effect. The authors of Brignull et. al. [10] ini-
tially used their own system and observed that this created
a momentum effect, where more people approached the sys-
tem. Peltonen et. al. [8] also made a similar observation with
CityWall, where people were standing with their backs to the
large touch screen and waited for the rain to stop. A boy
walked by the screen and touched the screen, after which he
uttered: ”Oooh”, thereby getting the attention of his friends
and the people around the screen, which then noticed the
screen. Users of CityWall also claimed in the interviews that
the system was hard to notice, when nobody was using it, but
when they started interaction with the screen, they could see
that it attracted a lot of attention from passers-by.

Approaching the system
Generally people approached the system by first observing
the system and users from a distance followed by walking up
to the interface to interact. People tended to come in pairs or
larger groups when approaching the system, only 15% of the
first-time users approached the system alone, when the sys-
tem was not in use. This result is similar to the observations
made by Peltonen et. al. [8], where only 18% of the users ap-
proached the system alone. Like Peltonen et. al. [8] we have
not found any explanation why people seldom approached the
system individually.

Transitions between users
Transitions between users refers to how users were able to
determine who was next in line to use the system. When peo-
ple approached the system, they placed themselves around

the screen instead of a normal queue so they could watch the
interaction. Even though there was no explicit queue, people
were in general able to determine when it was their turn with-
out any conflicts. At one occasion, we observed a conflict
between a male and a female that were standing equally close
to the system when user completed a purchase, Figure 7A.
After the user left, the male took a step towards the screen,
Figure 7B, after which the female stated: ”It was not your
turn” and pushed the male away to claim the control of the
system, Figure 7C.

Figure 7. Screenshot of conflict in transition between users

Social inhibition
Social inhibition refers to the embarrassment of using such a
system in public. The system requires larger movements and
gestures that can be spotted by others, and this can have a
negative effect on people’s willingness to interact.

Figure 8. Screenshot of social inhibition

Figure 8A shows an example of a user using the system a cou-
ple of minutes until three other people arrived. The user no-
ticed the arrival of the others in Figure 8B. The user stopped
the interaction right away and left as shown in Figure 8C.
This suggests that the user felt uncomfortable interacting with
the system while others were present. Perry et. al. [9] ob-
served another example of social inhibition where a mother
and teenage daughter did not feel comfortable using the mid-
air gesture-based interface. They approached the mid-air
gesture-based interface and watched the training video. After
the completion of the video, they both tried to encourage each
other to interact with the interface: ”Go on mum, you try it”
Both of them rejected and exited the location.

Learning the system
Learning the system refers to how people learned how to per-
form the gestures and control the cursor.

Skipping training
When nobody was using the system we switched the sys-
tem to training mode, where the interaction was explained
and demonstrated. However we noticed during analysis of
the video that almost none of the users (85% of all first-time
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users) made use of the training mode presented when they ap-
proached the system. The first thing people did when begin-
ning the interaction was to move the cursor down towards the
”Finish Training”-button and make movements to perform
the ”Click”-gesture. Instead of following the instructions on
the screen, the main part of the users used the trial-and-error
approach. This indicates that when developing a walk-up-
and-use system, people should be able to interact with the
system without first having to complete a training session.
A possible solution could be to introduce a more intelligent
training system which gives the users hints on how to perform
a given gesture when the users try to perform it. If a user tries
to perform a gesture but fails, the system could e.g. demon-
strate how to perform the gesture that was similar to the user’s
movement. By doing so, the user would only receive training
when needed and only on the gestures the user found difficult
to perform.

We observed an three ways for learning how to inter-
act: Observe-then-act, Collaboration and Competition and
Teacher/Apprentice.

Observe-then-act
Many of the users started with watching others interact with
the system before trying it themselves by imitating, how the
previous person used the system. Figure 9A shows a person in
a purple shirt standing behind and observing another user in-
teracting with the system. The observing person then waited
for the other user to leave, before he approached the system
and started to interact shown in Figure 9B.

Figure 9. Screenshot of observe-then-act

Likewise, Hinrichs et. al. [2] made similar observations of
imitation from users of their multi-touch tabletop. They ob-
served that an adult visitor using both hands to herd as many
items as possible to his corner of the screen. A little girl ob-
served this and started to imitate his gesture immediately.

Collaboration and competition
We observed several examples of group members encourag-
ing each other to interact. People that did not directly inter-
act with the system, were involved by making suggestion on
how to interact, even though they did not have any experience
with system themselves. As an example, two males had ap-
proached the system, one using the system, while the other
was observing. The male using the system was having prob-
lems with performing a ”Click”-gesture”, and the observer
suggested: ”I think you should push your hand out in a more
straight line”, where after the user was successful in making
the gesture. Without the additional input from the observer,

the user might have given up interacting with the system. This
was observed with people that left the system, when having
problems with the interaction instead of reading the instruc-
tions, but with the above example the user was given input
that helped and encouraged him to keep interacting. Other
observers were more direct in their help, such as: ”I think,
you should try the training”.

We also observed the interaction between group members
in more competitive way. In one occasion an observer was
telling the current user how to perform the ”Click”-gesture
while the user had trouble, which might seem helpful but
the conservation between the two was in a competitive lan-
guage. When the current user was finished interacting the
observer placed him self in front of the screen confident in
order to show how to perform the gesture. Another exam-
ple of this competitive behavior was that after watching one
group member having trouble buying an item, another group
member takes over and makes a purchase. After successfully
buying beverages he yells at the other group member: ”How
hard can it be?”.

Teacher/Apprentice
Other studies have showed that people tend to teach each
other how to interact with a new system when placed in public
[11, 3]. Similar situations were observed during the analysis
of the video material. Often two or more users helped each
other to learn how to perform the gestures and control the cur-
sor, one as the teacher and another as the apprentice, where
the teacher had tried the system before.

Figure 10. Screenshot of teacher/apprentice

Figure 10 shows an occasion, where a new user (appren-
tice) approached the system while another user (teacher) was
present. The apprentice walked up to the screen and held
both hands in front of her. The teacher told her that the cur-
sor should be controlled with the right hand and that the ges-
ture should be performed with the left hand. Afterwards the
teacher demonstrated how to hold her hand in a comfortable
position to control the cursor.

Playing around
As the users were able to see a live video feed of themselves
while being in training mode, some of them found it entertain-
ing to perform a dance or in other ways play around in front
of the system. Figure 11 shows two different users playing
with the system.
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Figure 11. Screenshot of users playing around

Other found it amusing just to move the cursor around and
perform gestures without actually purchasing anything. Gen-
erally this type of interaction seemed to entertain first time
users.

Teasing
The users often approached the system in small groups of 2-3
people. When one of the group members began to interact
with the system, the others tended to tease the current user.
During the training, the users were able to see a live feed of
themselves which e.g. lead to others making ”bunny ears”
above the head of the current user. During the actual use of
the system the teasing of the current user was a bit differ-
ent. In many occasions the group members, which were not
in control, were verbally teasing the current user, as ”Do you
not know how to make a forward punch?”, ”It is easy, come
on” and cheered, when the user made a correct gesture. In
one occasion the current user had difficulties performing the
”Click”-gesture correctly, which entertained the others from
the group. Others went in front of the current user for no
other reason than just to tease by gaining control of the sys-
tem. Since the user located closest to the sensor was the user
in control it was an easy way to disturb the current user. It
must be noted that this only occurred with people, who ap-
proached the system together, or when it was clear that the
persons knew each other.

Victorious
When analyzing the video material from the field study, it
was clear that a part of the users was celebrating when they
successfully bought an item using the system, e.g. one user
high-fived an observer when finished buying an item, Figure
12.

Figure 12. Screenshot of users celebrating

The fact that some of the users were celebrating suggests that
when using the mid-air gesture-based interaction, the task of
buying an item becomes more like a game to the users than
when using a standard input device, even though there was no
score of their interaction presented other than they were able
to make a purchase.

Performance and user experience
The following subsection is primarily based on the question-
naires from the users in the field study. The general impres-
sion of the system was positive. 70% of the users gave the
system a rating above 6 on a scale from 1-10.

Gestures
In general, the users found the gestures intuitive, easy to learn
and easy to remember. 66% rated the intuitiveness of the ges-
tures from 7-10. 74% of the users rated the learnability of the
gestures from 7-10 and 87% of the users gave the gestures
a rating from 7-10, concerning how easy the gesture were to
remember. Even though the gestures were intuitive, easy to
learn and easy to remember, some users found it difficult to
perform the gestures. 60% of the users rated the difficulty
of performing the gestures from 5-10. This indicates that the
choice of gestures were acceptable, but the system should be
able recognize less precise gestures. It must be noted that al-
most all of the users were first time users. The analysis of the
video material showed that some users tended to increase the
speed of their movements when performing a gesture that was
not recognized by the system. One user failed at performing
the ”Click”-gesture a couple of times, and this made him per-
form the gesture numerous times at very high speed which
the system was unable to recognize. A possible solution to
this problem could be to present the user with a hint telling
him/her to slow down the movement of the arm when needed.
Hardy et. al. [1] also experienced using a mid-air gesture-
based interface that when users encountered problems, they
performed gestures faster and more erratic instead of slowing
down.

The ”Click”-gesture
Some of the users found it difficult to hold the cursor still
while performing the ”Click”-gesture. The ”Click”-gesture
does not require the user to fully stretch the left arm towards
the screen, however several of the users did so. When fully
stretching the left arm, it increases the difficulty of holding
the right hand still resulting in the users clicking next to the
desired element. The results from the questionnaires showed
that several users would prefer the ability to perform a func-
tionality of a mouse click by snapping the fingers or closing
the hand.

Cursor techniques
The questionnaires showed that the users found the cursor rel-
atively easy to control, 92% gave the control of the cursor a
rating above 5. However one user stated that the links and but-
tons on the web page were to hard to hit and the whole web
page should be scaled up. This could potentially decrease the
difficulty of hitting the links and buttons.

Application domain
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The users were asked to give their opinion about where such
an interaction form could be used. All suggestions can be
divided into three categories:

• Places, where people get dirty hands.

• Places, where people must not get dirty hands.

• Places, where people are unable or not allowed to touch
anything.

The following examples are based on conversations and the
questionnaires from the users.

When working at places like kitchens and workshops, people
often get dirty hands. The mid-air gesture-based interaction
could be used while having dirty hands enabling a cook to
browse through recipes online while cooking or a mechanic to
browse technical documentation while having oil on his/her
hands. At operation rooms the surgeon must stay sterile while
performing operations. With mid-air gesture-based interac-
tion the surgeon could browse through X-rays while operating
without requiring an assistant to do so. It could be possible to
use this interaction form in shops allowing people to interact
with systems that are placed behind glass. People could then
e.g. browse through real estates, pricing list and find tourist
attractions.

DISCUSSION AND CONCLUSION
We have placed a mid-air gesture-based interface at a social
event at a university and studied how people interacted with
such interface. By analyzing the collected data we observed
several interesting situations. A positive effect of the interac-
tion with the system being visible to others often attracted
more users. A negative effect was that some people were
anxious about interacting with the system while other were
observing. Instead of finishing what they were doing, they
aborted their interaction and left, when other approached the
system.

Even though the system had a training mode, where new users
could learn the interaction, we discovered that this training
mode was seldom used. New users often observed other users
before trying themselves, thereby acquiring a basic idea of
how to interact. On other occasions, another user taught the
new user how to move the cursor as well as how to perform
the different gestures.

We also experienced that some users found the type of in-
teraction entertaining. Some users were dancing in front of
the screen, while others were just interacting with the system
without actually buying anything. A part of the users that was
using the system to buy beverages, even celebrated a success-
ful purchase. We also observed that people in groups were
competitive towards each other. This suggests that the trivial
task of buying beverages became more interesting and simi-
lar to a game compared to buying beverages with a keyboard
and computer mouse, even though there was no indication of
performance.

In general the users responded positively to the mid-air
gesture-based interaction. Overall the users were satisfied
with, how the cursor was controlled and how the gestures

were designed, even though some users found it difficult to
perform the ”Click”-gesture and suggested alternative ways
of performing a click.

The mid-air gesture-based interface seemed to fascinate peo-
ple which caused them to come forward to observe and partic-
ipate, while some users seemed anxious for interacting with
such system in public.

The users made different suggestions, where such mid-air
gesture-based interaction could be used, and these sugges-
tions comply with very recent work in different areas. For
the categoy of getting dirty hands Panger [7] is working on
an article (Work-In-Progress) that focuses on using a mid-
air gesture-based interface in kitchens to follow recipes while
cooking. For the other category for sterile environment and
not getting dirty hands, King’s College London [5] has re-
cently announced that they are working on applying the
Kinect technology in operation rooms.

The analysis of the collected data might have been influenced
by the subjective opinions from the authors. The fact that the
study was conducted during a social event where alcoholic
drinks were sold, can have had an influence on the results.
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