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ABSTRACT:

Brain-Computer Interface’s (BCI) role in rehabilitation has

over the past years started to attract more attention. BCIs

can detect neural signals and combine the information with

assistive technologies which may be used for neurofeedback

in rehabilitation. Induction of Hebbian associated plastic-

ity has been shown to be possible when pairing Movement-

Related Cortical Potentials (MRCPs) with electrical stimula-

tion, the delay between these is of crucial importance. This

study served to investigate the possibility of implementing

such a protocol with a BCI. MRCPs from four classes in a cue-

based paradigm were extracted from multi-channel scalp EEG.

Classification accuracies for each possible task pair and de-

tection performance were obtained; this was done for differ-

ent spatial filters (large Laplacian filter (LLF), optimized spa-

tial filter and common spatial pattern filter) to evaluate their

performance. The classification and detection performance

were combined to obtain a measure of system performance.

On average (n=12) best classification accuracy was obtained

for the task pair fast vs slow movements at 60% Maximum Vol-

untary Contraction (MVC)’ using OSF (79±9%). Best detection

performance was obtained for fast movements at 60% MVC

using LLF (true positive rate: 85±17%). Movements were de-

tected approximately 0.5 s before the movement onset. The

system performance, combination of detection and classifica-

tion, of a 2-class system correctly detected and classified the

movements 61±15% of the time. The results are promising and

show that this approach can be used to implement a plastic-

ity inducing protocol where the MRCP is paired with afferent

feedback from electrical stimulation in a Hebbian associated

manner.

The following contents are freely available, but publication only allowed in agreement with the au-

thor.





Preface
This study was done by Mads Jochumsen as part of the masters the-
sis in Biomedical Engineering and Informatics at Aalborg University.
The report is based on the theme Applied biomedical engineering and
informatics and written in the period from February 1st 2012 until
June 1st 2012. The content of this report is aimed at researchers with
interest in the field of brain-computer interfacing. The picture on the
front page is from [Volodin, 2010].

Reading Guide
References to literature are made using the Harvard method, in which
the authors last name and the year of publishing are placed in brack-
ets, [Last name, Year]. When an in-text reference is given, the refer-
ence can subsequently be found in the Reference List, listed in alpha-
betical order.

Figures and tables are numbered sequentially according to their ap-
pearance in the text and the chapter in which they are placed. For
example, a figure numbered as 3.2, is the second figure in chapter 3.
A description of the figure or table contents is located below the ob-
ject along with a reference to the source. If no reference is given, the
figure or table belongs to the authors of this report.

The first time an abbreviation is used the word will be explained. Af-
terwards only the abbreviation will be mentioned.

The report is divided into five parts, with chapters belonging to each
part. Each chapter starts with a short introduction and a description
of the content. The five parts of the report are:

• Part I - Problem Analysis
• Part II - Problem Solving
• Part III - Results
• Part IV - Synthesis
• Part V - Appendix
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1
Introduction

Initially the prevalence and effects of stroke are described, which serves
as a motivation for the continuous research in new rehabilitation pro-
tocols. The section on stroke prevalence and effects is followed by a de-
scription of plastic changes following a stroke. Appendix A contains
more detail about plasticity. Finally a new promising non-invasive
stimulation protocol by [Mrachacz-Kersting et al., 2012] is briefly de-
scribed. This chapter is mainly based on review articles.

1.1 Stroke
Stroke is divided into two categories; ischemic and hemorrhagic
[Mackay & Mensah, 2004], both lead to acute loss of brain function
in a localized area [Guyton & Hall, 2005]. It is a common global
health-care problem with approximately 15 million people suffering
a stroke annually; out of these, five million are permanently disabled
[Mackay & Mensah, 2004]. The most commonly recognized impair-
ment, caused by stroke, is motor impairment [Thickbroom, 2007]. Up
to 80% of stroke survivors will initially have an impaired upper ex-
tremity and up to one third will have residual disability [Kimberley et
al., 2004; Langhorne et al., 2009]. Motor impairment is not just lim-
ited to the upper extremities; it depends on the injury site and may
affect the face and lower extremities. Due to the large number of peo-
ple affected by motor disabilities, much of the rehabilitation effort is
aimed at recovering normal motor function [Thickbroom, 2007].

1.2 Plasticity
It has been shown that there is a cortical reorganization following
an injury to the nervous system. After a stroke in the motor cortex
different changes have been observed (see appendix A). In the suba-
cute phase after a stroke a reduction of excitability of the motor cor-
tex has been found as well as a decrease in the representation of the
affected muscles. Besides the plastic changes associated with the in-
jury, a use-dependent cortical reorganization may occur, which may
increase the representation of unaffected body parts. See Liepert et
al. [2000] for a review about plastic changes following a stroke. Induc-
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1. INTRODUCTION

tion of plasticity may occur in three different ways; learning, injury,
and artificially induced [Thickbroom, 2007]. It has been shown that
plasticity can be induced artificially with different non-invasive stim-
ulation protocols, with the common goal of improving motor func-
tion. It is hypothesized that induction of plasticity in the affected
part of the brain is correlated to improved motor function [Cooke &
Bliss, 2006; Thickbroom, 2007]. Protocols that have induced plasticity
are e.g. repetitive electrical stimulation, repetitive transcranial mag-
netic stimulation, functional electrical stimulation (FES) and paired
associative stimulation (PAS) [Everaert et al., 2009; Khaslavskaia et al.,
2002; Stefan et al., 2000; Ziemann et al., 2008] (for a review on differ-
ent rehabilitation techniques see [Langhorne et al., 2009; Ziemann
et al., 2008]). An interesting novel approach for inducing plasticity
was introduced by [Mrachacz-Kersting et al., 2012] where Movement-
Related Cortical Potentials (MRCPs) are paired with afferent feedback
from electrical stimulation. The afferent feedback must coincide with
the MRCP so the timing of the electrical stimulation is of crucial im-
portance. It is believed that the changes seen from this technique are
Long-Term Potentiation (LTP)-like effects. LTP is a model describ-
ing synaptic plasticity, which rely on Hebbian learning rules [Hebb,
1949]. That the effects of the technique are LTP-like is based on
the fulfillment of the following conditions [Mrachacz-Kersting et al.,
2007][Wolters et al., 2003]:

• Rapidly evolving effect.
• Persistence even after the stimulation has stopped.
• Specific temporal order of the two stimuli.
• Reversibility.

Using the protocol by [Mrachacz-Kersting et al., 2012] the group at
Aalborg University has obtained promising results in stroke subjects
(not published yet), therefore this project will focus on implementing
this promising idea. The pairing of MRCPs with electrical stimulation
can be obtained by detecting MRCPs from the continuous electroen-
cephalogram (EEG) with a Brain-Computer Interface (BCI) [Niazi et
al., 2011, 2012] that will pair the detection of the MRCP with electrical
stimulation.
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2
Brain-Computer Interface

This chapter is based on several review articles written by some of the
major contributors to BCI research. Initially a BCI system is defined. In
the following section a schematic representation of a BCI is described
and finally some of the applications of a BCI are outlined with empha-
sis on BCI’s role in rehabilitation.

2.1 BCI Definition
Several definitions of a BCI exist, two of the most well-known are:

• "A BCI is a communication system in which messages or com-
mands that an individual sends to the external world do not
pass through the brain’s normal output pathways of peripheral
nerves and muscles."[Wolpaw et al., 2002]

• "BCI describes any computerized system, which involves infor-
mation obtained from the brain. The BCI system interprets
specific brain activity without using the brain’s normal output
pathways of peripheral nerves and muscles to work directly with
external devices or applications".[Birbaumer & Cohen, 2007]

Furthermore BCIs can be divided into two different modes; asyn-
chronous or synchronous. The asynchronous BCI (self-paced) is al-
ways active and besides reacting to the predetermined mental tasks
that control the system, it is also able to identify a rest state or idle
state. On the contrary the synchronous (cue-based) BCI depends on
a specific protocol [Wolpaw et al., 2002].

2.2 Schematic Presentation of a BCI System
A BCI system normally consists of the following parts:

• Signal acquisition
• Preprocessing
• Feature extraction
• Classification

5



2. BRAIN-COMPUTER INTERFACE

Brain signals are recorded after which they are being preprocessed
to enhance the signal-to-noise ratio (SNR). When the SNR has been
improved the feature extraction takes place. These features are sent
to a translation algorithm/classifier that decodes the user’s intent and
translates it into device commands (see figure 2.1).

Figure 2.1: The BCI system records signals from the brain. The signals are
processed and certain features are extracted. A translation algo-
rithm transforms the features into device commands. Page 1033
in [Daly & Wolpaw, 2008].

Signal Acquisition

In BCI research three different recording locations have been used;
scalp EEG, electrocorticography (ECoG) from the cortical surface,
and neuronal action potentials and local field potentials from the
cortex. Each technique has advantages and disadvantages. EEG is
easy and safe to record, but it has limited resolution and a limited
frequency range. ECoG has higher resolution, but long-term stabil-
ity and biocompatibility are unknown plus the procedure is invasive.
Signals acquired from the cortex has the highest resolution, but the
same problems apply as for ECoG. Other techniques can be used for
BCI such as; magnetoencephalography, functional Magnetic Reso-
nance Imaging, Positron Emission Tomography and functional near-
infrared imaging.[Daly & Wolpaw, 2008]

The acquired signals that can be used for BCI control can be sum-
marized in the following table:

• Visual evoked potentials.
• Slow cortical potentials.
• P300 potentials.
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2.2. Schematic Presentation of a BCI System

• Mu or beta rhythms (sensorimotor rhythms).
• Electrical neuronal activity recorded from the cortex and corti-

cal surface.

In [Wolpaw et al., 2002] the different control signals and their applica-
tion in some present-day BCIs are explained and discussed in detail.

2.2.1 Preprocessing

Preprocessing of the control signal is essential due to a very low SNR,
especially the control signal of interest in this study; MRCP. Control
signals derived from the EEG are contaminated with various artifacts
of technical and physiological origin [Sörnmo & Laguna, 2005]. The
most common artifacts are 50 Hz noise, muscle activity and Electro-
oculography (EOG). EOG is a problem when working with MRCPs due
to an overlapping frequency range (MRCP: 0–5 Hz, EOG: 0–38 Hz).
EOG has a high amplitude (around 100 µV peak-to-peak) compared
to MRCPs (around 15–20 µV peak-to-peak, see figure 5.4).

To improve the poor SNR of the control signals different approaches
to remove noise have been proposed; this includes different filters
such as highpass, lowpass and bandpass, which may be applied to re-
move e.g. muscle activity and 50 Hz noise. Different types of spatial
filters have also been applied to correct for the blurring that may arise
from lowpass filtering. E.g. Laplacian filter reduces common activi-
ties between neighboring electrodes and improves spatial resolution;
it reduces distant sources and local sources are increased. In [Niazi et
al., 2011; Wolpaw et al., 2002] different spatial filters are compared.

2.2.2 Feature Extraction

After the preprocessing of the signals, time or frequency domain fea-
tures may be extracted. Examples of time domain features are am-
plitudes of slow cortical potentials (see section 5.4 for examples of
MRCP features) or neuronal firing rates. Features from the frequency
domain can be amplitudes from sensorimotor rhythms. It is possi-
ble to combine features from the time and frequency domain and
thereby improve performance [Schalk et al., 2000] (see [Wolpaw et al.,
2002] for a review).

2.2.3 Classification

When signal features have been extracted from the control signal the
classifier translates the signal features into device commands reflect-
ing the user’s intent (see [Lotte et al., 2007] for a review on different
classification techniques applied for BCI purposes). Different meth-
ods for classification have been proposed such as linear and nonlin-
ear methods. A good classifier should adapt to the user at three dif-
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2. BRAIN-COMPUTER INTERFACE

ferent levels [Wolpaw et al., 2002]:

• Classifier must adapt to the specific user (e.g. amplitude of
event-related potential).

• Online adjustments to reduce the effect of spontaneous varia-
tions (e.g. fatigue).

• Mutual learning: The classifier trains the user and vice versa
(e.g. if the feature is an amplitude of an event-related poten-
tial, the correlation between amplitude and user intent should
increase over time).

2.3 Applications
Since the beginning of BCI research two major fields have been in-
vestigated; communication and control. Applications for word pro-
cessing, communication aid for amyotrophic lateral sclerosis (ALS)
patients, controlling wheel chairs, and other types of environmental
control have been developed (see [R. Millán et al., 2010] for a recent
review of BCI control of assistive technologies). These aids are help-
ing to improve the quality of life for patients suffering from severe
neuromuscular disorders, such as ALS, stroke, and spinal cord injury
[Wolpaw et al., 2002]. Besides BCI use in communication and con-
trol, neurological rehabilitation has started to attract attention [Daly
& Wolpaw, 2008][Meng et al., 2008][Daly et al., 2009].

Rehabilitation

In functional recovery it is important to target the impairment as di-
rectly as possible through activity-dependent plasticity [Nudo, 2006;
Wolpaw & Tennissen, 2001; Ziemann et al., 2004]. The expectation
of current therapies is that repetitive movement practice will induce
plasticity in the central nervous system (CNS) and thereby improve
motor function. A BCI approach is to use the brain activity to guide
plasticity and thereby improve motor function, and also motivate and
involve the patient [Daly & Wolpaw, 2008].

In figure 2.2 two training strategies (A and B) are proposed that will
lead to the goal, which is restored CNS function. Strategy A is based
on the hypothesis that training the brain activity to become nor-
mal will lead to better CNS functioning, which will then lead to im-
provements in motor control, it has been supported by several stud-
ies e.g. [Decety, 1996; Stinear et al., 2006; Weiss et al., 1994]. Strat-
egy B is based on detection of brain activity (e.g. MRCP) that will
trigger an external device, which will assist the movement (e.g. FES
[Daly et al., 2009] or robot-assistance [Gomez-Rodriguez et al., 2010]).
The sensory feedback provided from the movement is thought to in-
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duce CNS plasticity and improve the motor function [Daly & Wolpaw,
2008]. The fundamental idea behind this strategy was discussed at
the 4th International BCI Meeting 2010 in Asilomar, CA, USA [Grosse-
Wentrup et al., 2011].

Figure 2.2: Two training strategies are proposed for induction of CNS plas-
ticity restoration of motor function. Strategy A relies on training
of brain activity to become closer to normal, while strategy B will
trigger a device that assists movement and thereby provide feed-
back. Page 1039 in [Daly & Wolpaw, 2008].
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3
Movement-Related Cortical

Potentials
This chapter gives an introduction to the type of MRCP seen for ex-
ternally cued movements. MRCPs for self-paced or internally driven
movements are known as Bereitschaftspotentials (BPs) [Shibasaki &
Hallett, 2006], and MRCPs for externally cued movements are known
as Contingent Negative Variation (CNV) [Walter et al., 1964]. BP and
CNV are not only seen in tasks involving real movements, but also in
imagined motor tasks [Jankelowitz & Colebatch, 2002; Nascimento et
al., 2006]. The protocol in this study used cue-based movements with
variations of speed and torque amplitude, therefore the effect of move-
ment parameters on MRCPs in general is outlined.

3.1 Contingent Negative Variation
In 1964 [Walter et al., 1964] described the movement-preceding nega-
tivity of signaled (cued) movements; this is known as CNV. The CNV is
an index for expectancy and a sign of sensori-motor association that
reflects processes involved in preparation of voluntary movements
[Walter et al., 1964]. CNV can be elicited in a simple paradigm such
as a forewarned reaction time task [Brunia, 2003]. In this paradigm,
a warning signal/stimulus (S1) informs the subject of an upcoming
second stimulus (S2) after which the subject has to react/respond
[Brunia, 2003].

Morphology of the CNV

The negativity between the two stimuli has been divided into two
phases when recorded with a relatively long interstimulus interval;
early CNV and late CNV (see figure 3.1) reflecting different neuronal
generators [Connor & Lang, 1969; J. W. Rohrbaugh et al., 1976]. The
amplitude of the early CNV tends to decrease from a larger early CNV
(after the warning stimulus, S1) to a smaller late CNV (approaching
the response stimulus, S2) over the anterior parts of the scalp. The
opposite is the case over the posterior parts of the scalp; an increase
is seen from a smaller early CNV to a larger late CNV [Cui et al., 2000].
The early CNV persists for approximately 1-1.5 s after the warning
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3. MOVEMENT-RELATED CORTICAL POTENTIALS

stimulus while the late CNV starts to develop approximately 1 s be-
fore the response stimulus [Hamano et al., 1997].

Figure 3.1: CNV is seen between the two stimuli; S1 and S2. The CNV is di-
vided into an early phase (CNV1) and a late phase (CNV2). The
figure is from page 6 in [Lu et al., 2011].

Generators of the CNV

A lot of attention and effort have been devoted to find the neural
generators of the CNV, however, the generators and their contribu-
tion to the CNV are not entirely known since the CNV is a summa-
tion of multiple cortical potentials with different functions and ori-
gins (see [Brunia, 2003] for a review). The late CNV has been hy-
pothesized in several studies to be similar to the BP (e.g. [Hultin et
al., 1996]), but this hypothesis has been rejected by several studies
(e.g. [Cui et al., 2000; Hamano et al., 1997; Lu et al., 2011]). The early
CNV is distributed over the prefrontal area and supplementary sen-
sorimotor area (SSMA), while the late CNV is distributed over the pre-
frontal area, primary motor and sensory cortex, temporal area, occip-
ital area and SSMA [Deiber et al., 1996; Hamano et al., 1997; Ikeda et
al., 1996]. The role of the prefrontal cortex as a generator has been
outlined in several animal studies where CNV was recorded from the
prefrontal area as well as premotor and primary motor area [Borda,
1970; Donchin et al., 1971; McSherry & Borda, 1973]. A positron emis-
sion tomography (PET) study done by [Deiber et al., 1996] also found
contribution to the generation of CNV from the cerebellum, basal
ganglia, and the thalamus. [Ikeda et al., 1997] reported that especially
the basal ganglia among the subcortical structures contribute to the
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3.1. Contingent Negative Variation

late CNV, while [Ikeda et al., 1994] suggested that the cerebellum did
not contribute to the CNV. The role of the premotor cortex in the gen-
eration of the CNV has been described in a number of studies [Deiber
et al., 1996; Grafton et al., 1998; Lu et al., 2011]. It is hypothesized
that the premotor cortex is responsible for detecting cues [Deiber et
al., 1996; Matsumoto et al., 2003], and is active in motor prepara-
tion [Kurata & Hoffman, 1994; Matsumoto et al., 2003; Simon et al.,
2002]. [Matsumoto et al., 2003] discuss the role of different subdivi-
sions of the premotor cortex. The cognitive function is represented
in the rostral premotor cortex and motor functions in the caudal pre-
motor cortex leading to a cognitive-motor gradient (rostrocaudal) in
the premotor cortex during a CNV task [Crammond & Kalaska, 2000;
Matsumoto et al., 2003]. The dorsal premotor cortex (PMd) is be-
lieved to play an important role in coupling arbitrary sensory cues
to motor acts and response selection [Chouinard et al., 2003; Cram-
mond & Kalaska, 2000]. The response in PMd is maximally evoked by
the apperance of the warning stimulus in the CNV paradigm [Cram-
mond & Kalaska, 2000]. Recently in a study by [Lu et al., 2011] it was
proved (by using rTMS) that the PMd is more involved in preparatory
processes of externally cued movements compared to self-initiated
movements, an opposite role was found for the SMA. This study sup-
ports the findings from earlier animal studies [Kurata & Wise, 1988;
Mushiake et al., 1991].

Electrode Placement

As mentioned, the amplitude of the early CNV tends to decrease from
a larger early CNV to a smaller late CNV over the anterior parts of
the scalp, while the opposite is the case over the posterior parts of
the scalp [Cui et al., 2000]. [Cui et al., 2000] found that the largest
negative potential occurred mainly at frontal (F) frontocentral (FC)
and central (C) regions for the early CNV, while the late CNV moved
from the anterior to the middle part of the scalp and displayed the
largest potentials at FC, C and centroparietal (CP) regions. [Yazawa
et al., 1997] reported that the largest amplitude of the late CNV was
found over Cz in a dorsiflexion task, the same was the case for wrist
flexions [Ikeda et al., 1997].

Interpretation of the CNV

According to [Ikeda et al., 1997] the CNV represents neuronal activ-
ity necessary for sensorimotor integration or association related to
planning or execution of cued movements. The early CNV largely
reflects sensory information of the warning stimulus, while the late
CNV represents motor readiness and preparatory activity of a forth-
coming motor response [Hamano et al., 1997; J. W. Rohrbaugh et al.,
1976]. If the time interval between the warning and response stimu-
lus is short then it is difficult to disentangle processes related to an-
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3. MOVEMENT-RELATED CORTICAL POTENTIALS

ticipatory and movement preparation [Brunia, 2003]. If the time in-
terval is long then the stimulus-related contamination resolves and a
cleaner (in the sense of pure motor) late CNV is seen [Cui et al., 2000].
In the CNV paradigm the following terms have been associated: Cog-
nition, attention, judgment, expectation, estimation, determination,
planning, preparation and motor processing [Cui et al., 2000; Ikeda et
al., 1996; Walter et al., 1964; Yazawa et al., 1997].

Factors Affecting the CNV

As indicated in the previous paragraph several factors affect the CNV
such as attention and motivation [Brunia, 2003]. Especially attention
has been reported as an important factor [Cui et al., 2000; Ikeda et al.,
1996; Yazawa et al., 1997]. [Wise et al., 1997] also reported that propri-
oceptive, visual, gaze and attentional information help in producing
an output that reflects selection, preparation and execution of move-
ments. [Tecce, 1972] demonstrated that peripheral arousal (such as
increased heart rate) modulates the CNV amplitude (particularly the
early CNV). This was also demonstrated in a study by [Nagai et al.,
2004], where it was argued that the CNV is an index of cortical arousal
during orienting and attention. Another factor affecting the CNV is
the complexity of a movement, [Cui et al., 2000] found larger CNV
amplitudes prior to complex movements than prior to simple move-
ments. Increased muscular effort results in increased amplitude for
the late CNV [J. Rohrbaugh & Gaillard, 1983]. An increase in the CNV
amplitude was also observed when comparing fast responses with
slow responses [Brunia & Vingerhoets, 1980]. In task execution an
increase in negativity parallel to an increased memory has been re-
ported [Ruchkin et al., 1992]. Uncertainty of timing is a factor that
has been reported to reduce the amplitude of the CNV [Brunia, 2003].
[Brunia, 2003] reviews the findings of several studies regarding the
amplitude of the CNV based on the information provided to the sub-
ject prior a response. All in all the studies can be divided into two
categories; the first category is an increase in CNV amplitude when
there is uncertainty about a response (such as speed required for a
contraction), while the second category is an increase in CNV ampli-
tude when there is no uncertainty about a response. [Brunia, 2003]
discusses that the amplitude of the CNV may increase in the sensory
domain with increasing uncertainty, while an increase in amplitude
may be observed in the motor domain when no uncertainty of the
task exists. Lastly [Ikeda et al., 1997] found that the amplitude of the
late CNV was reduced in patients suffering from Parkinson’s disease.

3.2 Movement Parameters Effect on MRCPs
Motor tasks are characterized by a number of movement-related pa-
rameters such as speed/rate of torque development (RTD), force/-
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3.2. Movement Parameters Effect on MRCPs

torque amplitude, and movement direction. Torque amplitude and
RTD have been shown, in several studies, to be reflected in the prepa-
ration and execution of different motor tasks (see figure 3.2).
The effect of torque amplitude alone on the MRCP has provided dif-
ferent results. [Ray et al., 2000] found that increased torque ampli-
tude increased the amplitude of the MRCP, [S. M. Slobounov & Ray,
1998] found an increase in the movement-monitoring potential and
[Nascimento et al., 2005] in the readiness potential. [Gu, Nascimento,
et al., 2009; Nascimento et al., 2006; Romero et al., 2000] reported that
different torque amplitudes could be differentiated in motor imagery
as well. On the other hand [S. Slobounov et al., 2004, 2002, 2000] re-
ported that different torque amplitudes could not be differentiated in
the MRCP.
RTD, however, are generally accepted to modulate the MRCP in mo-
tor tasks and motor imagery tasks. The amplitude of the BP, CNV and
movement-monitoring potential has consistently been reported to
increase with increasing RTD of the movement (or imagined move-
ment) [Brunia & Vingerhoets, 1980; Cooper et al., 1989; Grünewald
& Grünewald-Zuberbier, 1983; Nascimento et al., 2005, 2006; Ray et
al., 2000; S. M. Slobounov & Ray, 1998]. Differentiation between dif-
ferent levels of RTD has been accomplished [Farina et al., 2007; Gu,
Dremstrup, & Farina, 2009; Gu, Nascimento, et al., 2009; Nascimento
& Farina, 2008].

Figure 3.2: Each graph represents an isometric plantar flexion task (torque
amplitude/RTD) from nine subjects. Six different movements
were executed for the combination of two different torque ampli-
tudes and three different RTDs. Time 0 is the onset of the move-
ment. The figure is from page 159 in [Nascimento et al., 2005].
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3. MOVEMENT-RELATED CORTICAL POTENTIALS

Most of the studies dealing with the effect of movement parameters
on MRCPs are based on isometric contractions. [Fang et al., 2004]
compared eccentric and concentric movements and found larger
amplitudes of the MRCPs in eccentric movements (mainly in the late
BP), and [Gu, Dremstrup, & Farina, 2009] compared imagination of
two dynamic movements which could not be discriminated.
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4
Aim

The Problem Analysis is briefly summarized with emphasis on BCI-
driven electrical stimulation for rehabilitation purposes. This serves
as motivation for doing this project. In the end of this chapter the aim
of this project is stated.

Stroke is a devastating disease, affecting many people, which can
lead to motor disabilities [Mackay & Mensah, 2004]. A lot of research
is conducted to help disabled stroke victims regain some of the lost
functionality of a limb [Thickbroom, 2007].
After the injury of a stroke, plastic changes occur and a use-dependent
cortical reorganization may occur, which may increase the represen-
tation of unaffected body parts [Liepert et al., 2000]. Reversing these
plastic changes may be mediated through induction of Hebbian asso-
ciated plasticity in the representations of the affected body parts and
a use-dependent cortical reorganization may occur, which is hypoth-
esized to improve motor function [Cooke & Bliss, 2006] (see chapter
1 and appendix A).
One method for inducing Hebbian associated plasticity in the CNS
was proposed by [Mrachacz-Kersting et al., 2012]. They modified the
PAS protocol [Stefan et al., 2000] so a physiological signal, MRCP, was
paired with peripheral electrical stimulation, the result of using this
protocol was an increase in corticospinal excitability, functional im-
provement in stroke subjects has also been observed (not published
yet).
A way to implement this protocol could be accomplished with a BCI,
which role in rehabilitation has started to attract attention in the BCI
community over the past years (see [Daly & Wolpaw, 2008; Grosse-
Wentrup et al., 2011] and section 2.3).
Instead of using peripheral electrical stimulation a BCI could be im-
plemented to control FES so a movement intention can be paired
with a movement produced by the FES and that the sensory feedback
coincide with the motor potential of the MRCP (MP) to produce Heb-
bian associated plastic changes [Mrachacz-Kersting et al., 2012]. A
recent study by [Daly et al., 2009] outlined the possibility of using a
BCI as a controller for FES.
To control FES, however, requires different control parameters such
as velocity and applied forces [Popovic & Sinkjær, 2000]. These con-
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trol parameters have been shown to affect the MRCP in motor and
motor imagery tasks, mainly involving isometric contractions (see
section 3.2). The ultimate goal would be to detect and decode the
early phase of an MRCP to determine the RTD and torque amplitude
of a forthcoming movement online; this would lead to more sophis-
ticated and natural control of FES compared to a binary selection
(on/off).
[Farina et al., 2007; Gu, Nascimento, et al., 2009; Nascimento & Fa-
rina, 2008] have investigated if RTD and force amplitude can be clas-
sified from single-trial EEG traces of different isometric movements
and motor imagery tasks; they showed it was possible to classify the
different movements and motor imagery tasks relatively successfully.
Before the classification of MRCPs can take place they have to be de-
tected from continuous recordings. Niazi et al. [2011] successfully de-
tected MRCPs in continuous EEG recordings when simulating an on-
line BCI system, and in a real online system using self-paced move-
ments [Niazi et al., 2012].

This study had three purposes:

• To evaluate the classification of single-trial MRCPs for cue-
based isometric contractions of the tibialis anterior muscle,
with different levels of torque amplitude and RTD, based on
features extracted from the initial negative phase of the MRCP.
Furthermore, the classification accuracy was evaluated for fea-
tures extracted from the complete MRCP (initial negative phase
+ reafferent potential) as a comparison.

• To detect single-trial MRCPs in a simulated real-time BCI.
• To evaluate the performance of a BCI system by combining de-

tection with classification.

18



P A R T

II
Problem Solving





C
H

A
P

T
E

R

5
Methods

Initially the experimental protocol will be explained, which includes
the different tasks the subjects performed as well as the different record-
ings. The following section describes the data pre-processing with em-
phasis on different spatial filtering techniques used in the classifica-
tion and detection of MRCPs. The features are briefly described as
well as the classification, which was performed with a support vec-
tor machine (SVM). Lastly the detection and system performance are
explained.

5.1 Experimental Protocol
12 healthy volunteers aged 22–42 (4 women and 8 men; mean age:
27±6 years) participated in this study. The subjects were asked to per-
form four different tasks of real isometric dorsi-flexions. The tasks
were all possible combinations of two different torque amplitudes
and two different RTD. The torque amplitude was either 20% MVC
or 60% MVC and RTD was set to either 0.5 s or 3 s to reach the desired
torque amplitude. The subjects were instructed during the prepara-
tion of the recording sites of the scalp. The subjects spent approx-
imately 5 minutes familiarizing with each task, they were all naive
to the tasks. The tasks were to produce torque (force transducers
mounted on a pedal where the foot was fixated) and match it to four
different templates (see figure 5.1), a custom made program was used
for this purpose where torque was used as input (Follow Me by Knud
Larsen, SMI, Aalborg University).

The subjects were seated in an ergonomic chair two meters from the
screen, which displayed Follow Me, in an electrically shielded room.
The four tasks were randomized in blocks consisting of 50 trials.
The subjects were asked to focus their gaze at the center of the screen
to avoid slow eye movements and to avoid eye blinks and facial mus-
cle movements during the tasks.
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Figure 5.1: The top figure is a schematic representation of the template the
subjects had to match. The bottom figure is the torque produced
during 60% MVC with a RTD at 3 s.

5.2 Signal Recordings

EEG

The EEG and EOG recordings were amplified by a NuAmp (DC-
coupled 22 bit AD monopolar amplifier, from Neuroscan Labs, Neu-
rosoft. Inc) and aquired with Neuroscan 4.5 (Acquire module) at 500
Hz. Self-adhesive disposable electrodes (AmbuR Blue Sensor M. Ref:
M-00-A/50.) were mounted at the following position according to the
International 10-20 System [Klem et al., 1999]: F3, Fz, F4, C3, Cz, C4,
P3, Pz and P4. The EEG recordings were referenced and grounded to
similar self-adhesive disposable electrodes on the right earlobe (A2)
and at nasion respectively. EOG was recorded above the left eye. Elec-
trode impedances were kept below 5 kΩ for all subjects.

Torque

The ankle dorsi-flexion torque was measured on a pedal instrumented
with force transducers. The torque signal was input to an A/D board
(National Instruments) and used for cursor control in ’Follow Me’.
The torque signal was also acquired with ’Mr. Kick’ (Knud Larsen,
SMI, Aalborg University) at a sampling frequency of 2 kHz. In the be-
ginning of the experiment the MVC was recorded. MVC was defined
as the highest torque produced out of three recordings each sepa-
rated by 30 to 60 s.
The movement onset was used to synchronize the trials (in figure 5.1
the movement onset is at 3 s), so a movement starting to early or late
would not confound the results.
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5.3. Data Pre-processing

5.3 Data Pre-processing
In figure 5.2 an overview of the data import from Neuroscan to Mat-
lab is shown, this was done with EEGLAB. The force was imported
using a custom-made Matlab script. After the data was imported,

Figure 5.2: An overview of the data import steps. The different steps are de-
scribed in more detail in the corresponding sections.

synchronized and divided into epochs it was filtered with a 2nd or-
der Butterworth zero-phase digital band-pass filter from 0.05 Hz to 5
Hz followed by a similar Notch filter from 49 Hz to 51 Hz. The dis-
crete wavelet transform (DWT) was also tested as a pre-processing
method, but it was not used for further analysis (see appendix B for a
description of the DWT).

Spatial Filtering

Spatial filtering is a useful technique in single-trial EEG analysis in
order to improve the poor SNR. Due to volume conduction the multi-
channel EEG recordings give a signal which is a blurred image of the
brain activity; spatial filters can correct for this blurring [Blankertz,
Tomioka, et al., 2008]. In this study four different spatial filters were
evaluated (see figure 5.3).

Large Laplacian Filter

The Large Laplacian filter (LLF) is a filter with fixed coefficients based
on sensor geometry. The filter improves the spatial resolution of scalp
potentials by reducing the common activities between neighboring
electrodes. The filter reduces the effect of distant sources and en-
hances local sources [Dastmalchi, 2003].

Laplacian =V0 − 1

8
· (V1 +V2 +V3 +V4 +V5 +V6 +V7 +V8) (5.1)

V0 is the voltage at the center electrode (Cz) and V1−8 are the voltages
at the surrounding electrodes. The coefficients must sum up to zero
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so the filter has high pass characteristics (see [Dastmalchi, 2003] for
more detail about Laplacian filtering).

Common Spatial Pattern

Common Spatial Pattern (CSP) filter is a spatial filter which can be
optimized for each subject in a data dependent fashion similar to the
optimized spatial filter and unlike the fixed Laplacian filter i.e. it is
a subject specific spatial filter. The purpose of the CSP filters is to
maximize the variance of the spatially filtered data in one condition
and minimize the variance for the other. A way to implement the CSP
algorithm is [Blankertz, Tomioka, et al., 2008]:

Sd =
(+)∑−

(−)∑
Sc =

(+)∑+
(−)∑

(5.2)

Sd corresponds to the discriminative activity found by the difference
between the estimate of the covariance matrices (

∑
) for the two con-

ditions (’+’ and ’-’), in this study the two conditions were ’signal’ and
’noise’. Sc corresponds to the common activity in the two conditions,
which is not desired. The spatial filter coefficients which maximizes
the variance in one condition and minimizes it in the other can be
found by solving the following maximization problem:

maxi mi zew∈Rc
w T Sd w

w T Sc w
(5.3)

It is important that the eigenvalue for the filter (w) in equation 5.3 is
high, which will lead to high variance in condition 1 and low variance
in condition 2. If a low eigenvalue is used there will be low variance in
condition 1 and high variance in condition 2. For more detail about
CSP see [Blankertz, Tomioka, et al., 2008; Kawanabe et al., 2009].

Optimized Spatial Filter

The purpose of the Optimized Spatial Filter (OSF) was to find a lin-
ear combination of the recorded EEG channels that would maximize
the MRCP energy while minimizing the noise energy. The filter coef-
ficients were optimized based on a training set consisting of ’signal’
and ’noise’ epochs (equation 5.4 and 5.5) of 3 s duration (signal: -2 to
1 s around peak negativity, noise: -6 to -3 s with respect to peak neg-
ativity). The signal and noise epochs were rejected if they contained
observable EOG artifacts.

Si (t ) =
Nch∑
k=1

xk ·Si ,k (t ) (5.4)

Si (t ) is the i th signal epoch and Ni (t ) is the i th noise epoch.

Ni (t ) =
Nch∑
k=1

xk ·Ni ,k (t ) (5.5)
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Nch is the number of EEG channels (in this case 9), x is the vector
containing the filter coefficients:

x = (x1, ..., xc ) (5.6)

Based on the signal and noise epochs the SNR was calculated (equa-
tion 5.7).

SNR = 10 · log10(
PS

PN
) (5.7)

where PS and PN are the power of the signal and noise epochs.

The purpose of the optimization was to find the set of filter coeffi-
cients (x) that produced the highest SNR in the training set, the filter
coefficients had to sum up to zero so the spatial filter had high-pass
characteristics [Dastmalchi, 2003]. The optimization was performed
with a quasi-Newton method. Three steps were repeated until x con-
verged to the solution (maximum SNR). The initial guess of x was
the coefficients of the EEG Large Laplacian montage and an approxi-
mated Hessian matrix. The three steps that were repeated are:

• Step 1: Find the direction of the next step.
• Step 2: Line search (finding a local minimum) to find an accept-

able step size.
• Step 3: Update the Hessian matrix (Broyden–Fletcher–Goldfarb–Shanno

method [Byrd & Nocedal, 1989]).

This section was based on the work of [Niazi et al., 2011], more detail
about the computation of the OSF are provided in that article. [Niazi
et al., 2011] found that the OSF outperformed the LLF and CSP filter.

5.4 Feature Extraction
As mentioned in section 3.2 RTD has been shown, in several stud-
ies, to modulate the amplitude of the early CNV, late CNV, BP and
movement-monitoring potential. The effect of torque level on the
MRCP, however, has shown different results, but an increased torque
amplitude has lead to; an increase in MRCP amplitude, an increase
in the movement-monitoring potential and readiness potential.
These observations are present when averaging several trials, but
classification of RTD and torque amplitude based on single trials has
been accomplished. In the table below the features that have been
used in the classification of RTD and torque amplitude in single trials
are listed.

• [Farina et al., 2007]: classification of RTD and torque amplitude
using DWT marginals.
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Figure 5.3: In the top figure a single-trial MRCP is shown when filtered with
LLF, Optimized Spatial Filter (OSF) based on the Initial Nega-
tive Phase (INP) and OSF based on the complete MRCP. The bot-
tom figure shows the output of the filter found from the Common
Spatial Pattern (CSP) algorithm. Time 0 is defined as the move-
ment onset.

• [Nascimento & Farina, 2008]: classification of RTD using DWT
marginals.

• [Gu, Nascimento, et al., 2009]: classification of RTD and torque
amplitude using DWT marginals

• [Gu, Dremstrup, & Farina, 2009]: classification of RTD using the
rebound rate and power of the Mu-rhythm and Beta-rhythm.

• [Gu, Farina, et al., 2009]: classification of RTD using DWT
marginals.

In [Gu, Dremstrup, & Farina, 2009] the amplitude of peak negativ-
ity and the gradient of NS1 and NS2 of the MRCP were proposed as
features, but no significant difference between the two RTD was ob-
tained using these features.

In this study the features were selected based on the knowledge of
MRCP averages for each task (see figure 5.4). Different features, ex-
tracted from the initial negative phase (INP) (from the start until 100
ms before peak negativity), were used for classification of RTD and
torque levels. RTD and torque levels were also classified based on
features that were extracted from the whole MRCP. All features were
extracted from the time domain. The DWT marginals were also used
in pilot tests, but they were not included due to poor classification
accuracies (see appendix B for a description of the DWT marginals).
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5.4. Feature Extraction

Figure 5.4: Average of 50 trials for each task. Time 0 is defined as the move-
ment onset.

Feature Extraction - INP

• Intersection and slope of a linear regression based on the data
from -2 s to -0.1 s before the movement onset.

• Intersection and slope of a linear regression based on the data
from -0.5 s to -0.1 s before the movement onset.

• Maximum negative amplitude in the interval -2 to -0.1 s before
the movement onset.

• Mean amplitude in the interval -2 to -0.1 s before the movement
onset.

See figure 5.5 for an overview of the features.

Feature Extraction - INP + Reafferent Potential

The following features were extracted with the features described
above:

• Intersection and slope of a linear regression based on the data
from 0 s to 1 s after the movement onset.

• Maximum negative amplitude in the interval ±0.5 s around the
movement onset.

• Mean amplitude in the interval ±0.5 s around the movement
onset.

• Mean amplitude in the interval 0 to 0.75 s after the movement
onset.

See figure 5.6 for an overview of the features.
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Figure 5.5: The features were extracted from the initial negative phase from
-2 to -0.1 s before the movement onset. The features are written
in the black boxes. Time 0 is the movement onset.

Figure 5.6: The features were extracted from 2 s before and 1 s after the
movement onset. The features are written in the black boxes.
Time 0 is the movement onset.

5.5 Classification
The classification accuracies were obtained for each possible task
pair:

• Fast 20% MVC vs. Fast 60% MVC (FL vs. FH).
• Fast 20% MVC vs. Slow 20% MVC (FL vs. SL).
• Fast 20% MVC vs. Slow 60% MVC (FL vs. SH).
• Fast 60% MVC vs. Slow 20% MVC (FH vs. SL).
• Fast 60% MVC vs. Slow 60% MVC (FH vs. SH).
• Slow 20% MVC vs. Slow 60% MVC (SL vs. SH).
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5.5. Classification

The classification accuracies were also obtained for four different fil-
ters:

• LLF.
• OSF based on the INP.
• OSF based on the complete MRCP.
• CSP filter.

The results were obtained using an SVM to classify the features ex-
tracted from the INP and features extracted from the complete MRCP.
Leave-one-out cross-validation was used. Trials which contained
EOG amplitudes higher than 100 µV within ±0.5 s of the movement
onset were rejected from further classification. In the table below the
number of rejected trials per subject are presented as mean±S.D.

• Fast 20% MVC: 5±5
• Slow 20% MVC: 8±9
• Fast 60% MVC: 6±7
• Slow 60% MVC: 6±7

SVM

The features were classified using an SVM. The SVM has been re-
ported as a robust classification method with good generalization
properties and it has been used in several different tasks including
BCI [Farina et al., 2007; Lotte et al., 2007; Schögl et al., 2005].
An SVM is an abstract learning machine which, based on training
data, will attempt to generalize and make correct predictions on
novel data [Campbell & Ying, 2011]. Training data is a set of input
vectors containing the features, each observation (feature vector) is
paired with a label of a specific class (e.g. -1 and 1 for two classes).
SVMs use a discriminant hyperplane to identify classes (e.g. FH vs.
SL). The selected hyperplane is the one that maximizes the margins,
based on the distance from the nearest training points (support vec-
tors), which will increase the generalization capabilities (see figure
5.7).

This hyperplane is found by equation 5.8:

mi nw,b
1

2
||w ||2 (5.8)

such that yi · (w · xi −b) ≥ 1 (5.9)

W is the normal vector to the hyperplane (determines the orientation
of the discriminant plane), xi is the data point with the correspond-
ing label yi and b is the offset of the plane from the origin. Equation
5.8, however, does not account for outliers or errors.
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Figure 5.7: The SVM finds the optimal hyperplane for generalization. The
aim is to find the hyperplane which has the largest margins (dis-
tance from the hyperplane to the support vectors).The figure is
from page 4 in [Lotte et al., 2007]

Any point falling on the wrong side of the supporting plane is consid-
ered an error. To account for outliers and allow errors on the training
set, a regularization parameter C is added so the task is to select the
hyperplane which will maximize the margin and minimize the error.
A nonnegative slack variable zi is added to each constraint and added
to equation 5.8 as a weighted (C) penalty term:

mi nw,b
1

2
||w ||2 +C ·

l∑
i=1

zi (5.10)

s.t . yi · (w · xi −b)+ zi ≥ 1 and zi ≥ 0 i = 1, ..,m (5.11)

For more detail about SVMs see [Campbell & Ying, 2011] and [Müller
et al., 2001].

5.6 Detection
This section is based on the work of [Niazi et al., 2011]. This part of the
study served to investigate the true positive rate (TPR, %), the num-
ber of false positive (FP) detections in each task and the latency of the
detection compared to the movement onset. These indicators of the
detection performance were evaluated for two different spatial filter-
ing techniques; OSF based on the INP and LLF. After the surrogate

30



5.7. System Performance

channel was obtained from the spatial filtering, it was downsampled
to 20 Hz to decrease the computational load. A subject specific tem-
plate of the INP was extracted from the average of all trials and tasks
(see figure 5.8). The template was matched to the surrogate channel
to detect the movement intention.

Figure 5.8: Subject specific template. The template was extracted from the
average of all trials and tasks.

For detection of a movement intention, a receiver operating charac-
teristic (ROC) curve was obtained from the training data (test: 1 task,
training: remaining tasks). The detector decision was based on the
likelihood ratio method (Neyman Pearson lemma). The likelihood
ratio (threshold) was calculated (2 s sliding window shifted with 100
ms) between the template and the training data. The threshold was
selected on the midpoint of the turning phase of the ROC curve to
obtain a balance between the TPR and the number of FP detections.
A threshold for EOG was also determined from the training data. A
movement (or detection) was found in the testing set when two out
of three consecutive windows crossed the threshold obtained from
the training set and the threshold for EOG was not exceeded.

5.7 System Performance
The system performance was evaluated in two ways; a 4-class sys-
tem with the four different tasks and a 2-class system with the two
tasks that were detected and classified with the highest accuracy. The
classification in the 4-class system was done with a multiclass SVM,
where the three tasks that were not investigated were merged into
one group; then SVM for two classes can be used as in section 5.5.
The performance of the 4-class system was evaluated based on the
following measures:
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• Correct detection AND correct classification.
• Correct detection AND incorrect classification.
• Number of FP detections.

The 4-class system was evaluated for the two types of spatial filters
used for detection (OSF based on INP and LLF).

The 2-class system performance was evaluated based on the same
measures as the 4-class system. However, only the spatial filter with
the best performance was evaluated for the task pair with highest de-
tection and classification accuracies. Two values were obtained for
the first and the second measure, e.g.

1) T PR(Fast 60% MVC)·C A(Fast 60% MVC vs Slow 60% MVC) (5.12)

2) T PR(Slow 60% MVC)·C A(Fast 60% MVC vs Slow 60% MVC) (5.13)

Where CA is the classification accuracy. The mean value was calcu-
lated from the two values in equation 5.12 and 5.13.
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Results

This chapter is divided into three sections. In the first section, Classi-
fication, the classification results are presented for each task pair and
applied spatial filter. The classification was performed on features ex-
tracted from the INP of the MRCP and on features from the INP + reaf-
ferent potential. In the second section, Detection, the results related to
the detection accuracy are presented. Lastly the results of the System
Performance are presented, where two systems are evaluated; a 4-class
system and a 2-class system.

6.1 Classification
The classification was performed on two different sets of features;
features extracted from the INP (until 100 ms before peak negativ-
ity of the MRCP) and the same features + features extracted from the
reafferent potential. Different spatial filters where tested; LLF, OSF
calculated from the INP, OSF calculated from the INP and reafferent
potential and CSP calculated between MRCP and random noise. The
classification was performed with SVM for each possible task pair. FL:
Fast,20% MVC, FH: Fast,60% MVC, SL: Slow,20% MVC, SH: Slow,60%
MVC.

INP

In table 6.1 the results for the classification between the task pairs,
with features extracted from INP, are presented. All values are pre-
sented as mean±S.D. for the 12 subjects. The greatest classification
accuracy was found between FH and SL, followed by FH and SH.
The poorest classification accuracy was found between SL and SH.
This trend was seen for all of the different spatial filters, for the OSF
(MRCP), however, the poorest classification accuracy was found be-
tween FL and SH.

The performance of the spatial filters showed that the OSF based on
the INP performed slightly better than the LLF and OSF based on
the MRCP, the performance of CSP was poor compared to the per-
formance of the other filters.
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LLF OSF (INP) OSF (MRCP) CSP
FL/FH 67±10 67±13 67±15 56±12
FL/SL 71±8 72±8 68±10 59±5
FL/SH 70±10 68±12 63±13 57±8
FH/SL 76±9 79±9 77±11 61±12
FH/SH 76±11 75±14 74±11 60±12
SL/SH 64±7 66±6 65±7 56±7

Mean(%) ±S.D. Mean(%) ±S.D. Mean(%) ±S.D. Mean(%) ±S.D.

Table 6.1: Classification accuracy for each task pair and spatial filtering
technique. All values are presented as mean±S.D. for the 12
subjects. FL: Fast,20% MVC, FH: Fast,60% MVC, SL: Slow,20%
MVC, SH: Slow,60% MVC. The greatest classification accuracy
was found between FH and SL and the poorest classification ac-
curacy was found between SL and SH. The OSF (INP) performed
slightly better than the LLF and OSF (MRCP). The CSP was poor
compared to the other techniques.

INP and Reafferent Potential

In table 6.2 the results for the classification between the task pairs,
with features extracted from the complete MRCP, are presented. All
values are presented as mean±S.D. for the 12 subjects. The greatest
classification accuracy was found between FH and SL, followed by
FH and SH. The poorest classification accuracy was found between
the SL and SH. This trend was seen for all spatial filters. By adding
features extracted from the reafferent potential the classification ac-
curacy increases with approximately 10 percentage points.

The performance of the spatial filters showed that the LLF performed
better than the OSF (INP) and OSF (MRCP), which performed almost
the same. The performance of CSP was poor compared to the perfor-
mance of the other filters.

6.2 Detection
The detection performance was evaluated based on the TPR, the
number of FP detections during the experiment and the latency of
the detection compared to peak negativity. The duration of the ex-
periment is reported as well. The detection performance was evalu-
ated for the LLF (table 6.3) and OSF based on the INP (table 6.4). All
values are presented as mean±S.D. for the 12 subjects.

The detection performance for the LLF yields that the fast tasks (FH
and FL) have higher TPRs and lower number of FPs compared to the
slow tasks (SH and SL). The highest TPR was obtained for FH and the
lowest TPR was obtained for SL. The latencies of the detection were
approximately -0.5 s for each task.
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LLF OSF (INP) OSF (MRCP) CSP
FL/FH 76±10 71±14 73±14 63±13
FL/SL 80±8 80±11 79±11 66±8
FL/SH 81±10 77±12 73±12 66±8
FH/SL 86±7 84±11 84±8 74±9
FH/SH 83±8 83±13 84±8 73±13
SL/SH 65±9 67±8 67±8 56±8

Mean(%) ±S.D. Mean(%) ±S.D. Mean(%) ±S.D. Mean(%) ±S.D.

Table 6.2: Classification accuracy for each task pair and spatial filtering
technique. All values are presented as mean±S.D. for the 12
subjects. FL: Fast,20% MVC, FH: Fast,60% MVC, SL: Slow,20%
MVC, SH: Slow,60% MVC. The greatest classification accuracy
was found between FH and SL and the poorest classification ac-
curacy was found between SL and SH. The LLF performed better
than the OSF (INP) and OSF (MRCP). The CSP was poor com-
pared to the other techniques.

TPR (%) FP Latency (ms) Duration (min)
FL 81±14 15±7 -535±171 8±0.6
SL 63±20 16±7 -481±256 11±0.9
FH 85±17 15±8 -511±171 8±0.3
SH 77±20 26±8 -604±215 11±0.9

Mean ±S.D. Mean ±S.D. Mean ±S.D. Mean ±S.D.

Table 6.3: Detection performance of the LLF. All values are presented as
mean±S.D. for the 12 subjects. FL: Fast,20% MVC, FH: Fast,60%
MVC, SL: Slow,20% MVC, SH: Slow,60% MVC. The highest TPR
was obtained from FH. The lowest TPR was found for SL. FP is
the number of false positive detections in the specific task (dura-
tion of the task is reported as well). The latencies are with respect
to peak negativity. The movements were detected approximately
0.5 s before the movement onset.

The detection performance for the OSF (INP) yields that the fast tasks
(FH and FL) have higher TPRs and a lower number of FPs compared
to the slow tasks (SH and SL). The highest TPR was obtained for FH
and the lowest TPR was obtained for SL. The latencies of the detection
were approximately -0.5 s for each task.
This is similar to the LLF, however, the performance of the two filters
differ in the TPR, where the LLF performs better compared to the OSF.
The latencies and number of FPs are approximately the same for the
two filters.

6.3 System Performance
The system performance is a combination of the detection and classi-
fication for two different systems; a 4-class system and a 2-class sys-
tem. The detection and classification is only based on the INP and
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TPR (%) FP Latency (ms) Duration (min)
FL 76±20 12±9 -467±268 8±0.6
SL 63±16 20±7 -455±264 11±0.9
FH 84±17 15±8 -431±200 8±0.3
SH 68±20 29±7 -492±315 11±0.9

Mean ±S.D. Mean ±S.D. Mean ±S.D. Mean ±S.D.

Table 6.4: Detection performance of the OSF (INP). All values are pre-
sented as mean±S.D. for the 12 subjects. FL: Fast,20% MVC, FH:
Fast,60% MVC, SL: Slow,20% MVC, SH: Slow,60% MVC. The high-
est TPR was obtained from FH. The lowest TPR was found for SL.
FP is the number of false positive detections in the specific task
(duration of the task is reported as well). The latencies are with
respect to peak negativity. The movements were detected approx-
imately 0.5 s before the movement onset.

features extracted from the INP.

4-Class System

The classification (see table 6.5) in the 4-class system was performed
with a multiclass SVM. The classification accuracies are quite vari-
able, which is also indicated by a relative high standard deviation.
The task with the highest classification accuracy was FH, which was
the case for both spatial filters, with OSF being the best. The results
are presented as mean±S.D.

LLF OSF (INP)
FL 15±21 18±21
SL 16±22 23±24
FH 29±22 32±26
SH 20±17 21±20

Mean(%) ±S.D. Mean(%) ±S.D.

Table 6.5: Classification accuracies for the 4-class system for the LLF and
OSF (INP) using multiclass SVM. All values are presented as
mean±S.D. for the 12 subjects. FL: Fast,20% MVC, FH: Fast,60%
MVC, SL: Slow,20% MVC, SH: Slow,60% MVC. The system per-
forms best for FH and worse for slow movements. The results are
quite variable, which is also indicated by a relatively high stan-
dard deviation.

The 4-class system was evaluated from the following measures:

• The probability of correct detection multiplied with the proba-
bility of correct classification.

• The probability of correct detection multiplied with the proba-
bility of incorrect classification.

• Number of FP detections.
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In table 6.6 the results for the 4-class system using LLF is presented,
the values are presented as mean±S.D. The system performs worse
than chance level, but again the task with the highest combined cor-
rect detection and classification accuracy is FH. The results are quite
variable, especially for the combination of correct detection and clas-
sification.

Detect(+) AND Classify(+) Detect(+) AND Classify(-) FP
FL 13±20 68±17 15±7
SL 11±15 52±20 16±7
FH 27±22 58±15 15±8
SH 14±14 62±22 26±8

Mean(%) ±S.D. Mean(%) ±S.D. Mean ±S.D.

Table 6.6: System performance of the LLF. The + indicates correct detection/-
classification, while - indicates incorrect classification. All val-
ues are presented as mean±S.D. for the 12 subjects. FL: Fast,20%
MVC, FH: Fast,60% MVC, SL: Slow,20% MVC, SH: Slow,60% MVC.
The system performs best for FH and worse for slow movements.
The results are quite variable, which is also indicated by a rela-
tively high standard deviation.

In table 6.7 the results of the 4-class system using OSF are presented
(mean±S.D.). Similar results as for the LLF were observed: the system
performs worse than chance level, FH has the highest combined cor-
rect detection and classification accuracy, and the results are quite
variable. The system using OSF performs slightly better than the sys-
tem using the LLF. Both systems were able to detect the movements
quite well, but the poor classification accuracies impeded the overall
system performance (see table 6.5).

Detect(+) AND Classify(+) Detect(+) AND Classify(-) FP
FL 15±19 61±17 19±9
SL 13±13 49±20 21±7
FH 27±23 56±15 23±8
SH 13±14 55±22 25±7

Mean(%) ±S.D. Mean(%) ±S.D. Mean ±S.D.

Table 6.7: System performance of the OSF. The + indicates correct detection/-
classification, while - indicates incorrect classification. All val-
ues are presented as mean±S.D. for the 12 subjects. FL: Fast,20%
MVC, FH: Fast,60% MVC, SL: Slow,20% MVC, SH: Slow,60% MVC.
The system performs best for FH and worse for slow movements.
The results are quite variable, which is also indicated by a rela-
tively high standard deviation.

It is clearly seen that the system performance for a 4-class system is
really poor, therefore a two-class system was evaluated as well, where
the task pair with the best detection and classification performance
was evaluated. The task pair with the best performance for detection
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and classification was FH vs SH for the LLF, in this task the torque
amplitude was the same (60% MVC, so it only differed in the RTD.
The system performance was also investigated for the task pair ’FL
vs FH’ when the RTD (fast) was fixed, so 20% MVC was compared to
60% MVC.

2-Class System

The results of the 2-class system (mean±S.D.) are presented in table
6.8. The 2-class system for FH and SH correctly detected and classi-
fied the movements 61% of the time, while the 2-class system for FL
and FH correctly detected and classified the movements 56% of the
time. The overall detection performance was quite high, but again
the results are quite variable, which is indicated by the standard devi-
ation. The average duration of the recordings were 19 and 17 minutes
respectively. The results are based on 12 subjects.

Detect(+) AND Classify(+) Detect(+) AND Classify(-) FP
FL vs FH 56±16 27±8 29±14
FH vs SH 61±15 20±10 40±11

Mean(%) ±S.D. Mean(%) ±S.D. Mean ±S.D.

Table 6.8: 2-class system performance. Two systems were evaluated: FL vs
FH and FH vs SH, the duration of the recordings were on aver-
age 17 and 19 minutes respectively. The ’+’ indicates correct de-
tection/classification, while ’-’ indicates incorrect classification.
All values are presented as mean±S.D. for the 12 subjects. FL:
Fast,20% MVC, FH: Fast,60% MVC and SH: Slow,60% MVC.
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7
Discussion

The discussion is divided into five sections. Initially the findings of
this study are summarized. The following three sections go into detail
about the detection performance, classification accuracies and overall
system performance. Finally methodological considerations are out-
lined.

7.1 Summary
The aim of the study had three purposes; detecting MRCPs from dif-
ferent tasks, classifying MRCPs from different tasks and evaluating a
simulated BCI when detection and classification were combined.
The TPR of detections was higher for fast movements compared to
slow movements (see table 6.3), ranging from 85±17% TPR (fast 60%
MVC) to 63±20% TPR (slow 20% MVC) using the LLF.
The task pairs with different RTD had the highest classification ac-
curacies and fixed RTD had the lowest classification accuracies. The
range was from 79±9% (fast 60% MVC vs slow 60% MVC and fast 60%
MVC vs slow 20% MVC) to 66±6% (slow 20% MVC vs slow 60% MVC)
for the OSF.
The overall system performance for a 4-class system was evaluated,
but with a performance below chance level, the 4-class system was
reduced to a 2-class system. The 2-class system was evaluated for
task pairs; where the torque amplitude was fixed at 60% MVC, and
where the RTD was fixed at fast RTD. The systems correctly detected
and classified the movements 61±15% and 56±16% of the time re-
spectively using LLF.
This study was the first to investigate the 4-class and 2-class system
performance using different parameters of MRCP as control signals.

7.2 Detection
The detection performance was investigated for the LLF and OSF
with LLF performing slightly better than OSF. This is contradicting to
the findings of [Niazi et al., 2011] where OSF performed slightly bet-
ter than the LLF. The reason for the slightly worse performance of the
OSF in this study could be due to the fact that the OSF was based on
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trials from four different tasks, which are not morphologically simi-
lar.
Both filters had the highest TPR for fast movements (20% MVC and
60% MVC) and slow movements performed at 60% MVC. This is most
likely related to an increased SNR in these tasks (see figure 5.4), be-
cause the amplitude of the MRCP is modulated by RTD and torque
level (see section 3.2). The TPR was impeded by EOG, because EOG
artifacts surrounding the movement onset blocked the detection of
movements (due to the EOG threshold). Approximately 25 trials in
total were contaminated with EOG around the movement onset per
subject.
Another factor affecting the detection performance was the detection
threshold. It was based on a trade-off between the TPR and number
of FP detections. By decreasing the threshold the TPR will increase,
but so will the number of FP detections.

Besides the TPR and number of FP detections, the detection perfor-
mance was evaluated based on the detection latency to test if it was
possible to trigger a stimulator so the afferent feedback would coin-
cide with the MP [Mrachacz-Kersting et al., 2012]. The movements
were detected approximately 0.5 s before the movement onset which
is more than enough time to start a stimulator and make the affer-
ent feedback coincide with the MP. The movements were detected
much earlier compared to the findings of [Niazi et al., 2011], an ex-
planation could be that the movements in this study were cue-based
on the contrary to self-paced movement in [Niazi et al., 2011]. Cue-
based movements have a longer INP compared to that of self-paced
movements [Jankelowitz & Colebatch, 2002] and therefore a match
with the template may exceed the threshold much earlier than in the
self-paced mode.

7.3 Classification
Overall the results for classification accuracies of task pairs are in
agreement with what has previously been reported [Farina et al.,
2007; Gu, Nascimento, et al., 2009; Nascimento & Farina, 2008]. How-
ever, the features that were used in this study, differ from those pre-
viously reported. The performance of the LLF and OSF for classifi-
cation were much higher compared to the CSP filter for the current
amount of training data (in [Blankertz, Losch, et al., 2008] 420 trials
of motor imagery were used as training data). The CSP filter was also
implemented with signal and noise as the two conditions [Niazi et
al., 2011], which is in contrast to the traditional way of implementing
it, where the variance is maximized between between two classes of
signals [Blankertz, Losch, et al., 2008] (e.g. left hand movements and
right hand movements). However, it was not feasible to implement
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the CSP filter in that way for detection purposes. The reason why the
CSP filtered data had really low classification accuracies can be seen
in figure 5.3, the morphology of the signal was changed and therefore
the extracted features could not be classified correctly.
For all spatial filters, the two task pairs that had the highest classifi-
cation accuracies were fast 60% MVC vs slow 60% MVC and fast 60%
MVC vs slow 20% MVC. This result was also expected, since RTD has
been reported in several studies to affect the MRCP more than the
torque amplitude (e.g. [Brunia & Vingerhoets, 1980; Nascimento et
al., 2005, 2006]). Even though task pairs with different levels of RTD
had higher classification accuracies, the torque amplitude could also
be discriminated for fast RTD which is in line with the findings of
[Nascimento et al., 2005].

The classification accuracies were also investigated when informa-
tion from the reafferent potential was included. The information
from the reafferent potential led to an increase of approximately 10
percentage points. The reafferent potential holds additional discrim-
inative information about a movement, especially for different levels
of RTD [Nascimento et al., 2005].

7.4 System Performance
The system performance of the 4-class system was below chance
level. This was mainly due to very low classification accuracies when
using a multiclass SVM (because of low separability of the four classes).
The low classification accuracies are related to the huge variability
that is observed in single-trial EEG analysis [Wolpaw et al., 2002]. The
tasks were not as easily discriminated compared to the 2-class sys-
tem, which was only a binary selection instead of a selection of four
possible choices. The task fast 60% MVC had the best performance
due to relatively high classification accuracies and TPR, a likely rea-
son for this is the higher SNR present in these trials compared to the
others.
Based on the results for the 4-class system performance, and espe-
cially the classification accuracies with multiclass SVM (table 6.5),
the number of classes was reduced to obtain better system perfor-
mance. The 4-class system was reduced and investigated for two
2-class systems using fast 60% MVC vs slow 60% MVC and fast 60%
MVC vs fast 20% MVC, where the torque and RTD was fixed respec-
tively. Slow 60% MVC was selected instead of Slow 20% MVC due to
a higher TPR, 77±20% and 63±20% respectively. When the torque
was fixed the system correctly detected and classified the movements
61±15% of the time and detected movements correctly but misclas-
sified these 20±10% of the time. With RTD fixed 56±16% of the time
the system correctly detected and classified the movements, the mis-
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classification of detected movements was 27±8%. The detection per-
formance is reasonably high, but it is the classification accuracy that
impedes the overall system performance. It is important to improve
the classification accuracy to be able to differentiate between differ-
ent movements so appropriate feedback can be given to the subject.
In [Shea & Kohl, 1991] it is stated that introducing task variability
in a session will improve functional performance in subsequent ses-
sions. Another benefit of having more classes (or differentiating be-
tween movements) is that it increases the generalization of learning
new tasks [Krakauer, 2006]. In rehabilitation generalization is impor-
tant. Training one task repeatedly in the clinic may lead to improved
performance in that particular task, but it may not transfer to more
general tasks in the subject’s daily living outside the clinic [Krakauer,
2006].

7.5 Methodological Considerations
In this study the signals were processed offline and then simulated in
a pseudo-online fashion. Based on the signal processing techniques,
feature extraction and classification, online detection and classifica-
tion is possible, which has been proven by [Niazi et al., 2012]. Online
detection and classification for two or more classes still need to be
verified through online studies.
A problem that was not addressed in this study is to find the time
from when the algorithm detects a movement until the actual time
of peak negativity. The classification accuracies were calculated from
features extracted from the initial negative phase until 100 ms before
peak negativity. If the detection of a movement intention occurs 0.5 s
before the movement onset, then there are 400 ms less of the INP to
use in the feature extraction; this will make the system performance
worse.
Depending on the processing time of the BCI system it should also be
investigated if it is possible to include more of the INP (move closer
to peak negativity) in the feature extraction to improve the classifi-
cation accuracies, but the constraint is that the system must trigger
the external device so the afferent feedback will coincide with MP
[Mrachacz-Kersting et al., 2012].
The features used in this study were extracted from the time domain,
but also the DWT marginals were used as features in pilot testing, but
good results were not obtained on the contrary to [Farina et al., 2007],
which could be explained by the fact that no optimization was per-
formed on the mother wavelet that was used in the analysis. If DWT
marginals are used the wavelet optimization should be done for each
subject. Other features that should be investigated in combination
with those from the MRCP are features extracted from the frequency
domain such as event-related desynchronization amplitude.

46



7.5. Methodological Considerations

A greater knowledge of the MRCP, generators and morphology, may
provide information of better features. The features should be insen-
sitive to the trial-to-trial variability and the changes from fatigue and
other spontaneous variations [Daly & Wolpaw, 2008; Wolpaw et al.,
2002].
Besides the features, EOG affect the system performance as well (see
section 7.2). Approximately 25 trials were contaminated with EOG
around the movement onset per subject out of 200; this impedes the
detection and the overall system performance. The number of EOG
contaminated trials may be reduced by increasing the distance be-
tween the subject and the screen or making the animation smaller
(based on subject feedback). The subjects were instructed to focus
their gaze at a specific point on the screen, but they reported that
it was difficult, especially for the slow movements at 20% MVC, be-
cause they had to correct the torque level all the way up to the de-
sired torque level. When 25 out of 200 trials will not be detected
(due to the EOG threshold) more than 50 trials have to be performed
per task to reach the number of trials needed to induce plasticity
[Mrachacz-Kersting et al., 2012]. With the current system perfor-
mance of 61±15%, 82 trials have to be performed to reach 50 cor-
rectly detected and classified movements. This number can be re-
duced by improving the system performance either by system cali-
bration or subject training [Blankertz, Losch, et al., 2008; Kübler et
al., 2005; Wolpaw et al., 2002].
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8
Conclusion

This chapter concludes on the aim stated in chapter 4, where the clas-
sification and detection performance were to be analyzed as well as the
system performance.

The first part of the aim was to evaluate the classification accura-
cies between tasks pairs. Overall the task pairs could be discrimi-
nated using the specified features, but the tasks involving FH and
slow tasks (SL and SH) showed the highest classification accuracies
(76±9% for the LLF and 79±9% for the OSF). It can be concluded
that the tasks where the RTD was different had higher classifica-
tion accuracies compared to the tasks where the RTD was fixed. For
fixed RTDs the highest classification accuracies were found when the
movements were fast. When including features from the reafferent
potential the classification accuracies increased by approximately 10
percentage points.

The second part of the aim demonstrates that movements can be de-
tected from the INP approximately 0.5 s before the movement onset.
Based on the TPR it can be concluded that the detection performance
is better for fast compared to slow movements, but also for high com-
pared to low torque amplitudes.

From the results of the system performance it can be concluded that
a 4-class system cannot be used at the moment, and it should be
reduced to a 2-class system instead, using FH and SH. The 2-class
system correctly detected and classified the movements 61±15% of
the time and 20±10% of the time the movements were detected but
misclassified. The number of FP detections was on average two per
minute.
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Plasticity

In this chapter the concept of neural plasticity is introduced and some
of the likely mechanisms responsible for neural plasticity are discussed.
Initially Hebbian plasticity is introduced followed by a review of synap-
tic plasticity. The next two sections introduce the concept of spike-
timing dependent and homeostatic plasticity. The chapter ends with
a description of cortical reorganization. The chapter was written by
Mads Jochumsen as a part of the 9th semester [Jochumsen & Jensen,
2011]. The chapter is only used as a reference.

A functioning brain needs to be able to adapt and respond to new
environments, learn and recover from temporary or sustained injury
[Thickbroom, 2007]. The entity referred to as plasticity is a term that
covers the mechanisms that the CNS depend on for adaptation. Some
of these mechanisms will be reviewed in the following sections.

A.1 Hebbian plasticity
In the 1949 book The Organization of Behavior: A Neuropsychological
Theory Donald Hebb postulated the following, which underlies some
of the current thinking of plasticity:

• "When an axon of cell A is near enough to excite cell B and re-
peatedly or persistently takes part in firing it, some growth pro-
cess or metabolic change takes place in one or both cells such
that A’s efficiency, as one of the cells firing B, is increased."’
[Hebb, 1949]

This postulate did not include mechanisms for decreasing the synap-
tic weights, but he eluded this in a previous postulate.

A.2 Synaptic plasticity
In neuroscience changes in synaptic efficacy between two neurons
are believed to be a substrate for learning and memory [Buonomano
& Merzenich, 1998]. Long-term potentiation (LTP) and long-term de-
pression (LTD) are the most understood models of synaptic plasticity.
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A. PLASTICITY

LTP results from coincident activity of pre- and post-synaptic neu-
rons, which lead to a facilitation of chemical transmission between
the two neurons, the effect can last for weeks or months [Abraham
et al., 2002]. While LTP enhances the synaptic efficacy, LTD is the
converse process that leads to a long lasting decrease in synaptic effi-
cacy [Cooke & Bliss, 2006]. Some of the building blocks, which modu-
late LTP and LTD, in the glutamergic synapses, are the two receptors;
N-methyl-D-aspartate (NMDA) and α-amino-3-hydroxy-5-methyl-
4-isoxazolepropionic acid (AMPA), and the two types of ions; Ca++

and Mg++. LTP and LTD are thought to reflect lasting changes, medi-
ated by NMDA receptors, in the permeability or number of AMPA re-
ceptor channels. The activation of NMDA receptors depends on the
activation of pre and post-synaptic neurons, which is in agreement
with Hebb’s postulate. The NMDA receptor activation is dependent
on the Ca++ and Mg++ kinetics [Malenka & Bear, 2004][Thickbroom,
2007]. A model of the LTP/LTD is shown in figure A.1.

Glutamate, released pre-synaptically, binds to NMDA and AMPA re-
ceptors to open these channels. The influx of cations (Ca++) is pre-
vented by a voltage-gated magnesium block (Mg++) in the NMDA
receptor. The magnesium block is removed when there is a suffi-
cient post-synaptic depolarization; this leads to an influx of Ca++.
When glutamate binds to AMPA receptors they become permeable to
cations such as K+ and Na+, the influx generates an excitatory post-
synaptic potential (EPSP) that serves as a basis for generation of ac-
tion potentials. These mechanisms trigger synaptic plasticity. The
effect of Ca++ influx is mediated by calmodulin (CaM). CaM triggers
different signal pathways depending on Ca++ kinetics. CaM has two
Ca++ binding sites, a carboxyl (C) site and an amino (N) lobe. When
there is a rapid increase in Ca++ concentration C-lobe binding oc-
curs, which increases the number and permeability of AMPA recep-
tors. The increase in permeability outlasts the Ca++ influx. The in-
crease in AMPA receptor number and permeability corresponds to
LTP of the synapse. The same glutamate that has been released from
the pre-synaptic neuron can now contribute to an even bigger EPSP.
When there is a slower increase in the post-synaptic Ca++ concen-
tration N-lobe binding occurs, which decreases the number and per-
meability of AMPA receptors. CaM and the kinetics of Ca++ reflect
the balance between LTP and LTD (see [Bliss et al., 2003; Thickb-
room, 2007] for a review of the above mentioned mechanisms). It
should be noted that the molecular mechanisms described for in-
duction and maintenance of LTP may vary from synapse to synapse
[Cooke & Bliss, 2006].
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A.3. Spike-timing dependent plasticity

Figure A.1: In the top of the figure (A) the effect of pre-synaptically released
glutumate (Glu) on post-synaptic NMDA and AMPA receptors is
shown. When glutamate binds to the AMPA receptors it becomes
permeable to cations. The NMDA receptor needs to be activated
when glutamate binds to the receptor to remove the Mg++ block.
In the bottom of the figure (B) the effect of Ca++ and CaM is
shown. When Ca++ binds to the C-lobe of CaM, the number and
permeability of AMPA receptors increase. Ca++ that binds to the
N-lobe will decrease the number and permeability of AMPA re-
ceptors. Page 585 in [Thickbroom, 2007].

A.3 Spike-timing dependent plasticity
Synaptic strength can either be potentiated or depressed depending
on the timing of spikes (action potentials). If the post-synaptic spike
follows a pre-synaptic input within 10 ms there is a high potentia-
tion. When the post-synaptic spike proceeds a pre-synaptic input the
synaptic strength is depressed (see figure A.2) [Thickbroom, 2007].
Spike-timing dependent plasticity has also been observed in GABAer-
gic (gamma-aminobutyric acid) inhibitory synapses. If post-synaptic
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spiking is properly timed with a glutamergic input, GABA inhibition
will be reduced [Woodin et al., 2003].

Figure A.2: If the post-synaptic spike follows a pre-synaptic input within 10
ms there is a high potentiation. When the post-synaptic spike
proceeds a pre-synaptic input the synaptic strength is depressed.
Time 0 corresponds to the pre-synaptic input. Based on [Thick-
broom, 2007] page 589.

A.4 Homeostatic plasticity
Homeostatic plasticity can modulate the activity of synapses and
thereby the excitability of neurons. In figure A.3 the effect of homeo-
static plasticity following injury is shown [Rich & Wenner, 2006].

In the control, before injury, Cell 1, Cell 2 and the cell inputs have
normal levels of activity (yellow). When there is an injury some of the
excitatory inputs to Cell 1 are removed. The reduced activity could
trigger different forms of synaptic compensation; two of them are
shown in the figure. The first form of compensation is an increase
of the strength to the remaining synaptic inputs to Cell 1, which may
bring back the original level of excitability of Cell 1. The second form
of compensation is an increased output from Cell 1 to Cell 2, Cell 1
will not recover the original level of excitability, but a change in ac-
tivity may be induced in Cell 2 and another part of the neuronal net-
work.[Rich & Wenner, 2006]

A.5 Cortical representational plasticity
Somatotopic maps of the skin surface exist in the somatosensory cor-
tex, which means that adjacent cortical regions correspond to ad-
jacent skin sites [Merzenich & Sameshima, 1993]. These maps are
not static, but changes in response to manipulation of peripheral in-
put and behaviorally experience, the cortex is able to allocate areas
in a use-dependent way. One possible mechanism responsible for
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A.5. Cortical representational plasticity

Figure A.3: In the control, before injury, Cell 1, Cell 2 and the cell inputs
have normal levels of activity (yellow). When there is an injury
some of the excitatory inputs to Cell 1 are removed. Two com-
pensation mechanisms are shown. The first form of compen-
sation is an increase of the strength to the remaining synaptic
inputs to Cell 1, which may bring back the original level of ex-
citability of Cell 1. The second form of compensation is an in-
creased output from Cell 1 to Cell 2, Cell 1 will not recover the
original level of excitability, but a change in activity may be in-
duced in Cell 2 and another part of the neuronal network. Page
120 in [Rich & Wenner, 2006].

changes in the cortical representational plasticity is believed to be
synaptic plasticity, mainly LTP following Hebb’s postulate, however,
the link between synaptic and cortical representational plasticity is
not clear [Hebb, 1949][Buonomano & Merzenich, 1998]. A learning
rule based on Hebb’s postulate is to relate the detection of temporally
correlated inputs. Looking at excitatory intracortical connections in
cortical networks, neurons activated by behaviorally important stim-
uli respond to them in a more coherent temporal manner, according
to the Hebbian learning rule. Detection of the temporally correlated
inputs provide a mechanism for generating cortical cell assemblies
that respond to specific stimuli and for the formation of topographic
maps [Buonomano & Merzenich, 1998].
Cortical representational plasticity is affected by nerve transecting
(e.g. median nerve transecting), but such a manipulation does not re-
sult in a permanent large area of the sensory cortex that is unrespon-
sive; a reorganization of the somatotopic map takes place [Merzenich
et al., 1983]. Immediately after the nerve transection, input from the
adjacent skin areas is unmasked in the cortex representing the tran-
sected nerve. The unmasking is believed to be a result of existing
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connections (thalamocortical input or horizontal connections) that
have been suppressed by inhibitory circuits before the nerve transec-
tion [Merzenich et al., 1983][Buonomano & Merzenich, 1998]. Corti-
cal representational plasticity may also be altered by skill-learning. If
there is a relative increase in a specific subset of inputs, which does
not suppress other inputs to other parts of the cortex, the representa-
tional area of the cortex to that subset of inputs can increase [Jenkins
et al., 1990].
The plasticity of the motor cortex has been found to be modulated by
motor performance and motor imagery [Abbruzzese et al., 1999][Fadiga
et al., 1998][Pascual-Leone et al., 1995]. In motor learning tasks it
has been found that the motor output area of a target muscle will
increase [Pascual-Leone et al., 1995][Pearce et al., 2000]. An exam-
ple of the increased motor output area of a target muscle is seen
in Braille readers, their cortical representation of their reading fin-
ger was larger than the control group, which was blindsighted non-
readers [Pascual-Leone et al., 1993]. It has also been reported that
there is a decrease of intracortical inhibition [Pascual-Leone et al.,
1995].
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Discrete Wavelet Transform and

Marginals
The DWT was used as a pre-processing technique, but it did not show
any improvement of the classification accuracies. The DWT marginals
were used as features for MRCP classification, but the classification ac-
curacies were impeded when the DWT marginals were included in the
feature vector. In this chapter the theory about the DWT and calcula-
tion of DWT marginals are summarized.

B.1 DWT
The DWT projects the signal into a set of basis functions that are
delayed and scaled versions of a prototype function called ’mother
wavelet’. The success of using the DWT depends on the mother
wavelet, which should reflect the morphology of the MRCP. To obtain
the projection coefficients, multiresolution analysis (MRA) is used, it
is implemented through the use of several digital filters (see figure
B.1). The wavelet coefficients from the representation of the signal at
several scales lead to frequency subbands with an equal width on a
logarithmic scale. The digital filters, h and g, are used in the MRA to
compute the DWT. The mother wavelet (ψ) and scaling function (θ)
are related to h and g by equation B.1 and B.2, respectively. [Farina et
al., 2007; Mallat, 1989; Polikar, 2006]

ψ(
t

2
) =p

2 ·∑
n

g [n] ·θ(t −n) (B.1)

θ(
t

2
) =p

2 ·∑
n

h[n]θ(t −n) (B.2)

The approximation and detail coefficients of the DWT are calculated
using equation B.3, and B.4 which is the inner product of the signal
and the scaling function (approximation coefficients), and the inner
product of the signal and the wavelet function (detail coefficients). In
equation B.3 and B.4 j is the level of the DWT.[Polikar, 2006]

a( j ,k) =
〈

x(t ),2
− j
2 ·θ(2− j · t −k)

〉
(B.3)
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d( j ,k) =
〈

x(t ),2
− j
2 ·ψ(2− j · t −k)

〉
(B.4)

Figure B.1: The subband coding algorithm. [Polikar, 2006]

B.2 DWT Marginals
When a mother wavelet was selected (Daubechies 4) the DWT pro-
vides a set of approximation (equation B.3) and detail coefficients
(equation B.4), which was found by the digital filters, h and g used for
the MRA. The features (representing the signal x) used for classifica-
tion were the components of the vector Mx = [mx(1), . . ., mx(J)]. The
vector contained information on how the wavelet coefficients were
distributed over J bands. The vector represented the contribution
of each frequency band (calculated from a dyadic scale) to the sig-
nal with a chosen analyzing mother wavelet. The feature vector was
found from the following equations:

mx( j ) =
N /2 j−1∑

k=0
cx( j ,k), j = 1, ..., J (B.5)

cx( j ,k) = |dx( j ,k)|∑J
j=1

∑N /2 j−1
k=0 |dx( j ,k)|

(B.6)
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