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Abstract:
Since audio quality is an area of growing
concern for many users of audio equip-
ment, so is the area of audio quality as-
sessment for its manufacturers. This as-
sessment can be done by listening tests,
however, there is a need for a cheaper, yet
equally accurate method. Most of the ob-
jective computational models, which pre-
dict audio quality, concentrate only on
the monophonic perception, which might
lead to underestimation of spatial degra-
dations to audio.
The aim of the project was to develop -
based on perceptual models which are al-
ready available - a binaural model of au-
ditory perception, which can be used to
assess audio quality degradation, in both
its spatial, and non-spatial character. One
monophonic model (CASP) and three dif-
ferent binaural processors were consid-
ered.
A listening test was conducted, in order
to validate the combined objective mod-
els, as well as to adjust some of their pa-
rameters and optimise their predictions.
Finally, a combination of models and pa-
rameters, which seemed optimal, was
chosen. However, if a truly optimal and
easy to use model should be developed,
there are still some areas which need fur-
ther investigation.
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CHAPTER 1

Introduction and background

Contents
1.1 Binaural hearing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Audio quality assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 The aim of the project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Among the most important areas which meet within this project, are audio quality
assessment, binaural hearing and perceptual modelling. A brief introduction to those
is presented in the following two sections, in hope that it will not only give the nec-
essary background on the topics, but also help to understand motivation behind this
project. In section 1.3, the goal of the project is described.

1.1 Binaural hearing

Human auditory system is a complex system which transforms small changes in air
pressure to mechanical vibrations and to neural impulses, which are analysed in the
brain to construct an auditory "image" of the world around the listener. It is not within
the scope of this project to give comprehensive description of ways in which hearing
functions. A detailed description of the auditory system can be found in literature -
e.g. Moore (2003).

To mention it very briefly, the acoustic pressure arriving at a human ear is trans-
mitted through the ear canal to the eardrum, where it is transformed into vibrations of
auditory ossicles (the middle ear). Those movements are transmitted to the cochlea,
where the vibrations of the basilar membrane are translated into neural impulses,
which, in turn, are then sent to the central nervous system.

Neural firings containing information about the sound reaching each ear are sent
to the superior olivary complex in the brainstem, and although much of what is hap-
pening in the neural domain is not completely understood, it is believed that the sig-
nals from the left and the right ear are compared at this point, mainly by the means
of cues such as interaural time or phase differences (ITD, IPD) and interaural level
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differences (ILD).

The advantage of hearing with two ears, rather than one, can not be overstated.
One obvious benefit is the ability to localize sound sources. Based on ITDs and ILDs
between sound pressure reaching each ear, humans are able to localize sounds with
precision up to 1-2 degrees for some directions. Those skills, complemented by vision,
proved very useful in the course of evolution, when being able to hear from which di-
rection a sound comes from – before the source was even noticed – might have quite
literally been a matter of life and death.

However, sound localisation is not the only benefit which comes with the ability to
hear binaurally. The fact that the brain is able to compare information obtained from
each ear, improves some general aspects of hearing, such as signal detection in noise.
It has been shown that if the same, but phase-shifted, sinusoidal signal is presented
to each ear, while the masking noise remains the same for both ears, detection of the
signal can be improved by as much as 15 dB compared to a monoaural presentation.
This phenomenon is often referred to as binaural masking level differences (BMLD).

Another effect is that understanding of speech in noisy environments is enhanced
while listening with two ears. Humans are able to concentrate on only one among
many speakers present at the same time, as long as their locations are different.

1.2 Audio quality assessment

With the availability of high standard equipment increasing, and audio – in the form
of music, radio, cinema – being a large part of people’s lives today, it is natural that
the interest in audio quality and means of assessing it is growing.

This assessment can be done in two ways. First of all, through listening tests.
Those involve asking real subjects, trained or untrained, to give their opinions on the
quality of a particular system under test. A listening experiment, although a direct
way of finding perceived quality, is rather expensive and time-consuming. Moreover,
many considerations need to be made when designing such a test, and knowledge
from many different fields, such as psychophysics or statistics, is needed in order to
design and analyse such an experiment correctly, and thus avoid basing conclusions
on biased results. For a guide on how to conduct such a listening experiment on audio
quality, the reader is referred to Bech and Zacharov (2006).
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A different, cheaper and easier to use approach would therefore be desirable. Ob-
jective algorithms have been developed with the aim of computationally predicting
the perceived audio quality of a system – one notable mention is the standardised
PEAQ algorithm (ITU-R BS.1387-1, 2001). The most basic idea behind the majority
those models is to compare a change in the signal, with respect to a reference, and re-
late that change to the impression of perceptual quality. However, most of the models
which have been developed until now, concentrate on monophonic processing and do
not take binaural perception into account.

This is seen in this project as an important area of potential improvement. As men-
tioned previously in this chapter, binaural hearing has a large significance for human
sound perception. This also includes perceived audio quality. Some of the aspects of
spatial audio quality, which have been identified, are source location, source width,
source depth, envelpment, and others.

One model which tries to address those is Rumsey et al. (2008). Their approach is
to find and extract those features from the audio signal, which correspond to certain
perceptual impressions, associated with location, width and envelopment of a sound
scene. In doing so, they do not intend to model the perceptual path itself in any way.
It is more a model of the effect, than the process.

Gaining more and more knowledge about human auditory system, however, al-
lows for creation of computational perceptual models, which aim at mimicking hu-
man sound perception. Those models can have different applications, one of them
being audio quality assessment. Most of the binaural perceptual models so far have
been made for other purposes, such as sound source localisation or signal detection
(modelling BMLDs).

An interesting attempt to model the full, monophonic and binaural, auditory path
and use it for assessment of codec audio, was made by Robinson (2002) in his PhD
thesis. His work is, again, based on the idea of comparing a reference sound to a
degraded sound (in his case, processed with a codec) to detect change in attributes,
such as for example a shift in sound source location or stereo image width. A similar
approach will be used in this project.

1.3 The aim of the project

The aim of the project is to attempt to develop, based on the knowledge that is already
available (specifically, available perceptual models), a binaural model of auditory per-
ception, which can be used to assess audio quality degradation, in both its spatial,
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and non-spatial character. The model should take two audio signals as an input (test
and reference), and process them both with the monophonic, as well as the mono-
phonic+binaural parts. Outputs of those would be fed into a detector, which would
give a prediction of perceived change in audio quality.

In chapter 2 on the facing page, a monophonic computational model of auditory
perception is described. This model was used to obtain internal representations of
each channel separately, as well as combined with binaural processors to obtain bin-
aural information from the 2-channel signal.

In chapter 3 on page 15, three binaural models, considered for this project, are pre-
sented. A description of each binaural processor is given, and output of combining
each with the CASP monaural part is discussed.

In chapter 4 on page 31, a listening test is described, which was conducted in or-
der to validate the predictions obtained from combined models described in chapters
2 and 3.

In chapter 5 on page 41, the process of obtaining quality predictions from the mod-
els is described. Moreover, those predictions are compared to the subjective responses
from the listening test, and the results are presented.

In chapter 6 on page 53, a discussion is given, concerning both the obtained re-
sults, as well as some other aspects of the project. Conclusions are also included in the
chapter.

Additionally, Appendix A presents in more detail responses obtained from the
listening test, and Appendix B lists the contents of the enclosed DVD.
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CASP model
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2.5 Modulation filterbank . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1 Introduction

A monophonic model of computational auditory signal-processing and perception
(CASP) was developed by Jepsen et al. (2008). It focuses on modelling perceptual
masking phenomena, and was largely based on previous work by Dau et al. (1997a,b).
Changes made to the original model by Dau et al. include a non-linear basilar mem-
brane processing stage, as well as outer- and middle-ear transfer functions.

Overall structure of the model can be seen on figure 2.1.
In the following sections, stages of the model will be discussed in more detail.
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strongly affected in all implementations of fast-acting com-
pression; their modified model thus failed in conditions of
forward masking. It was concluded that, in the given frame-
work, the model would only be able to account for the data
when an expansion stage after BM compression was as-
sumed �which would then partly compensate for cochlear
compression�. However, corresponding explicit predictions
were not generated in their study.

Several models of cochlear processing have been devel-
oped recently �e.g., Heinz et al., 2001b; Meddis et al., 2001;
Zhang et al., 2001; Bruce et al., 2003; Irino and Patterson,
2006� which differ in the way that they account for the non-
linearities in the peripheral transduction process. In the
present study, the dual-resonance nonlinear �DRNL� filter-
bank described by Meddis et al. �2001� was used as the
peripheral BM filtering stage in the model—instead of the
gammatone filterbank. In principle, any of the above co-
chlear models could instead have been integrated in the
present modeling framework. The DRNL was chosen since it
represents a computationally efficient and relatively simple
functional model of peripheral processing. It can account for
several important properties of BM processing, such as
frequency- and level-dependent compression and auditory
filter shape in animals �Meddis et al., 2001�. The DRNL
structure and parameters were adopted to develop a human
cochlear filterbank model by Lopez-Poveda and Meddis
�2001� on the basis of pulsation-threshold data.

In addition to the changes at the BM level, several other
substantial changes in the processing stages of the original
model were made. The motivation was to incorporate find-
ings from other successful modeling studies in the present
framework. Models of human outer- and middle-ear transfor-
mations were included in the current model, none of which
were considered in the original model. An expansion stage,
realized as a squaring device, was assumed after BM pro-
cessing, as in the temporal-window model �Plack and Oxen-
ham, 1998; Plack et al., 2002�. Also, certain aspects of
modulation processing were modified in the processing, mo-
tivated by recent studies on modulation detection and mask-
ing �Ewert and Dau, 2000; Kohlrausch et al., 2000�. The
general structure of the original perception model, however,
was kept the same.

The model developed in this study, referred to as the
computational auditory signal-processing and perception
�CASP� model in the following, was evaluated using a set of
critical experiments, including intensity discrimination using
tones and broadband noise, tone-in-noise detection as a func-
tion of the tone duration, spectral masking patterns with tone
and narrow-band-noise signals and maskers, forward mask-
ing with noise and tone maskers, and AM detection with
wide- and narrow-band-noise carriers. The experimental data
from these conditions can only be accounted for if the com-
pressive characteristics and the spectral and temporal prop-
erties of auditory processing are modeled appropriately.

Section II specifies the processing stages of the CASP
model. Section III describes the experimental methods, the
stimuli in the different conditions, and the parameters used in
the simulations. Section IV focuses on the results of the ex-

periments and the corresponding simulations. The main out-
comes of the study and perspectives for further modeling
investigations are discussed in Sec. V.

II. DESCRIPTION OF THE MODEL

A. Overall structure

Figure 1 shows the structure of the CASP model.1 The
first stages represent the transformations through the outer
and the middle ear, which were not considered by Dau et al.
�1997a, 1997b�. A major change to the original model was
the implementation of the DRNL filterbank. The hair-cell
transduction, i.e., the transformation from mechanical vibra-
tions of the BM into inner-hair-cell receptor potentials, and
the adaptation stage are the same as in the original model.
However, a squaring expansion was introduced in the model
after hair-cell transduction, reflecting the square-law behav-
ior of rate-versus-level functions of the neural response in
the AN �Yates et al., 1990; Muller et al., 1991�. In terms of
envelope processing, a first-order 150-Hz lowpass filter was
introduced in the processing prior to the modulation band-
pass filtering. This was done in order to limit sensitivity to
fast envelope fluctuations, as observed in AM detection ex-
periments with tonal carriers �Ewert and Dau, 2000; Kohl-

+

DRNL filterbank

Linear
gain

Gammatone
filter

Lowpass
filter

Broken stick
non-linearity

Hair cell transduction

Expansion

Adaptation

Outer- and middle-ear TF

+Internal noise

Optimal detector

Modulation filterbank

Gammatone
filter

Gammatone
filter

Lowpass
filter

FIG. 1. Block diagram of the model structure. See text for a description of
each stage.
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Figure 2.1: Structure of the CASP model, from Jepsen et al. (2008).
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2.2 Outer- and middle-ear transformations

Firstly, he input to the model is scaled to be represented in pascal. Then, it is filtered
with two transfer functions, to simulate the influence of the outer and middle ear.
Those transfer functions are realized in Matlab by two linear phase FIR filters:

• the outer-ear filter is a headphone-to-eardrum transfer function for a specific
pair of high quality headphones, which are circumaural, open and diffuse-field
equalized (see figure 2.2);

Figure 2.2: Outer ear transfer function, 512 taps FIR filter.

• the middle-ear filter was derived from human cadaver data (see figure 2.3).

The outer- and middle-ear transfer functions correspond to those described by
Lopez-Poveda and Meddis (2001). Output of this stage represents peak velocity of
vibration of the stapes.
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Figure 2.3: Outer ear transfer function, 512 taps order FIR filter.

2.3 DRNL filterbank

This part is taken (with some modifications) from the work of Lopez-Poveda and Med-
dis (2001), and is intended to simulate the properties of human cochlea (transmission
of energy from stapes motion into basilar membrane vibration). The BM algorithm
includes two parallel paths: a linear one, and a compressive nonlinear one, and its
output is a sum of those two paths. The structure can be seen in figure 2.4 (numbers
of cascade filters have been changed in the CASP model).

interest~100–8000 Hz!. Hence, it is reasonable to assume
that the outer-ear response of Fig. 2~a! is a good approxima-
tion to that measured with the MDR-V6 headset.

The middle-ear response~stapes velocity as a function
of stimulus frequency! is shown in Fig. 2~b! for a stimulus
level at the eardrum of 0 dB SPL. The data is derived from
stapes displacement measurements in cadavers by Goode
et al. ~1994, Fig. 1! after sound pressure stimulation near the
tympanic membrane. Consistent with the observations of
Goode et al., peak stapes velocity is assumed to increase
linearly with stimulus pressure. The range of empirical data
points has been extrapolated from 400–6500 Hz to 100–
10 000 Hz@see Fig. 2~b!# in order to be able to evaluate the
model over a wider frequency range. The extrapolation is
consistent with the measurements of Kringlebotn and Gun-
dersen~1985!.

The same outer- and middle-ear filters have been used
throughout the modeling work described next.

B. The DRNL filter

Stapes motion transmits energy to the intracochlear
fluid, which induces, in turn, motion of the BM. This process
is modeled by a DRNL filter~Meddis et al., 2001! which
simulates the velocity of vibration of a given site along the

BM in response to a given stapes velocity waveform. Its
structure and parameters are shown in Fig. 3~a!. The input
signal follows two independent paths, one linear and one
nonlinear. In the linear path, a gain,g, is applied and then the
signal is filtered through a cascade of~two or three, see later
in this work! first-order gammatone~GT! filters ~parameters:
CFlin and BWlin! followed by a cascade of four second-order
low-pass filters. In the nonlinear path, the input signal is
filtered through a cascade of three first-order GT filters~pa-
rameters: CFnl and BWnl! followed by a nonlinear gain~see
later in this work!, followed by another cascade of three GT
filters having the same parameters~CFnl and BWnl!. During
parameter estimation, the CFnl is set to the frequency of the
probe signal being studied and is not a free parameter. How-
ever, the CF of the linear path (CFlin) is different and typi-
cally below CFnl ~see later in this work!.

The nonlinear gain function is

y~ t !5sign@x~ t !#•min@aux~ t !u,bux~ t !uc#, ~1!

wherex(t) and y(t) are the input and the output signals of
the nonlinearity, respectively, anda, b, andc are parameters
of the model. The details of the time-domain digital imple-
mentation of the DRNL filter are given in the Appendix.

FIG. 3. ~a! Stage 2 of the model: The
DRNL filter ~Meddis et al., 2001!.
The parameters of each block are
shown in the space between the linear
~top! and the nonlinear~bottom! paths.
The output signal from the DRNL fil-
ter is the sum of the signal coming out
of each path.~b! Isointensity response
of the linear ~thin continuous line!,
and nonlinear~thin dotted line! filter-
paths for an input level of 30 dB SPL.
At this low intensity, the summed re-
sponse of the DRNL filter~thick con-
tinuous line! is dominated by the re-
sponse of the nonlinear path.~c! The
same as~b! but for an input level of 85
dB SPL. In this case, the summed re-
sponse is dominated by the response
of the linear path. See text for details.

3109J. Acoust. Soc. Am., Vol. 110, No. 6, December 2001 E. A. Lopez-Poveda and R. Meddis: A human cochlear filterbank

Figure 2.4: Structure of the DRNL filterbank, from Lopez-Poveda and Meddis (2001).
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At low signal levels (below 30-40 dB SPL), the nonlinear part behaves linearly. At
medium signal levels (40-70 dB SPL), the nonlinear part is compressive. At high signal
levels (above 70-80 dB SPL), the output of the linear path dominates the sum. Param-
eters of the model were fitted to psychophysical data (Plack and Oxenham, 2000) to
simulate the properties of human cochlea.

The model uses 60 separate and independent DRNL paths, each tuned to a dif-
ferent center frequency (CF). The 60 CFs are equidistantly spaced on the ERB scale,
from 100 Hz up to 8 kHz. The signal obtained from the first stage of the model (outer-
and middle-ear filtering) is fed to each of those parallel paths. The following steps are
computed for each path (each CF).

In the linear path:

1. Linear gain
g � 104.20405�0.47909 log�10CF (2.1)

Figure 2.5: Linear gain.

2. Cascade of two gammatone filters, where CFlin andBWlin, the center frequency
and the band width of the filters, are equal to:

CFlin � 10�0.06762�1.01679 log10 CF (2.2)

BWlin � 100.03728�0.75 log10 CF (2.3)

3. Cascade of 4 low pass filters, where the filter cut-off frequency is:

LPlin � 10�0.06762�1.01 log10 CF (2.4)
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Figure 2.6 presents the two filters used for a linear path, gammatone and low
pass, for CF = 1 kHz.

Figure 2.6: A gammatone (blue) and a low pass filter (green) for CF = 1 kHz.

In the non-linear path:

1. Cascade of 2 gammatone filters, where the center frequency and the band width
of the filters are respectively:

CFnlin � 10�0.05252�1.01650 log10 CF (2.5)

BWnlin � 10�0.03193�0.7 log10 CF (2.6)

2. Non-linear gain function:

yptq � signpxptqqminpa|xptq|, b|xptq|cq (2.7)

where:

for CF ¤ 1500 Hz
a � 101.40298�0.81916 log10 CF

b � 101.61912�0.81867 log10 CF

for CF ¡ 1500 Hz
a � 101.40298�0.81916 log10 1500
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b � 101.61912�0.81867 log10 1500

and
c � 10�0.60206

3. One low pass filter, where:

LPnlin � 10�0.05252�1.01 log10 CF (2.8)

Figure 2.7 illustrates an example of two filters used in the non-linear path (CF =
1 kHz).

Figure 2.7: A gammatone (blue) and a low pass (green) filters used in the non-linear
paths; CF = 1 kHz.

The output of this stage is a matrix of 60 frequency channels, containing filtered
time signals. The output at this point corresponds to basilar membrane oscillations
velocity. In the following stages, each channel will be processed independently.

2.4 Mechanical-to-neural transduction and adaptation

The hair-cell trasduction stage is roughly simulated in the model by half-wave rec-
tification and a first order lowpass filter at 1kHz. Low pass filtering keeps the fine
structure of the signal at low frequencies and extracts the envelope of the signal at
high frequencies. Then, a squaring expansion is applied, and the lowest signal levels
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are adjusted, depending on CF, according to a table of minimum values shown in fig-
ure 2.8.
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Figure 2.8: Minimum allowed signal values

Next step is the adaptation stage of the model, corresponding to changes in the
gain of the system in response to changes in input level. In the model, it is realized
by a chain of five feedback loops with different time constants. Each loop consists of
a low pass filter and a division operation. The low pass filtered output is fed back to
the denominator of the dividing element. The time constants, ranging between 5 and
500 ms, were chosen to account for perceptual forward-masking data. Maximum ra-
tio of the onset response amplitude and steady-state response amplitude is set to be 10.

2.5 Modulation filterbank

In this part of the model, the signal is first low pass filtered at 150 Hz, which simulates
a decreased sensitivity to modulation at lower modulation frequencies. Then, each
channel is passed through a modulation filterbank. The lowest filter in the filterbank
is a low pass filter with 2.5 Hz cut-off frequency. The highest modulation filter fre-
quency is 1/4 of CF and not more than 1000 Hz. The modulation filters tuned to 5 and
10 Hz have a constant bandwidth of 5 Hz. Center frequencies of modulation filters
above that are logarithmically scaled, their Q factor being always 2, and their transfer
functions overlapping at -3 dB points.
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The modulation filters are complex frequency-shifted first-order low pass filters.
For filters above 10 Hz, the absolute value of the output is considered. For filters at and
below 10 Hz, the real part of the output is considered. The output of the modulation
filters above 10 Hz is attenuated by a factor of

?
2, to adjust the RMS value of all filters.

Example modulation filterbank, for CF = 1 kHz, is shown in figure 2.9.

Figure 2.9: Moduation filterbank for CF = 1 kHz.

The output data at this stage is a 3D matrix, where one dimension corresponds to
time, one to peripheral channels (60 CFs), and one to the modulation filters.

Figures 2.10 and 2.11 show 3 examples of output data obtained from the CASP
model.
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Figure 2.10: Results showing the output at (around) 1 kHz peripheral channel. Left:
input to the model is 60 dB SPL RMS white noise; right: input to the model is 60 dB
SPL 1 kHz tone. (’0 Hz mod filter’ is actually a low pass filter with cut-off frequency
of 2.5 Hz)
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Figure 2.11: Results showing the output of the CASP model. Input to the model in
both cases is 50 dB SPL RMS white noise, and a tone added at 0.3 s. Left: a 1 kHz
60 dB SPL tone, right: a 200 Hz 60 dB SPL tone. In both cases the peripheral channel
corresponding to the input signal frequency is shown. (’0 Hz mod filter’ is actually a
low pass filter with cut-off frequency of 2.5 Hz)



CHAPTER 3

Binaural models

Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2 Lindemann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.3 Breebaart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.4 Dietz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.5 Combined models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.5.1 CASP-L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.5.2 CASP-B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.5.3 CASP-D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1 Introduction

Three models have been chosen to be tested in an audio quality assessment task:
models by Lindemann (1986), Breebaart et al. (2001) and Dietz et al. (2008). In the
following chapter, those models are discussed. They are all available in the Audi-
tory Modelling Toolbox (AMToolbox) for Matlab (Søndergaard et al., 2011), which is
available to download from http://amtoolbox.sourceforge.net/ under GNU
General Public License. The models’ implementations from AMToolbox were used in
this project, without any modifications, and default parameter values were always
used.

A more detailed description of each model is given in the following sections. It has
to be noted, that originally, each of those models has its own peripheral processing
stage, although they are all fairly similar in concept. In this project all those monau-
ral stages will be replaced with corresponding parts of the CASP model described in
chapter 2. Therefore only binaural parts of the models will be discussed here.

http://amtoolbox.sourceforge.net/
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As mentioned before, in chapter 1, the idea behind using perceptual models for
audio quality assessments is that they should be able to predict perceptual differences
from a reference signal. Hence, the main task for the binaural models is to detect
changes in spatial qualities of a sound, such a sound source position, source width,
envelopment etc.

3.2 Lindemann

First model considered in the project is a lateralisation model by Lindemann (1986).
It is based on the idea presented first by Jeffress (1948), which lied ground for many
binaural processing models today.

Jeffress tries to explain sound localisation in the human auditory system by means
of spatial summation of left- and right-ear signals reaching a "ladder" of tertiary fibers
(see figure 3.1). Location of neural activity on the "ladder" is an indication of the inter-
aural time difference, and thus, of the place on the horizontal plane, where the sound
source is localised.

Lindemann built on that concept and extended it to include inhibition mechanisms
and monaural detection. The model is based on two tap delay lines, one coming from
each ear, going in opposite directions (see figure 3.2 on the next page), which is imple-
mented as a running cross-correlation of the left- and right-ear signals. The monaural
detection is designed to produce results in situations when signal at one ear is zero,
and the binaural cross-correlation does not provide any localisation information. In-
hibition, in turn, is introduced so that an offset of the first cross-correlation peak sup-
presses secondary peaks within a certain time interval. This allows for the model to
make sure that delayed reflections do not contribute to sound localisation, thus taking
care of the precedence effect.

Equations 3.1 and 3.2 illustrate the AMToolbox implementations of inhibition and
monaural detection, correspondingly.

rpm� 1, n� 1q � rpm,nq � p1� cslpm,nqq
lpm� 1, n� 1q � lpm,nq � p1� csrpm,nqq (3.1)

Rpm,nq � rpm,nqr1� wlpmqs � wlpmq
Lpm,nq � lpm,nqr1� wrpmqs � wrpmq
wpmq � wfe

�pm�Mq{Mf (3.2)
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36 LLOYD A. JEFFRESS

THE MECHANISM FOR THE REPRESENTATION OF A TIME DIFFERENCE
AS PLACE

The proposed mechanism for representing a time difference as a difference in
place depends upon two well established physiological functions: the slow rate of
conduction of small nerve fibers, and the phenomenon of spatial summation. A
schematic diagram of the mechanism is given in figure 1. The question of its
possible location in the auditory tract will be considered in a later section.

I 2 3 4 5 6 .7 7 6 5 4 3 2

Tertiary Fibers

Y

Q

b

Left
Auditory Tract

Right
Auditory Tract

Secondary Fibers—'

FIGURE 1. HYPOTHETICAL MID-BRAIN MECHANISM FOR THE LOCALIZATION OF
Low FREQUENCY TONES

For the present we will assume that some fibers of the auditory tract, probably
secondary fibers, divide, sending a branch a to the homolateral side and a branch
b to the contralateral. Now if we assume further that the corresponding fibers
from the two sides make synaptic connection with tertiary fibers as shown in the
diagram, we have the necessary structural mechanism for representing a time
difference spatially. Let us examine its operation.

Figure 3.1: Localisation mechanism suggested by Jeffress, from Jeffress (1948).
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Running interaural cross correlation is a basic assumption to model the performance of the 
binaural auditory system. Although this concept is particularly suited to simulate 
psychoacoustic localization phenomena, there exist some localization effects which cannot be 
explained by pure cross correlation. In this paper a model of interaural cross correlation is 
extended by a "contralateral-inhibition mechanism" and by "monaural detectors" in order to 
simulate a wide range of psychoacoustic lateralization data. The extended model explains 
lateralization of pure tones with interaural time differences as well as with interaural level 
differences. Multiple images are predicted for tones with characteristic combinations of 
interaural signal parameters and for noise signals with different degrees of interaural cross 
correlation. The model is also capable of simulating dynamic lateralization phenomena, such 
as the "law of the first wave front" which is dealt with in a companion paper [ Lindemann, J. 
Acoust. Soc. Am. 80, 1623-1630 (1986) ]. The present paper is restricted to a comparison of 
the model predictions for stationary signals with the results of dichotic listening experiments. 

PACS numbers: 46.66.Ba, 43.63.Bq, 43.66.Pn, 43.66.Qp [RDS] 

INTRODUCTION 

Cross-correlation models of binaural signal processing 
proved to be useful tools to simulate localization phenome- 
na. Jeffress (1948) described a mechanism that performs a 
running interaural cross correlation by means of a hypo- 
thetical neural network which is physiologically plausible. 
This mechanism explains the lateral displacement of the au- 
ditory event from the median sagittal plane when an inter- 
aural time difference is present. The cross-correlation ap- 
proach has been quantified on the basis of physiological and 
psychophysical data (e.g., Sayers and Cherry, 1957; Col- 
burn, 1977). Mechanisms additional to the cross-correlation 
model have been proposed to simulate lateralization not only 
for interaural time but also for interaural level differences. 

Stern and Colburn (1978) described an extended model 
which was fitted to the results of lateralization and trading 
experiments for 500-Hz tones. Blauert (1980) simulated the 
evaluation of interaural time and level differences by means 
of an extended cross-correlation model consisting of ele- 
ments which are physiologically possible. Stem and Ba- 
chorski (1983) explained dynamic lateralization phenome- 
na ("rotating tones") by choosing an appropriate 
integration-time constant. The general concept of running 
interaural cross correlation is not limited to binaural local- 

ization but it can also be applied to explain binaural signal 
detection (e.g., Dolan and Robinsoft, 1967; Osman, 1971) 
and binaural pitch phenomena (Bilsen, 1977). A detailed 
summary and a categorization of binaural signal processing 
models were given by Colburn and Durlach (1978). 

The peripheral components of binaural models include 
a linear bandpass filterbank to simulate the frequency selec- 
tivity of the inner ear and a receptor-neuron model to simu- 
late the generation of neural signals for each frequency band 
(e.g., Colburn, 1973, 1977; Blauert, 1983). It is assumed 
that the central "binaural processor" evaluates the signals 
stemming from both ears in pairs for each frequency band. 
Figure 1 shows a deterministic cross-correlation model of 
the binaural processor (after Jeffress, 1948 ). The input sig- 
nals are fed into two delay lines, each corresponding to one 
ear. At different taps along the delay lines the signals are 
correlated by means of multipliers and leaky integrators. 
The running interaural cross-correlation function between 
the input signals r(t) and l(t) can be described as 

T -- (t- g)/rin t 
ß (r,t) = r -- I + e d•, (1) 

I running interaural cross-correlation 

c = . 
right 
ear 

q•(r t) I 
I running 

in tegrahon 
mul j j Ittl;;;catiøn 
J time detQy 

Currently employed with Siemens AG, Communication Systems, Sie- 
mensstr. 2-10, D-5810 Witten, Federal Republic of Germany. 

FIG. 1. Model of interaural cross correlation (after Jeffress, 1948). The 
signals are multiplied at different taps along the two delay lines; the cross- 
correlation products are fed into leaky integrators to obtain the running 
cross-correlation function. 
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Figure 3.2: Basic structure of the Lindemann running cross-correlation model (without
monaural detection and inhibition), from Lindemann (1986).



18 Chapter 3. Binaural models

where r and l are the right and left signals going through the delay lines, m is a
discrete tap delay step, n is the time sample number, cs is stationary inhibition factor
(cs � 0.3), and wf is the monaural sensitivity at the end of the delay line (wf � 0.035).

Then, the running cross correlation is:

c �
N2̧

n�N1

Rpm,nq � Lpm,nq � e�pN2�nq{Tint (3.3)

where R and L are the left and right signals, with monaural sensitivities and inhibi-
tion factors applied, and Tint is the integration time constant.

For a time-varying signal, the output of the model at a given time sample n is a
vector of neural activity along the delay axis. Since this cross-correlation is performed
for each peripheral frequency channel, and for each time sample, the output of the
model is a 3-dimensional matrix: time vs. delay line vs. frequency channel.

3.3 Breebaart

Binaural model described in Breebaart et al. (2001) is based on equalisation-cancellation
(EC) theory of binaural hearing (Durlach, 1963). It is hypothesised that first, in the
equalisation step, signals coming from two ears are adjusted, so that the noise compo-
nents are almost exactly the same in two ears (the process is not expected to be ideal).
Then, in the cancellation part, the total signal in one ear is subtracted from the total
signal in the other ear. Models based on this theory can account for BMLDs, as well
as binaural pitch (see Breebaart et al. (2001) for examples). Breebaart notes, that in
principle, his model could also be used to extract localisation information.

The principle of the Breebaart model is depicted in figure 3.3. Here, Jeffress model
is extended with a chain of attenuation elements at each tap of the delay line. "EI"
blocks are excitation-inhibition elements, corresponding to EI-type neurons in the lat-
eral superior olive, which are excited by the ipsilateral, and inhibited by contralateral
ear.

Each EI element corresponds to a certain characteristic interaural delay τ and a
characteristic interaural attenuation α (which is expressed in dB). It is then possible to
describe output from one element, excited by the left input and inhibited by the right
one, as:

ELpi, t, τ, αq � r10α{40Lipt� τ{2q � 10�α{40Ript� τ{2qs2 (3.4)

and the opposite, excited by the right input and inhibited by the left, as:

ERpi, t, τ, αq � r10�α{40Ript� τ{2q � 10α{40Lipt� τ{2qs2 (3.5)
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EL~ i ,t,t,a!5 d10a/40Li~ t1t/2!2102a/40Ri~ t2t/2!e2,
~1!

while the output of the EI elements excited by the right ear
and inhibited by the left ear,ER , is given by

ER~ i ,t,t,a!5 d102a/40Ri~ t2t/2!210a/40Li~ t1t/2!e2.
~2!

Here, Li(t) denotes the time-domain output from the
left-ear peripheral preprocessor at filteri, Ri(t) the output
from the right-ear peripheral preprocessor at filteri and the
subscripti refers to auditory channeli. The characteristic IID
in dB is denoted bya, the characteristic ITD in seconds byt.
The ceiling brackets~d•e! denote a half-wave rectifier: if the
inhibitory signal is stronger than the excitatory signal, the
output is zero. The fact that the output is squared is explained
later. From Eqs.~1! and~2! we can see that the left and right
ear signals undergo a relative delay oft and a relative level
adjustment ofa dB. Different values oft anda correspond
to different EI-type elements, resulting in apopulation of
elements in the~t,a! space. It is assumed that all possible
combinations oft anda that may occur in real-life listening
conditions are represented by an EI-type element, but that
some elements are able to deal with even larger values oft
anda. In the model, internal delays of up to 5 ms and inter-
nal intensity differences ofa510 dB are realized.1

We found that it is very convenient to reduce the number
of EI-type elements by combining the outputsEL and ER

given in Eqs.~1! and~2!. It can be shown that summation of
these signals results in an outputE given by

E~ i ,t,t,a!5„10a/40Li~ t1t/2!2102a/40Ri~ t2t/2!…2.
~3!

An important consequence of the above summation is
that the EI-type element described in Eq.~3! does not have a
monotonic dependence on the externally presented IID but it
shows aminimumin its activity if the inputs match the char-
acteristic IID of the element. From this point on, the term

EI-type element will refer to the combined elements as de-
scribed in Eq.~3!. To incorporate a finite binaural temporal
resolution, the EI-activityE is processed by a sliding tempo-
ral integratorw(t). This integrator is based on results from
Kollmeier and Gilkey~1990! and Holubeet al. ~1998! and
consists of a double-sided exponential windoww(t) with a
time constantc of 30 ms:

E8~ i ,t,t,a!5E
2`

`

E„i ,~ t1t int!,t,a…w~ t int! dtint , ~4!

with

w~ t !5
exp~2utu/c!

2c
. ~5!

Finally, a compressive function is applied to the output
of the integrator to model saturation effects in the EI cells:

E9~ i ,t,t,a!5ap~t! log „bE8~ i ,t,t,a!11…1n~ i ,t,t,a!.
~6!

An internal noisen( i ,t,t,a) limits the accuracy of in-
ternal binaural processing.2 It is assumed that the rms level
of this Gaussian-noise source is constant and equals 1 MU,
and that the noise is independent of timet, auditory channel
i, and is the same for different EI-type elements. The scalars
a andb are constants. These constants describe the sensitiv-
ity to interaural differences and are fixed and equal for all
EI-type elements. By adjustinga and b, the output of the
EI-type elements is scaled relative to the internal noise and
hence the sensitivity for binaural differences can be adjusted.

The weighting functionp(t) refers to the fact that cells
with larger characteristic interaural delays are less frequent
than cells with smaller characteristic delays~Batra et al.,
1997a!. This corresponds to Jeffress’~1948! statement that
for coincidence counter neurons, ‘‘cells are less dense away
from the median plane.’’ In our approach, fewer cells means
less accurate precision in processing and hence more internal

FIG. 3. Structure of the binaural pro-
cessor. The triangles denote delays
~Dt!, the blocks are attenuators~Da!,
and the circles denote EI-type ele-
ments.

1079J. Acoust. Soc. Am., Vol. 110, No. 2, Aug. 2001 Breebaart et al.: Binaural processing model. I.

Downloaded 20 Feb 2012 to 130.225.198.196. Redistribution subject to ASA license or copyright; see http://asadl.org/journals/doc/ASALIB-home/info/terms.jsp

Figure 3.3: Structure of the Breebaart binaural processor, from Breebaart et al. (2001).

where Liptq and Riptq are the outputs of left and right channel peripheral processing
at a time t, and i is the number of the frequency peripheral channel. rs denotes half-
wave rectification.

It can be shown that the summation of the output signal from equations 3.4 and
3.5, results in the following combined output E:

Epi, t, τ, αq � p10α{40Lipt� τ{2q � 10�α{40Ript� τ{2qq2 (3.6)

This output shows a minimum in its activity if the inputs’ IID is the same as the
characteristic IID of the EI element.

Then, in the model, a sliding temporal integrator is applied on the output signals
to simulate limited temporal resolution of the system. The signal is weighted with a
function ppτq, which decreases with τ , in order to account for the fact, that cells with
larger interaural delays are less frequent than those with smaller delays. A compres-
sive function simulating saturation effects of the EI cells is applied, and internal noise
is added.
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3.4 Dietz

The last binaural model used was Dietz et al. (2008), which is based on neural firing
rate coding derived from the interaural phase difference.

After the peripheral stage, each frequency channel is filtered in parallel with 2
complex-valued band-pass gammatone filters: a fine-structure filter, tuned to the fre-
quency of the peripheral channel, and a modulation filter, which extracts the envelope
of the signal. The modulation filter is centered at 150 Hz for all peripheral channels.

The output of those filters is then a complex value:

gptq � aptq � eiφptq (3.7)

and the internal phase difference is determined from:

IPD � arg prITFslpq (3.8)

where rslp indicates low-pass filtering, and ITF - interaural transfer function - is:

ITFptq � glptq � grptq � alptq � arptq � eφlptq�φrptq (3.9)

where grptq is the complex conjugate of grptq.
IPD, then, represents change in phase between the left and right signal. The low-

pass filter in equation 3.8 is employed to simulate a finite temporal resolution (smooth-
ing of the signal in time).

In the Dietz model, based on IPD, the firing rate of neurons can be described by:

lptq9sinpIPDptqq (3.10)

where lptq   0 denotes left, and lptq ¡ 0 - right lateralisation.

Additionally, as in Dietz et al. (2011), the interaural level difference (ILD) was de-
rived from the energy ratio of the left and right signals, both filtered with a 30 Hz
low-pass modulation filter:

ILDptq � 20

c
� log

�
hrptq
hlptq



(3.11)

where hr and hl are the corresponding left and right low pass filtered signals. Com-
pression factor c was 0.4, as default in AMToolbox.

The general structure of the model is summed up in figure 3.4 on the facing page.
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peripheral processing
 left

peripheral processing
right

fine-structure
filter

30 Hz LP
mod. filter
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mod. filter

fine-structure
filter

30 Hz LP
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mod. filter

ILD~10log(|hr|/|hl|) IPDmod=arg(ITFlp) IPDfine=arg(ITFlp)

ITFmod = gl · gr ITFfine = g l · gr

Figure 3.4: Basic structure of the Dietz model used in the project, adapted from Dietz
et al. (2011).

3.5 Combined models

Binaural parts of the models described above were combined with the monaural CASP
model. To ensure that no fundamental assumptions of the binaural parts are violated,
only the parts of CASP up to the point which corresponds to the output of the original
monaural stage were used. A comparison of the monaural parts, as well as the CASP
model, is presented in table 3.1.

Thus, the models under test in the project from now on are:

• CASP-L (CASP + Lindemann): outer and middle ear filtering Ñ DRNL filter-
bank Ñ half wave rectification and low pass filter Ñ running cross-correlation
with inhibition and monaural detection;

• CASP-B (CASP + Breebaart): outer and middle ear filtering Ñ DRNL filterbank
Ñ half wave rectification and low pass filter Ñ adaptation loops Ñ EI cell bin-
aural model;

• CASP-D (CASP + Dietz): outer and middle ear filtering Ñ DRNL filterbank Ñ
half wave rectification and low pass filter Ñ IPD rate coding.
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Breebaart (2001) Lindemann (1986) Dietz (2011) CASP
Monaural outer and middle ear fil-

tering as a band pass fil-
ter 1-4 kHz

middle ear filtering (500-
2000 Hz 1st order band-
pass)

outer and middle ear fil-
tering

gammatone filter bank
with 1-ERB spaced filters

ERB filterbank (36 fil-
ters)

gammatone filterbank
between 200 and 5000
Hz, 23 filters with 1 ERB
spacing

DRNL filterbank (incl.
cochlear compression)

power-law compression
with an exponent of 0.4
(cochlear compression)

half wave rectification
followed by low-pass fil-
tering to 770 Hz (5th or-
der)

first order low pass filter
at 800 Hz and haf-wave
rectification

half wave rectification
followed by filtering
with a 770 Hz 5th order
low pass filter

half wave rectification
and low pass filter at 1
kHz

cascade of 5 adaptation
loops

cascade of 5 adaptation
loops
modulation filterbank

Binaural an excitation-inhibition
(EI) cell model

cross-correlation be-
tween the left and right
channel

IPD rate coding, includ-
ing fine-structure and
modulation filters

Table 3.1: A comparison of the 3 binaural models and the CASP model.
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Example outputs of those three combined models will be presented in this section.
Two types of simple stimuli were created. They were based on a 500 Hz tone (with a
hann window), 2 s long, with 1 s of silence before and 1 s of silence after the tone. The
test signals were stereo signals with that same tone in both channels, where:

• in the first signal, the tone in the left channel was presented 0.5 ms before the
right one,

• in the second signal, the tone in the left channel was presented at a level 6 dB
higher than the right one.

In both of these cases, the sound source should be perceived as being located on the
left side of the listener. Additionally, corresponding signals with the sound source on
the right were created, as well as a reference with the exact same signal coming from
both channels.

3.5.1 CASP-L

As mentioned in section 3.2, output of the CASP-L model, based on Lindemann binau-
ral processor, is a 3-dimensional matrix. Figure 3.5 illustrates one frequency channel
from the output of this model, when the input is a 2-channel signal with the exact
same 500 Hz tone in both channels. Figure 3.6, in turn, shows the output only for one
frequency channel and one chosen time frame (corresponding to around 1.5 s). The in-
puts in this case are three different signals, one of them with no interaural difference,
one with ITD and one with ILD introduced. Taking into account the actual interchan-
nel attenuation introduced, it seems that the model responds to level changes worse
than it does to time delay.

Lindemann suggests two ways of determinig the sound lateralisation from this
output: the location fo the centroid along the delay line, or the location of the maxima
of the inhibited cross-correlation function. Figure 3.7 shows the calculated centroid
over time for the same signals as before. For the purpose of this project, a relevant
problem is to find the most accurate representation of change in sound lateralisation,
for more than one sound source.

Since the first method, centroid, is meant for one sound source only, it is not ex-
pected to give good predictions in the real-life-situation of detecting change in audio
spatiality. However, if a change is big enough, e.g. almost all the signal moves to the
left or right side, a centroid could perhaps also prove useful. In the case of detecting
the maxima, the challenge is in identifying relevant peaks and their displacement.
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Figure 3.5: A reference signal output from the CASP-L model. The signal is exactly the
same 500 Hz tone played through both channels. The figure only shows the frequency
channel corresponding to the stimuli.
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Figure 3.6: Output of the CASP-L model. The signal in all three cases is a 500 Hz tone,
and the figure only shows the frequency channel corresponding to the stimuli, and a
time frame corresponding to 1.5 s.
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Figure 3.7: Centroid of the CASP-Lindemann correlation shown over time, for 500 Hz
tone signals, with the source on the left (green) or right (red), and for a mono signal
(blue). Left: for interaural time differences, right: for interaural level differences.

3.5.2 CASP-B

The Breebaart binaural model can be calculated for any specified characteristic time
or intensity difference. Figure 3.8 on the next page illustrates the output of the model
for three test signals. Only the output corresponding to time t = 2 s is shown.

To see more clearly, what impact ITDs and ILDs have on the output of the model,
let us look at figures 3.9 on page 27 and 3.10 on page 27. The first only plots the char-
acteristic interaural time difference for one chosen α � 0, for a test signal with no ILD
or ITD, and a test signal with the left channel 0.5 ms earlier. Figure 3.10, in turn, shows
the output of the model as a function of α, for τ � 0, for 4 test signals with different
ILDs introduced.
It can be seen, that the minimum of the output function indicates the sound location.
A change in ITD is clearly visible in the output of the model, as it produces such shift
of the output, which corresponds exactly to the ITD change (see 3.9). Impact of intro-
ducing ILD on the output of the model is visible, however, it does not directly reflect
the level difference between the channels.
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Figure 3.8: Output of the CASP-B model, for three different tone signals, (a) – a 2-
channel signal with an 500 Hz tone, no ILD or ITD; (b) – a 2 channel signal with an
500 Hz tone, 0.5 ms earlier in the left channel; (c) – a 2 channel signal with an 500 Hz
tone, the left channel 6 dB higher. τ corresponds to the characteristic interaural time
delay, and α is the characteristic interaural attenuation. A clear shift in the output
across τ , in response to introducing ITD, is visible (from (a) to (b)). Change in output
as a result of introducing ILD (from (a) to (c)) is less obvious, but can also be noticed.
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Figure 3.10: Output of the CASP-B model, for α = 0, and at a time t � 2 s.
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3.5.3 CASP-D

Unlike in the case of the two models described above, output of the Dietz interaural
phase rate coding, for a specified frequency channel and in a given time t, is not a
vector, but a single number. However, there are three potentially useful indicators
calculated by the model: IPD from a fine structure filter, IPD from a modulation filter,
and ILD. Figures 3.11 and 3.12 show outputs for two test signals.
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Figure 3.11: IPD output of the Dietz model over time, for ITD introduced for the left
and right channel. The test signal is a 500 Hz tone which starts at 1 s at ends at 3 s.

As expected, IPD and ILD outputs of the model cope well with detecting interau-
ral time and level differences, respectively. The fine-structure filter output and ILD
output combination looks particularly promising.
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Figure 3.12: ILD output of the Dietz model over time, for ILD introduced for the left
and right channel. The test signal is a 500 Hz tone which starts at 1 s at ends at 3 s.

3.6 Summary

In this chapter, binaural models used in the project were described in sections 3.2-
3.4. Those models were combined with monaural CASP processing. In section 3.5,
examples of the output of the combined models were presented and briefly discussed.
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4.1 Introduction

Despite a lot of investigative effort which has put into developing objective quality
assessment tools (for various applications), a listening test is, and most likely will
always remain the most reliable way of gaining information about human preference.
Therefore, in this project, such an experiment was designed, in hope that its results
will allow to adjust and test an objective audio quality assessment algorithm.

4.2 Test method

Test method used in the experiment was based on the double-blind multi-stimulus
test method with hidden reference and hidden anchor, referred to as MUSHRA in rec-
ommendation ITU-R BS.1534-1 (2003). The participants’ task was to rate the quality
of short music excerpts compared to a reference, the quality of which was assumed to
be the highest possible, ideal quality.

Keeping in mind that the results of the experiment should contribute to the devel-
opment of a binaural audio quality model, degradations under test were divided into
two groups, representing their two basic types: spatial impairments of the multichan-
nel system, and other perceptual degradations, which do not have direct connection
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to the spatial impression.

In order to make the task easier for the subjects, each of those two groups was
tested on a separate user interface "page". A screenshot of the user interface (written
in Matlab) can be seen in figure 4.1 on the facing page. On each page, there was a
hidden reference and 7 different types of degradations, one of which was a hidden
anchor, intended to represent the worst quality of all the samples. Recommendation
ITU-R BS.1534-1 (2003) instructs to use a 3.5 kHz low-pass filtered sample as the low
anchor, and such was chosen for the non-spatial perceptual degradations. For the spa-
tial degradations, however, it did not seem to be appropriate. Instead, a mono signal
from the left surround loudspeaker was chosen. This was used in Conetta et al. (2008),
and the selection was "based upon the results of informal listening undertaken by the
first author" of the paper.

Degradations used in the experiment were as follows (the numbers used here will
be consistently used for those degradations throughout the report):

Non-spatial degradations:

1. hard limiter at -15 dB maximum signal level,

2. high pass filter at 500 Hz,

3. correlated noise in all channels (the same noise sample in all channels),

4. uncorrelated noise in all channels,

5. hard limiter at -20 dB maximum signal level,

6. mp3 codec, 64 kbps for each channel,

7. low pass filter at 3.5 kHz (low anchor),

Spatial degradations:

8. downmix to stereo (channels L and R)

9. downmix to mono – channel C

10. channel L moved 30� to the left

11. channel order moved to the right (L becomes C, C becomes R, R becomes SR
etc.)

12. downmix to mono – all channels

13. channels L, R and C 6 dB lower than the rest

14. downmix to mono – channel LS
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The scales used were visual analog scales, divided into five equal intervals, with
the following labels: Bad, Poor, Fair, Good and Excellent. It was possible to choose any
point on the scale (from 0 to 100, with 4th decimal precision).

Figure 4.1: Graphical user interface

Two different excerpts of commercially available multichannel music recordings
were chosen. Sound 1 was 8.4 s long, and sound 2 was 5.2 s long. Both were taken
from the same DVD Audio disc (Steely Dan "Everything Must Go", a jazz-rock record),
and were cut so that a full musical phrase would be included.

4.3 Experimental set-up

The experiment was conducted in a multi-channel listening room, which conforms
to the recommendation ITU-R BS775-1 for multichannel/surround setups. The setup
consisted of 6 loudspeakers, placed in positions indicated in figure 4.2. Five of the
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loudspeakers (L, R, C, LS, RS) were positioned in accordance with ITU-R BS.775-2
(2006), and the additional loudspeaker (A) was placed 60 degrees to the left (30 de-
gree misplacement for the left loudspeaker). They were all placed at 1.25 m hight,
which was approximately the hight of the listener’s ears, and at a distance of 2.5 m
from the listener.

2.
5 

m

30º30º
60º

110º
110º

C
RL

A

RSLS

Figure 4.2: Loudspeaker setup for the listening experiment

The loudspeakers were active Genelec 1031A Bi-amplified Monitoring System.
Their anechoic frequency characteristic is relatively flat from 50 to about 20 000 Hz
(see: Gen), and a decision was made not to apply any equalisation to them.

For the listening experiment, the 6 loudspeakers were controlled from a PC con-
nected through an ADAT connection to Behringer ADA8000 8-channel A/D and D/A
converter.
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4.4 Experimental procedure

Before the experiment, audiometry was performed for each participant, to rule out
subjects with significant hearing loss. 18 people agreed to take part in the listening
test, 10 male and 8 female, between 21 and 28. Hearing thresholds of 3 of them ex-
ceeded 20 dB hearing level at one or two audiometric frequencies (around 4 or 8 kHz),
however, it can be argued, that such loss is not critical for the purpose of audio quality
assessment. Therefore, after some considerations, a decision was made to include the
responses from all of them in the analysis.

During the experiment, subjects were seated in the middle of the listening room,
surrounded by a curtain, in order to prevent them from seeing the loudspeakers (see
figure 4.3). This was done firstly, because of the unsymmetrical placement of the loud-
speakers, and secondly, to avoid visual distractions during the listening session. Be-
fore entering the room they were also asked to close their eyes and were lead to the
chair. They were asked to place their head on an headrest and not move it during the
experiment. The ratings were submitted through a graphical user interface displayed
on a touch-screen.

Figure 4.3: The experimental setup (two of the loudspeakers are not visible).
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Due to time limitations, there was no full training session provided for the sub-
jects. However, before starting the experiment, each of them was instructed on how
to use the interface. Then, they were asked to rate perceived quality of the audio ex-
cerpts that they would hear, in comparison to an ideal reference, on the scales shown in
figure 4.1 on page 33. They were told that they could play each sound as many times
as they wanted, and in any order, although they were encouraged to always compare
to the reference. Additionally, they were informed, that one of the sounds they were
going to rate is a hidden reference.

None of the subjects reported any problems during the experiment and all of them
finished it successfully.

4.5 Results

An example response from one subject is shown in figure 4.4.

1 2 3 4 5 6 7 ref 8 9 10 11 12 13 14 ref
0
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Responses from subject 12

 

 
sound 1
sound 2

Figure 4.4: Responses obtained from one of the subjects. Numbers on the x-axis cor-
respond to degradation types described in section 4.2 on page 31.

Summary of the obtained results can be seen in figures 4.6 on page 38 (combined
results for spatial degradation types, for both sounds) and 4.5 on the next page (results
for other types of degradations, for both sounds).
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In majority of cases, subjects rated the hidden reference as the sample with the
highest quality. 23 out of the total 32 ratings (18 subjects, 2 sounds) given to the hid-
den reference in the "spatial degradations" page indicated its best quality. For the
other degradations, the fraction was even bigger: 26 out of 32 times the hidden refer-
ence was rated as best.

The spatial anchor, mono signal coming from the back left loudspeaker, was cho-
sen as the worst of all samples 24 out of 32 times. The situation was, however, not
so clear for the low-pass filtered anchor. It was marked worst only 14 times, with the
degradation 5, -20dB hard limiter, being chosen 13 times. It seems that in the case of
degradations other than the spatial ones, choice of the worst sample was more am-
biguous.
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Figure 4.5: Means and standard deviations for non-spatial degradations, both sounds.

It can be noticed, that the spatial degradations were generally rated higher than
other types of degradations. Figure 4.7 on the following page shows responses for all
types of degradations within each group, averaged over all subjects, for sound 1 and
sound 2. The mean for all responses, for both sounds, is 63.5 for the spatial degra-
dations, and 50.1 for the other types. This trend was not equally prominent for all
subjects. Figure 4.8 on page 39 shows results from two different subjects: subject 17
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Figure 4.6: Means and standard deviations for spatial degradations, both sounds.

rated spatial degradations across the same range as the other ones, while subject 6
clearly favoured spatial degradations.
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Figure 4.7: Boxplot showing results for sound 1 and sound 2 for all the subjects. Spatial
degradations were generally rated higher than other types of degradations.
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Figure 4.8: Some differences in how subjects rated sounds

4.6 Comments from participants

Most participants did not report having significant problems with the task. Many,
however, said that rating spatial degradations was more challenging than rating the
other group. Two people pointed specifically to the anchor (mono in left surround
loudspeaker) as the most difficult to rate, because the sound was clear, only coming
from the "wrong" direction. However, one of those subjects added, that they kept in
mind that they should compare to the reference, so they rated the anchor as "bad".

Another interesting remark was from a person who thought that the second ex-
cerpt was in fact "too spatial", and that it sounded better coming from only one direc-
tion. This kind of surround sound would, according to them, be more appropriate for
a film soundtrack, than for a musical piece.

Besides that, two or three other participants reported that they did in fact like one
or more sound samples more than they liked the reference.

4.7 Summary

A listening test was conducted in order to find subjective quality ratings for 14 differ-
ent quality degradations. MUSHRA method, slightly modified to better fit the pur-
pose, was used. Results obtained from 14 subjects were presented in this chapter.
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5.1 Introduction

The following chapter illustrates the process of simulating audio quality assessment
with auditory models described in chapter 3 on page 15. This assessment is based on
comparing a test sound sample to a reference sound, thus obtaining a distance mea-
sure, which would indicate the perceived change in quality. The model here works as
an artificial listener.

5.2 Sound samples pre-processing

In order to find the perceptual models’ internal representations of the degraded sig-
nals under test, first the sound pressure entering the ears of the artificial listener needs
to be found. In order to do that, binaural room impulse response (BRIR) of the room,
where the listening test was carried out, was measured, and convolved with 5-channel
sound samples.
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Although the CASP model includes outer- and middle-ear filters, a decision was
made not to include the first, since recorded BRIR already included the influence of
the pinna (as well as torso). Instead, an ear canal filter was applied to the sound
samples, giving the sound pressure at the eardrum, and the CASP model started from
that point.

5.2.1 Binaural room impulse response measurements

BRIR measurements were made in the listening room with the exact same loudspeaker
setup as used for the listening test. Impulse responses from each loudspeaker were
recorded with Valdemar, an artificial head and torso simulator made at AAU (Chris-
tensen et al., 2000). The impulse response measurements were made with the maxi-
mum length sequence method (MLS), using MLSSA analyser ver. 7.0 (Rife, 1991).

The measurement resulted in 12 different transfer functions, from 6 loudspeakers
and 2 microphones (ears) of Valdemar. Recorded impulse responses were 340 ms long.
After being extracted from MLSSA, they were imported to Matlab and scaled with the
stimulus amplitude. Figure 5.1 shows an example result - the measurement made for
channel 1, left ear.
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Figure 5.1: Impulse response and transfer function recorded from channel 1 (loud-
speaker L) to the left ear microphone of Valdemar.
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5.2.2 Gain adjustment

The setup used for the experiment was not exactly the same as the one used for BRIR
measurements. Specifically, the latter were made using only the MLSSA system (for
playback and recoding), while during the experiment a PC with an external sound in-
terface was used to play the sound samples. Therefore, in order to accurately represent
the sound pressure level at the ear of the listener, gain adjustments needed to be made.

Figure 5.2 illustrates the difference in the two setups. Setup in the top of the figure
is the one used for measuring BRIR, middle - in the listening test, and bottom - in the
gain adjustment measurement.

To find the soundcard gain, additional measurement was carried out. A 500 ms
long white noise sample was played through the soundcard and each loudspeaker,
and recorded with MLSSA. A white noise sample of the same length and with the
same RMS value was then convolved with BRIR for each channel and ear, and its
transfer function was compared to the recorded one.
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Listening test
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GSC
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SL

R

SC MLSSA

GSC SL SM

R

Gain measurement

Figure 5.2: Comparison of three set-ups, top: during the BRIR measurements, mid-
dle: during the listening test (also for the artificial listener), bottom: during the gain
adjustment measurement.
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Looking back at figure 5.2, if x is the noise sample played through the sound card
and the loudspeakers, SL – the loudspeaker transfer function, SM – the microphone
sensitivity, and R – the response of the room, the sound card gain SL can be found
from:

GSC � xmeasured
x
 SLRSM

� xmeasured
x
 BRIRn

(5.1)

where BRIRn is the actual measured impulse response for a given channel and ear.

The difference was found to be about 17 dB and is illustrated in figure 5.3. The
reason why the two transfer functions are not exactly the same is that due to practical
issues the gain adjustment measurement was not fully optimal. At the point when
this measurement was made, only the MLSSA system was calibrated with Valdemar
microphones, and the input of the sound card was not. Therefore, the recordings were
made with MLSSA, and because of the limitations of the system’s available acquisi-
tion length, and differences in delays between sound card output and MLSSA input,
it was practically impossible to synchronize the two so that it is known exactly which
part of the noise signal was recorded. However, for this purpose, it should be enough
to use a different sequence of the same kind of noise.
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Figure 5.3: Gain adjustment of the white noise sample (channel 4, left ear)
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5.2.3 Sound pressure at the blocked ear canal

By convolving the sound samples with the gain adjusted binaural room impulse re-
sponse, the sound pressure at the entrance to the ear canal of the artificial listener can
be found. Each audio channel of the sound samples was convolved with the impulse
response of a corresponding system channel (corresponding loudspeaker), and this
was done for both ears. For example, for one sound sample S, first, convolution with
the room impulse response B was applied for each channel n:

Sn 
Bn
L �PnL , for n � 1, 2, . . . , 5

Sn 
Bn
R �PnR, for n � 1, 2, . . . , 5 (5.2)

and then the sound pressure at each ear (L and R) was summed together:

PL � P 1
L � P 2

L � P 3
L � P 4

L � P 5
L

PR � P 1
R � P 2

R � P 3
R � P 4

R � P 5
R. (5.3)

5.2.4 Ear canal transfer function

Processing applied to the sound samples so far gives the sound pressure as mea-
sured at the blocked entrance to the ear canal. In order to find sound pressure at
the eardrum, transfer function from blocked ear canal entrance to the eardrum was
used. Results of measurements made by Hammershoi and Moller (1996) in the ear
canals of 12 subjects were used to construct a minimum-phase FIR filter, the magni-
tude response of which is shown in figure 5.4. This filter was applied to each binaural
sound sample.
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Figure 5.4: Transfer function of the FIR filter used for ear canal filtering
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5.3 Decision device for audio quality assessment

In the next step, signals representing the sound pressure at the eardrum of the left
and the right ear were fed into the combined binaural models, and each channel sep-
arately was processed by monaural CASP model. Due to technical difficulties (not
enough RAM for the computation), the modulation filterbank was not included in
CASP.

Internal representations of a sound sample under test, obtained both from the bin-
aural models and CASP, were compared with the corresponding internal representa-
tions of a reference sound. The comparison was made in a detector, which is described
below. This basic idea of objective quality assessment is illustrated in figure 5.5.

CASP

binaural 
processor

detector

L R

q1 q2 q3

test sound

reference
 sound

Figure 5.5: Outline of the full objective quality assessment model. q1 is the binaural
prediction, q2 and q3 are the monophonic predictions for the left and right channel.

Detector used in this project is a correlation measure based on the work by Olden-
burg and Aps (2000). First, time integration is applied to the internal representations
in 20 ms windows with no overlap. Then, a frequency-weighted correlation measure
q is calculated according to the equation:

q �

°
i

°
j
pwjXi,j �XqpwjYi,j � Y q

c°
i

°
j
pwjXi,j �Xq2

c°
i

°
j
pwjYi,j � Y q2

(5.4)
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where X and Y are the test and reference sounds, and indices i and j correspond
to time and frequency channel.

Input to this detector is a 2-dimensional matrix of time vs. frequency channel,
thus a single number had to be chosen for each time frame for CASP-L and CASP-B
models. This problem has previously been addressed in section 3.5 on page 21. For
the analysis shown below, the following was chosen:

• Lindemann: value at τ � 0,

• Breebaart: value at τ � 0, α � 0.

In the case of the Lindemann model, a centroid along the delay line, and the location
of the maximum were also briefly considered, but they seemed to provide worse re-
sults.

To examine which frequency weighting would be most appropriate for the pur-
pose of audio quality assessment, or if there is any benefit of frequency weighting at
all, 10 different weightings were chosen, as shown in table 5.1.

Table 5.1: Frequency weightings
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Table 5.1 – Continued from previous page
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5.4 Simulation results

Output values of the detector were compared to responses obtained from the listening
experiment. The results are presented in this section. Table 5.2 on the facing page sum-
marises all the possible model combinations, by presenting the correlation coefficients
between the particular model’s prediction and the actual responses from subjects par-
ticipating in the listening test. This is shown for each binaural model, and for each
frequency weighting in the detector. The "mono" results are the mean of the detector
outputs from the left and right channel.

It should be noted, that results for spatial and non-spatial degradations are pre-
sented, and will be analysed separately. This is partly because those two tasks were
separated in the listening experiment, and partly to see how the models’ predictions
differ when processing a sound degraded in space, and a sound degraded in a differ-
ent manner. Additionally, since it is not yet clear how the three different outputs of the
CASP-D model could be optimally combined, all of them are presented individually.
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Certain observations can be made when analysing results in table 5.2. Firstly,
clearly not in all the cases there is a significant correlation between the prediction
and the subjective response. Some of the predictors, such as the CASP-D modulation
or CASP-D fine structure, do not offer significant correlation with the responses under
any of the tested weightings. Some of the other, however, show relatively high corre-
lation – such as the CASP-L for spatially degraded sounds.

Table 5.2: Correlation coefficients between predictions and subjective responses, aver-
aged sound sample 1 and sound sample 2; in bold - correlation is significant (p-value
< 0.05).

weighting
mono L B

o s o s o s
1. 0.559 0.750 0.093 0.801 0.729 0.678
2. 0.805 0.798 0.068 0.859 0.587 0.629
3. 0.283 0.758 0.013 0.783 0.550 0.840
4. 0.344 0.764 0.021 0.786 0.573 0.826
5. 0.443 0.771 0.021 0.781 0.792 0.834
6. 0.175 0.749 0.006 0.785 0.579 0.831
7. 0.696 0.826 0.031 0.884 0.545 0.665
8. 0.560 0.816 0.028 0.835 0.581 0.681
9. 0.686 0.772 0.094 0.803 0.683 0.673
10. 0.462 0.776 0.021 0.778 0.718 0.828

weighting
D fine D mod D ILD

o s o s o s
1. 0.267 0.645 0.398 0.661 0.660 0.769
2. 0.266 0.648 0.527 0.673 0.812 0.777
3. 0.244 0.689 0.379 0.677 0.537 0.747
4. 0.251 0.680 0.378 0.674 0.563 0.758
5. 0.254 0.673 0.442 0.671 0.715 0.748
6. 0.206 0.704 0.502 0.673 0.687 0.776
7. 0.257 0.666 0.524 0.672 0.719 0.805
8. 0.254 0.673 0.473 0.664 0.744 0.805
9. 0.263 0.655 0.471 0.669 0.792 0.768
10. 0.254 0.673 0.464 0.672 0.742 0.758

Secondly, for some of the predictors, introducing frequency weighting substan-
tially improves their performance. This is perhaps most clearly seen in the ability of



50 Chapter 5. Quality prediction with binaural models

the monaural CASP output to predict non-spatial degradations, where correlation in-
creases from 0.462 to 0.805 as a result of introducing an optimal frequency weighting.
However, it can also be noticed, that the optimal weighting varies across the predic-
tors.

Figures 5.6-5.9 show scatter plots of the objective prediction versus subjective re-
sponse, both the spatial and non-spatial degradations, for the frequency weighting
which was found most optimal for the detector. Sometimes, in the case of binau-
ral predictors, priority was given to detecting spatial degradations - such as when
choosing weighting 7 for CASP-D ILD, rather than weighting 2, even though the latter
shows higher correlation in general. Altogether, it seems that the best binaural predic-
tor is CASP-L with weighting 7, and the best predictor for non-spatial degradations is
CASP-D ILD with weighting 2, although CASP monaural detector with weighting 2
also performs well in this task.

0.9 0.92 0.94 0.96 0.98 1
20

30

40

50

60

70

80

90

100

Prediction

S
ub

je
ct

iv
e

Mono

 

 
Other
Spatial

Figure 5.6: Mono (mean between 2 channels), weighting 2

It is interesting to see, that for most optimally weighted predictors, there seems
to be a clear distinction between how the model rates degradations that are of spatial
and non-spatial nature. For the same perceived subjective quality, all the predictors
will rate the spatial degradation lower than the other kinds.
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Figure 5.7: Lindemann (τ � 0), weighting 7
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Figure 5.8: Breebaart (τ � 0, α � 0), weighting 5
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Figure 5.9: Dietz ILD, weighting 8

5.5 Summary

In this chapter, a process of obtaining objective quality predictors from an artificial lis-
tener was described. Three models presented in chapter 3, and a frequency-weighted
correlation-based detector were used for the purpose. Then, prediction results were
illustrated by means of correlation with subjective responses from the listening test.
CASP-L model proved to be superior in predicting spatial degradations.
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6.1 Discussion

6.1.1 Listening test

Although the listening test was successful and provided useful information for the
project, certainly there were some aspects of it that could be improved.

Firstly, other types of sound recordings than used in this project should be tested
as well. Those could include other musical genres, but also film soundtracks, as they
are very often designed to be played in a multichannel setup. It is likely, that the
change in quality a certain degradation to a sound produces, will be somehow related
to the nature of the sound itself.

Secondly, although costly, it could be beneficial to get a more controlled group of
trained subjects. From the comments obtained from the subjects after the experiment,
as well as some of the responses they provided, it is presumed that not only did some
of the subjects have problems with the task, but some of them were most likely not
even able to perform the basic task of distinguishing between the reference and de-
graded signal. There were a few cases, in which sounds different than the hidden
reference were rated as the best – even a sound sample with added noise. Another
subject rated the hidden reference as worse than all the spatial degradations. It is dif-
ficult to say, if the reason for this was – as reported by some of the participants – the
fact that they liked other sounds more than the reference, or that they simply were
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not able to recognize it. On the contrary, two subjects who reported that the task was
"very easy" and they had "no problems at all", provided some of the most consistent
(sound 1 compared to sound 2) reponses. They also had no problems recognizing the
reference and rated it the highest on the scales.

A solution to those problems could be giving the subjects an intensive training ses-
sion prior the experiment, and setting a rejection criterion, which would be the ability
to correctly identify the hidden reference. The main reasons why this was not done in
this project, was that firstly, it is much more time consuming, and secondly, the num-
ber of available subjects was limited.

6.1.2 Objective quality prediction

As mentioned in section 5.4, some perceptual models tested in this project do corre-
late with subjective quality ratings, however, they seem to behave differently when
processing sounds with spatial degradations, compared to sounds with non-spatial
degradations. Clearly, the model overestimates spatial degradations, which in reality
do not cause such a big change in quality (or, the opposite – it underestimates non-
spatial degradations).

It is interesting to see, that for no weighting applied, as well as for so many other
weightings, the monophonic CASP model predicts the non-spatial degradations so
poorly, compared to the spatial ones, while some of the binaural models cope with
this task better. Further investigation of the results would be needed to try to find a
reason for this situation.

A possible combined model, which should maximise the prediction accuracy, could
consist of the CASP monaural model (which predicts the non-spatial degradations
well), and the CASP-L binaural part, which should take care of the spatial degrada-
tions. Figure 6.1 shows those two parts, together with 2-nd order polynomials fitted
to the data.

In order for this model to work, a way would have to be found to determine, what
kind of degradation the test sound contains, and then an appropriate prediction could
be obtained from one of the fitted polynomials. In the case of degradations which
were tested in this project, all the non-spatial ones are rated above, say, 0.97, while
most spatial fall much lower than 0.97 (and this is largely true also for other predic-
tors). It is, therefore, tempting to say, that an easy way of determining which kind of
degradations are present, is to check if the monaural detector’s prediction is greater
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than 0.97 – if it isn’t, the monaural prediction (red polynomial) is not accurate, and
the binaural model (blue polynomial) should be applied instead. Of course, this is a
simple case, where there are no combinations of spatial and non-spatial degradation
types, or no degradations in-between. Furthermore, the value 0.97 was chosen quite
arbitrarily, and may not be the most optimal one.
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Figure 6.1: A combination of the CASP monophonic model (only non-spatial degra-
dations shown) and the Lindemann model (only spatial degradations shown). The
red and blue lines are 2nd order polynomials fitted to the data.

6.1.3 Areas of potential future work

There are several ways, in which the investigation started in this project could be con-
tinued. Due to time limitations of the project, not all the possible variations of the
models were considered. There are still some parameters, which could be changed
and tested to see if the change can improve the model’s predictions. An example of
such a parameter is the time integration constant in the decision device. The currently
used τ � 20ms is taken from a speech quality algorithm (Oldenburg and Aps, 2000),
and is "oriented at the typical frame rate used in the analysis and synthesis algorithms
in speech coders". Perhaps a better constant for audio could be found.
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Another improvement could be considering a different detector, for example one
based on a difference rather than correlation, as used by Breebaart et al. (2001). Their
model is, however, fitted to the purpose of signal detection rather than quality predic-
tion, and would have to be modified in some way.

Moreover, the different outputs of CASP-D model – IPD from the modulation fil-
ter, from the fine-structure filter, and ILD – should be analysed in more detail to find
out if they could be combined in a way, that would improve audio quality predictions.
Also, in the case of CASP-B model, different approaches than simply taking into ac-
count the value at τ � 0, α � 0 could be investigated.

Finally, the modulation filterbank should be included in the monaural CASP model.
This gives the possibility to obtain more information from the monophonic predic-
tions. This is particularly interesting, because the modulation filterbank is, next to the
DRNL filterbank, the main difference between CASP and other similar models. It is
also rather straightforward to do, as long as the technical difficulties have been over-
come.

6.2 Conclusions

In the project, three models were tested to see if they could be used for audio quality
assessment. Each of those models consisted of a part of the CASP computational au-
ditory model of perception, as well as one of the three binaural processors, considered
for the project. Those were based on the work of Lindemann (1986), Breebaart et al.
(2001) and Dietz et al. (2008). The last stage of the assessment model was a decision
device, based on a frequency weighted correlation measure.

A listening test was conducted, in order to validate the combined objective mod-
els, as well as to adjust some of their parameters in order to optimise their predictions.
The experiment was carried out in a multi-channel set-up, in order to be able to in-
clude various types of spatial degradations it in. The subjects’ task was divided into
either rating spatial, or non-spatial degradations to the given sound samples.

Optimal frequency weightings for each binaural processor (as well as the mono-
phonic one) were selected. It was found, that the best prediction of spatial degra-
dations can be obtained with the CASP-L model, based on the Lindemann binaural
processor. In the case of non-spatial degradations, the best performance was given by
CASP-D (Dietz) ILD, however monophonic CASP output was also good.
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Still, a lot is left to investigate if the model should work automatically, with the
user being able to obtain a single number predicting sound quality degradation, only
by feeding the model with reference and test sounds – which is the ideal situation.
Some of the areas, which could be improved, were discussed in this chapter.
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Responses from the listening test
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Figure A.1: Mean values and standard deviations of responses averaged across sub-
jects.
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Figure A.2: All subjective responses pt.1, blue - sound 1, green - sound 2
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Figure A.3: All subjective responses pt.2, blue - sound 1, green - sound 2
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Figure A.4: All subjective responses pt.3, blue - sound 1, green - sound 2
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Enclosed DVD contents

Report.pdf: Full report.

• BRIR/

– 12 .TIM files with BRIR measurements obtained from MLSSA, for 6 chan-
nels and 2 microphones (ears)

– valdemar.mat:
a Matlab file including 12 impulse response files measured with Valdemar

• Detector/

– corrDetector.m:
function used to calculate the correlation predictor

– freqWeighting.m:
function calculating one of 10 tested frequency weightings

• GUI + sound samples/

– samples/
4 folders (2 sound samples, 2 types of degradations), each including 7 de-
graded samples, a reference and a hidden reference, all .wav files

– gui.m:
graphical user interface for the listening experiment

– get_samples.m:
function used by gui.m to read sample paths from the folder ’samples’

• Models/
folder including all the functions needed to process samples with the auditory
models used in this project. Before it can be used, the AMToolbox and LTFAT
packages need to be initialized, which can be done by running the file
combined_init.m. After initialisation, the combined binaural models can be
run with the function combined_models.m.
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