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Abstract:
In this report, a study of OFDM re-
ceiver algorithms for SISO, SIMO,
and MIMO with SMUX and STBC is
performed. The algorithms are com-
pared using BER simulations in an
uncorrelated Rayleigh fading channel.
The system is extended to include
Turbo coding and rate matching com-
plying with the LTE standard, reach-
ing a throughput of 11.2 bits/sec/Hz
in an i.i.d. 2 × 2 Rayleigh fading
channel. To maximize the advantage
from the Turbo codes, a soft deci-
sion demodulator for M-PSK and M-
QAM modulation constellations is de-
veloped.
Finally, the attention is brought to
channel models with spatial correla-
tion, created from statistics and ge-
ometry. A geometrically based chan-
nel model is developed and evaluated
with respect to the Demmel Condi-
tion Number, and a comparison be-
tween this and the WINNER II chan-
nel model is performed.
Based on the findings in this study,
it is concluded that additional anten-
nas add a significant gain in through-
put, specifically by obtaining addi-
tional diversity from STBC in the low
SNR regime and SMUX in the high
SNR regime.
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Chapter 1

Reading guide

In chapter 3, an exhaustive survey of SISO, SIMO and MIMO algorithms
are presented and analyzed. The chapter has Appendix A, BER derivations
associated for further analysis of theoretical BER derivations.

Chapter 4 takes the receive chain a step further by describing soft de-
modulation, Turbo coding, and rate matching to present plots of throughput,
which complies with LTE expected performance.

Chapter 4 presents more sophisticated channel models, these evolving
from statistical as well as geometrical properties. Furthermore, a geometrical
channel model usable for specific investigation in the angular domain, when
using MIMO, is developed.

In all chapters, simulations are shown to support the theoretical descriptions
and derivations. Because of figures and illustrations, the report is best viewed
in color, and should not be printed in B/W.

1.1 Symbols

Mod

Demod

FFT

FFT

Eq

Channel
Encode

Channel
Decode

Figure 1.1: System model with notation as used in this report
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viii CHAPTER 1. READING GUIDE

1.2 Abbreviations

AoA Angle of Arrival

AoD Angle of Departure

BER Bit Error Rate

BCJR Bahl-Cocke-Jelinek-Raviv

CN Condtion Number

CP Cyclic Prefix

CSI Channel State Information

DCN Demmel Condition Number

FEC Forward Error Correcting

ICI Inter Carrier Interference

i.i.d. Independent and Identically Distributed

ISI Inter-Symbol Interference

IST Information Society Technologies

LLR Log-likelihood Ratio

MRC Maximum-Ratio Combining

MSE Mean Square Error

MMSE Minimum Mean Square Estimater

NLOS Non-Line Of Sight

OSIC Ordered Successive Interference Cancellation

PDF Probability Density Function

PSK Phase Shift Keying

QAM Quadrature Amplitude Modulation

QPP Quadratic Permutation Polynomial

SER Symbol Error Rate

SIC Successive Interference Cancellation

STBC Space-Time Block Codes

SMUX Spatial Multiplexing

WINNER Wireless World Initiative New Radio

ZF Zero Forcing
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Chapter 2

Introduction

2.1 History of wireless digital communication

During the last centuries, the technology behind wireless communication has
developed at a dramatical rate; from analogously transmitted signals to channel
adaptive, multi-antenna digital systems. Since the eighteenth century scientists
have believed in a relationship between electricity and magnetism. In 1820,
the famous Danish physicist Hans Christian Ørsted observed that a compass
needle was affected by the current in a nearby electrical wire; a phenomenon
that André-Marie Ampère shortly after presented a paper about. In 1861,
James Clerk Maxwell presented what would later be known as Maxwell’s equa-
tions that, among other things, define the four laws about electromagnetism[1].
Maxwell’s equations, rewritten by Heaviside, formed the reason for the develop-
ment of the first wireless transmitters and receivers. In the late 1880s, Heinrich
Hertz managed to prove the prediction of Maxwell’s equations by creating an
antenna system. By that antenna system, he managed to transmit the first
electromagnetic signal over short distance and even to demonstrate the diffrac-
tion and reflection properties of wireless signals.

Hertz did, however, not realize the potential of his invention and the world
had to wait until 1892, in which year Nikola Tesla stated that the technology
could be used to transmit signals from one place to another.

A few years later, Oliver Lodge managed to transmit a Morse code 150 m
through a wireless environment, which made him the first person to show the
usefulness of wireless transmission. He furthermore showed that the system
could be radically improved by using a receiver that was tuned to the spe-
cific frequency of the transmitter. One year later, Guglielmo Marconi demon-
strated a wireless transmission over 1.5 km. The British Post Office showed
interest in the invention as an alternative to the expensive wired telegraphy
lines, especially across the Atlantic Ocean. In 1901, Marconi managed to do
the first transatlantic transmission by transmitting the letter “s” from Eng-
land to Canada, although critics claimed that Marconi had received only noise
and that the decoding was pure luck. Nevertheless, Marconi in 1907 estab-
lished a radio and telegraph service, providing transmission services across the

1



2 CHAPTER 2. INTRODUCTION

Atlantic Ocean. Marconi also supplied the wireless technology on the RMS
Titanic, which is said to be the reason for every man which was saved during
the catastrophic incident.

Shortly after, World War I created a demand of the new technologies. The
Royal Flying Corps of England, founded in 1912 with Major Herbert Musgrave
being the head of the research section, developed a wireless transmitter, which
was used from the beginning of the war in 1914. This transmitter allowed
observers in aircrafts to transmit locations of enemy targets to the artillery
commander on the ground. In 1916, a new lightweight receiver was developed
to be carried on aircrafts, enabling the British to create a better defense against
the German bomb raids. The system required the unreeling of a 50 m antenna
from the plane before its use[2].

The problem of the initial transmitters was that the transmissions consisted
of short pulses with a huge frequency spread, even though simple filters were
fitted to the antenna circuits. Soon after World War I, Edwin Armstrong began
working on continuous-wave transmissions that modulated Morse codes on the
carrier frequency and a frequency that was slightly higher, thereby defining the
Frequency-shift keying transmission[3]. In the same years, vacuum tubes and
later transistors made it possible to use higher carrier frequencies.

In 1926, John B. Johnson managed to measure thermal background noise
that exist in all electrical equipment[4]. This noise influences all basic wireless
communication, and is an important concern in all wireless communication
systems.

In the 1930s, engineers discovered the opportunities hidden in using short
waves (wavelengths of 15 to 60 m) and observed problems as fading and echoes.
Soon after, the first suggestions appeared that multiple receive antennas could
be used to gain diversity of the signals.

Soon after World War II, mobile telephony was made public, with the first
interconnection between mobile and wired telephones done in 1946. Since then,
the extent of wireless telephony has increased dramatically, especially with the
GSM1 defined in 1989 as the first digital cell phone network being deployed in
the following years. The GSM network was extended with GPRS2 to supply
users with a packet-based network. The system evolved into EDGE3, the first
cellular system to use phase modulated signals, which were relevant in order to
pack more information on a given frequency band, since the frequency spectrum
was getting crowded as wireless usage got more common. Meanwhile, the well-
known 802.11 WLAN evolved in speed and technologies, from plain PSK4 with
DSSS5 to using OFDM6 to increase throughput.

Since Gerard J. Foschini presented BLAST7 in 1996, spatial multiplexing is

1Groupe Spècial Mobile
2General Packet Radio Services
3Enhanced Data rates for GSM Evolution
4Phase-shift Keying
5Direct Sequence Spread Spectrum
6Orthogonal Frequency Division Multiplexing
7Bell Laboratories Layered Space-Time



2.2. PROBLEM STATEMENT 3

recognized as a possibility to gain throughput in a communication system with
multi-antennas at transmitter and receiver. The latest newcomer in mobile
communication is LTE8, which uses an adaptive QAM9 modulation encapsu-
lated in OFDM and spatial multiplexing when applicable.

2.2 Problem statement

Adding more antennas to the communication system is the latest trend in
wireless communication. A lot of investigation is yet to be done, though. As a
result, this project focuses on answering the following question:

How can multiple antennas affect the quality and throughput of
a wireless channel?

And in particular investigating

• Receiver structures for MIMO10 systems

• Channel models capable of simulating MIMO

• Channel properties affecting MIMO capabilities

2.2.1 Scope and limitations

In this thesis, the focus will be on receiver structures in varying MIMO chan-
nel conditions. Channel estimation will not be investigated. Perfect channel
knowledge is expected to be available on the receiver side, while no channel
knowledge will be available to the transmitter.

8Long Term Evolution
9Quadrature Amplitude Modulation

10Multipe Input Multiple Output





Chapter 3

Receiver algorithms

The mobile wireless channel is dynamic, difficult to predict, and ever changing.
Therefore, mathematical models have been defined to permit simulations with-
out performing costly experiments in the real environment. In this chapter,
a statistical channel model and different receiver algorithms are defined and
analyzed by simulating the achieved BER1.

3.1 AWGN channel

A wireless transmission in its simplest form is defined as

z = d+ n (3.1)

d̂ = desc 〈y〉 (3.2)

n = N
(

0,
N0

2

)
+N

(
0,
N0

2

)
j (3.3)

where

• d is the transmitted symbol

• n is a complex gaussian uncorrelated sequence

• z is the received symbol

• desc 〈·〉 is the hard decision rule

• d̂ is the received symbol, derived by a hard decision rule

In this report, only M-PSK2 and M-QAM3 signals will be considered. In
these cases, the symbols can be defined as complex numbers, representing the
baseband amplitude and phase of the given symbol.

1Bit Error Rate
2Phase Shift Keying
3Quadrature Amplitude Modulation

5



6 CHAPTER 3. RECEIVER ALGORITHMS

3.1.1 Verification of BER in AWGN channel

In appendix A.1, the theoretical SER4 and BER for M-PSK in an AWGN
channel is derived as

Pb,BPSK = Q

(√
2Es
N0

)
(3.4)

and

Pb,QPSK = Q

(√
Es
N0

)
(3.5)

respectively, with Es being the energy per symbol. Figure 3.1 shows a compar-
ison of BER in BPSK, QPSK, 16-QAM and 64-QAM symbol constallations in
an AWGN channel. The theoretical BER for 16-QAM and 64-QAM is shown
in appendix A.1.3.

0 5 10 15 20 25
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
[dB]

B
E

R

BPSK
QPSK
16−QAM
64−QAM
Eq. (3.4) and (3.5)
Eq. (A.21)
Eq. (A.19)

Figure 3.1: BER versus Eb/N0 of various phase modulated constella-
tions in an AWGN channel.

Figure 3.1 illustrates the BER with respect to Eb/N0. This plot can be used
to compare the BER of different modulation orders when a certain amount of
energy is used to transfer each bit. As the theoretical derivation in appendix
A.1 showed, the BER for BPSK and grey coded QPSK are equal. Notice that
the approximation in equation (A.21) for M-QAM BER holds in the high SNR
regime, while the simulated BER is higher than the theoretical analogue in the
low SNR regime (above 10−2), because of the possibility that more than one
bit per symbol will be wrongly decoded.

3.2 Rayleigh fading channel

When a signal propagates through a typical physical environment, it travels
through different paths as in figure 3.2, creating the risk of destructive inter-
ference (figure 3.3). Additionally, if one or both terminals are moving or if

4Symbol Error Rate
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the environment is changing, the channel properties will vary dynamically over
time and thereby create a demand for monitoring the channel continuously.

Figure 3.2: Multipath propagation channel.
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signals
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tively received signals

0 100 200 300 400 500 600

−1

−0.5

0

0.5

1

(d) Result of destruc-
tively received signals

Figure 3.3: In (a) and (c) a set of constructively received signals and
the resultant signal are shown. In (b) and (d) the consequences of
destructively received signals are shown.

If the phase and amplitude of the received signals are i.i.d.5 vectors without
a dominating component and there is a significant number of contributions, the
resultant signal amplitude has a Rayleigh distribution[5, sec. 13.1-2]. In this
case, the received signal is defined as

z = αejφd+ n (3.6)

where

• α is a Rayleigh distributed amplitude,

• ejφ is a uniformly distributed phase in range [−π, π].

5Independent and Identically Distributed
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3.2.1 Verification of BER in Rayleigh channel

In appendix A.2, the theoretical BER for M-PSK signals in Rayleigh fading
are derived as

Pb,BPSK =
1

2

(
1−

√
γ̄s

1 + γ̄s

)
(3.7)

and

Pb,QPSK =
1

2

(
1−

√
γ̄s

2 + γ̄s

)
(3.8)

with

γ̄s =
Es
N0

E
[
α2
]

(3.9)

where α is the Rayleigh distributed instantaneous channel gain. In figure 3.4,
the simulated BER for BPSK, QPSK, 16-QAM and 64-QAM. It is seen that
the slope of the lines for the different modulation schemes are equal, while the
power gain of the modulation schemes is changed.
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64−QAM

Figure 3.4: BER of various phase modulated modulation forms in a
Rayleigh fading channel with respect to Eb/N0.

If figure 3.4 is compared with the figure of AWGN BER in section 3.1.1,
it is clear that the performance is heavily degraded in a fading environment.
This is the motivation for the following sections, which will focus on how to
deal with and counteract the effects of fading.
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3.3 Multipath propagation

From the previous sections it is clear that the multipath effect has a negative
impact on the received signal. Apart from the cancellation effect observed in
figure 3.3, multipath also causes ISI6 when the delay spread is significant com-
pared to the symbol time. To counteract ISI, modern communication systems
utilize OFDM, which is described in appendix B. OFDM allows to reduce the
symbol time and possibly add CP7, which makes it possible to eliminate ISI.

Methods have been developed to measure this multipath effect, the outcome
of which is a channel impulse response g, describing the channel responses in
the time domain.

The multipath propagation can be effectivly represented from the CIR g
that characterizes a given channel. That is

z =g ? s + n (3.10)

with s being the time-domain OFDM symbol. g is considered to be constant
throughout one OFDM symbol time. Delayed versions of the symbols caused
by the multipath effect are added to the next OFDM symbols. The effect is
graphically shown in figure 3.5.

Time

OFDM symbol

Figure 3.5: The convolution of a block of OFDM symbols; the part
above the dashed line symbolizes the CP. It is shown how multipath has
effect on the next symbol in the block. When the channel impact prop-
agates besides the CP, the OFDM signal quality will degrade because
of ISI. To emulate an infinite size OFDM symbol in the simulations,
the last multipath effect is added to the beginning of the first OFDM
symbol.

Due to the type of relation between the time and frequency domain, the
channel transfer function h = DFT(g) will be more coarse if the delay spread
increases. But as each subcarrier is relatively narrow in frequency, the channel
can be expected to be frequency flat for one OFDM symbol.

6Inter-Symbol Interference
7Cyclic Prefix
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3.3.1 BER in multipath Rayleigh environment

From section A.2 it is known that the average SNR in a Rayleigh fading envi-
ronment is

γ =
Es
N0

E
[
α2
]
. (3.11)

When the signal undergoes multipath propagation, this equation is ex-
tended to

γ =
Es
N0

E

[∑
k

|hk|2
]

(3.12)

because the power of all delay tabs can be combined during the equalization
in the receiver. To calculate the error rate from γ, the equations derived from
Rayleigh fading error rates in section A.2 can be utilized with α2 being the
total energy of the channel.

3.4 Receive diversity

From section 3.2.1 it is clear that fading heavily degrades the performance of
communication channels. Diversity is a method often used to counteract the
effects of fading. Diversity can be intended in space, time, or frequency. A
popular method is to introduce additional antennas at the receiver, making
the received signal

z = hd+ n. (3.13)

If the elements in the receiver array are placed with sufficient distance between
each other, the influence of the channel on the received signal can be considered
uncorrelated in space. Going from the worst to the best, the transmitted
symbol can be derived from the received symbols using[6]:

• Switched Combining: This scheme monitors the SNR of the currently
used receive antenna element. When this drops lower than a predefined
value, the receiver switches and receives from another antenna.

• Selection Combining: This scheme monitors the SNR of all antennas,
and uses the one with the highest gain.

• Equal Gain Combining: This scheme uses a mean of all phase-corrected
received signals.

• Maximal-Ratio Combining: This scheme uses all received signals,
normalized in proportion to the SNR of the different receive antennas to
recreate the transmitted symbol. In the following, only MRC8 will be
considered. A basic structure of a MRC receiver is shown in figure 3.6.

8Maximum-Ratio Combining
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3.4.1 Derivation of MRC

If no interference is present, the optimal linear solution for receive combining
is the MRC, as it optimizes the SNR of the received symbol[7]. In this section,
an MRC equalizer will be derived.

interference
&  noise

channel
estimater

interference
&  noise

channel
estimater

Rx antenna 2Rx antenna 1

Tx antenna

invinv

Figure 3.6: Structural SIMO receiver. Created with inspiration
from [8].

The SNR on the r’th receive antenna before the equalization is defined as

SNRr = |hr|2
σ2
d

σ2
n

(3.14)

with σ2
d = E

[
d2
r

]
being the average energy per bit and σ2

n = E
[
n2
r

]
being the

expected noise energy of any receive antenna. Since the received symbol is
equalized as y = wz = w (hd+ n) = whd + wn, the SNR of the equalized
symbol is

SNR =
E
[
|whd|2

]
E
[
|wn|2

] =
|
∑
r wrhr|

2
E
[
|d|2
]

|
∑
r wr|

2
E
[
|nr|2

] (3.15)

with w being a NRx×1 vector, which optimizes the SNR of the received symbol.

Due to the fact that wh is independent of E
[
|d|2
]

and w is independent of

E
[
|d|2
]
, equation (3.15) can be simplified into

SNR =
σ2
d |
∑
r wrhr|

2

σ2
n |
∑
r wr|

2 . (3.16)

To derive w, the Cauchy-Schwarz inequality∣∣∣∣∣∑
i

xiyi

∣∣∣∣∣
2

≤

∑
j

|xj |2
(∑

k

|yk|2
)

(3.17)
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is utilized. If cxH = y, with c being some scalar component, eq. (3.17) is an
equality. To utilize the inequality, x and y are defined

xj = wj
σn
σd

(3.18)

yk = hk
σd
σn

(3.19)

so that ∣∣∣∣∣∑
i

wi
σn
σd
hi
σd
σn

∣∣∣∣∣
2

≤

∑
j

∣∣∣∣wj σnσd
∣∣∣∣2
(∑

k

∣∣∣∣hk σdσn
∣∣∣∣2
)
, (3.20)

which is equivalent to writing∣∣∣∣∣∑
i

wihi

∣∣∣∣∣
2

≤

∑
j

∣∣∣∣wj σnσd
∣∣∣∣2
(∑

k

∣∣∣∣hk σdσn
∣∣∣∣2
)
. (3.21)

The inequality in eq. (3.21) can now be rearranged to reflect the SNR definitions
in eq. (3.16) and eq. (3.14):

SNR =
|
∑
i wihi|

2∑
j

∣∣∣wj σnσd ∣∣∣2 ≤
∑
k

∣∣∣∣hk σdσn
∣∣∣∣2 =

∑
r

SNRr (3.22)

(3.23)

from which

SNR =
|
∑
i wihi|

2
σ2
d∑

j |wj |
2
σ2
n

≤
∑
k

|hk|2
σ2
d

σ2
n

=
∑
r

SNRr. (3.24)

appears. Interestingly, eq. (3.24) shows that the best possible SNR is obtained
when w = chH and that, in this case, the SNR of the equalized symbol y equals
the sum of the SNR’s of the received symbols x. This means that

yphase = chHz = chHhd+ chHn. (3.25)

If M-QAM is used, c must be chosen so that the amplitude of the transmitted
symbol is restored. Therefore, c can be chosen so that

w =
hH

hHh
. (3.26)

This allows to compensate for the impact that the channel has on the ampli-
tude. When implemented, the received symbol equalized by a MRC is thus

y = wz =
hH

hHh
z = d+

hH

hHh
n. (3.27)

3.4.2 Verification of receive diversity

In figure 3.7 a simulation of the BER for different numbers of antenna elements
is seen. It is clear that adding multiple antennas results in a significant BER
improvement. The simulation is done in an uncorrelated Rayleigh fading chan-
nel using 16-QAM and an MRC equalizer for diversity combining. The result
matches those illustrated in [9].
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Figure 3.7: BER of 16-QAM signal with multiple receive antennas
configured for diversity with MRC.

3.5 Space-Time transmit diversity

Equipping a system with a large number of antennas is typically an expensive
and complicated process. It is thus important to have a method that can always
exploit the diversity offered by the additional antennas. In 1998, Alamouti [8]
suggested the use of STBC9 which, by resorting to two transmit antennas
or at two separate frequencies in a wideband channel, allowed simultaneous
transmission of two symbols over two symbol times to achieve diversity gain.
According to the method, the symbols are transmitted as

[
z1 z2

]
=
[
h1 h2

] [ d1 d2

−d∗2 d∗1

]
+
[
n1 n2

]
(3.28)

with d1, d2 being transmitted in the first symbol time, and −d∗2, d∗1 transmitted
in the second symbol time. The channel must remain constant during two time
slots for the method to be applicable. From equation (3.28), y1 and y2 can be
derived at the receiver as

z1 = h1d1 + h2d2 + n1 (3.29)

z2 = − h1d
∗
2 + h2d

∗
1 + n2 (3.30)

↓
z∗2 = h2d1 − h1d2 + n∗2 (3.31)

which in turn can be written in matrix form as[
z1

z∗2

]
=

[
h1 h2

h∗2 −h∗1

] [
d1

d2

]
+

[
n1

n∗2

]
. (3.32)

9Space-Time Block Codes
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Rx antenna

channel
estimater

combiner

interference
& noise

Tx antenna 1 Tx antenna 2

Figure 3.8: Structural MISO receiver with Alamouti coding. The
first lines indicate the transmitted symbol for time 1, the second line
indicates the symbol transmitted for symbol time 2. Figure created
with inspiration from [8].

The received symbols y1 and y2 are calculated as[
y1

y2

]
=

[
h1 h2

h∗2 −h∗1

]−1([
z1

z∗2

])
(3.33)

=
1

|h1|2 + |h2|2

[
h∗1 h2

h∗2 −h1

]([
d1

d∗2

]
+

[
n1

n∗2

])
. (3.34)

Equation (3.34) shows that, since the noise is uncorrelated, the two symbols
can be derived as

y1 =
h∗1z1 + h2z

∗
2

|h1|2 + |h2|2
(3.35)

y2 =
h∗2z1 − h1z

∗
2

|h1|2 + |h2|2
(3.36)

As an additional note, it should be observed that if the amplitude of the symbol
is irrelevant for the demodulation (M-PSK), the scaling of the channel matrix
can be omitted, leaving only a matrix, which appears to be the Hermitian
transpose of the channel matrix in eq. (3.32). This enables a simple structure
in the receiver.

3.5.1 STBC with multiple receive antennas

As an introduction to spatial multiplexing, the method presented in section 3.5
will be taken one step further by considering multiple receive antennas to
achieve additional diversity.

For a system like the one in figure 3.9, the received signal is defined as[
z1 z2

]
=
[
h1 h2

] [d1 −d∗2
d2 d∗1

]
+
[
n1 n2

]
(3.37)
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with z1, z2, h1, h2, n1, n2 being vectors of size equal to the number of receive
antennas.

channel
estimater combiner

interference
& noise

channel
estimater

interference
& noise

Rx antenna 1 Rx antenna 2

Tx antenna 2Tx antenna 1

Figure 3.9: Structural MIMO receiver with Alamouti coding. Created
with inspiration from [8].

For a case with two receive antennas, the received symbols are derived as[
z11 z12

z21 z22

]
=

[
h11 h12

h21 h22

] [
d1 −d∗2
d2 d∗1

]
+

[
n11 n12

n21 n22

]
(3.38)

which can be rearranged as
z11

z∗12

z21

z∗22

 =


h11 h12

h∗12 −h∗11

h21 h22

h∗22 −h∗21

[d1

d2

]
+


n11

n∗12

n21

n∗22

 . (3.39)

Inverting according to the Moore-Penrose pseudo-inverse[5, eq. (A-27)], i.e.
calculating

W = H† =
(
HHH

)−1
HH, (3.40)

the received symbols can thus be written as

[
y1

y2

]
=

[
h∗11 h12 h∗21 h22

h∗12 −h11 h∗22 −h21

]
|h11|2 + |h21|2 + |h12|2 + |h22|2



z11

z12

z21

z22

+


n11

n∗12

n21

n∗22


 . (3.41)
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3.5.2 Verification of transmit diversity

Figure 3.10 shows the error probabilities with different number of elements at
the transmitter and the receiver. The simulation is conducted in an uncor-
related Rayleigh fading channel using 16-QAM. For comparison, the BER for
receive diversity derived in section A.3 is shown. From this, it is seen that
using multiple antennas at the receiver adds the same diversity gain, but also
an additional power gain compared to transmit diversity. The reason for this
is that the energy per antenna with transmit diversity is halved to keep the
Eb/N0.
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1 Rx, 2 Tx, STBC
2 Rx, 1 Tx, MRC
2 Rx, 2 Tx, STBC & MRC

Figure 3.10: BER of 16-QAM signal with multiple transmit and re-
ceive antennas configured for diversity with Alamouti coding scheme
and MRC.

3.6 Spatial multiplexing

If the system contains multiple transmit and receive antenna elements and the
channel is sufficiently uncorrelated, it is possible to transmit multiple symbols
during each symbol time. The following sections derive methods for channel
equalization and detection in a MIMO multiplexing system. Again, the channel
is assumed to be narrowband and not to change during one symbol time.

The received symbol vector in a MIMO system is

z = Hd + n (3.42)

with d having dimensions NTx × 1 and H having dimensions NRx ×NTx.
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3.6.1 Zero Forcing equalization

The obvious way of deriving the estimated symbols y is to multiply the received
symbol vector with an inverted channel matrix. This method is known as ZF10

and is optimal with respect to nulling out the interfering signals. Unfortunately,
however, it has a tendency to enhance noise. Since the number of transmit and
receive antennas are not necessarily equal, the inversion can be done using the
Moore-Penrose pseudo-inverse, i.e. by posing

W =
(
HHH

)−1
HH, (3.43)

which implies

y = Wz (3.44)

3.6.1.1 Derivation of Zero Forcing

In order to illustrate the influence of ZF, the attention will be focused on a
2× 2 system.

The received symbols can be written as[
z1

z2

]
=

[
h11 h12

h21 h22

]
·
[
d1

d2

]
+

[
n1

n2

]
. (3.45)

Because H in (3.45) is a N × N matrix, the received symbols can be derived
from the direct matrix inversion as[

y1

y2

]
=

1

h11h22 − h12h21

[
h22 −h12

−h21 h11

]
·
[
h11d1 + h12d2 + n1

h21d1 + h22d2 + n2

]
(3.46)

Building on eq. (3.46), y1 can be written as

y1 =
h22 (h11d1 + h12d2 + n1)− h12 (h21d1 + h22d2 + n2)

h11h22 − h12h21

=
d1 (h11h22 − h12h21) + h22n1 − h12n2

h11h22 − h12h21

= d1 +
h22n1 − h12n2

h11h22 − h12h21
. (3.47)

Equation (3.47) shows that the interfering signals are nulled out completely,
making the equalizer optimal in a noiseless environment. Nevertheless, because
of the inversion, the equalizer might amplify the noise if some channel coeffi-
cients are low. This effect makes the equalizer sensible to noise and therefore
not suitable for use in noisy environments.

10Zero Forcing
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3.6.2 Minimum Mean Square Estimator

Instead of inverting the matrix, it is possible to use a statistical approach. The
vector error of an equalized symbol is d−Wz, so the MSE11 becomes

ε2 = E
[
|d−Wz|2

]
. (3.48)

To minimize this expression, its derivative must be calculated and set equal to
zero. To do that, the equation must be rearranged as

ε2 = E
[(

(d−Wz)
H

(d−Wz)
)]

= E
[
tr
(
(d−Wz)

(
dH − zHWH

))]
= E

[
tr
(
ddH − dzHWH −WzdH + WzzHWH

)]
(3.49)

with tr (X) =
∑
i Xii, xHx = tr

(
xxH

)
and (AB)

H
= BHAH. By remembering

that

d

dX
tr (XA) = AH, (3.50)

d

dX
tr
(
AXH

)
= AH, (3.51)

d

dX
tr
(
XAXH

)
= XAH + XA, (3.52)

the derivative with respect to W can be expressed as

d

dW
ε2 = E

[
−
(
dzH

)H − zdH + W
(
zzH

)H
+ WzzH

]
= E

[
−2zdH + 2WzzH

]
= E

[
−2 (Hd + n) dH + 2W (Hd + n)

(
dHHH + nH

)]
= E

[
−2HddH − 2ndH + 2WHddHHH

+2WndHHH + 2WHdnH + 2WnnH
]
. (3.53)

Since the signal and noise are uncorrelated, the expression can be reduced to

d

dW
ε2 = E

[
−2HddH + 2WHddHHH + 2WnnH

]
. (3.54)

To find the minimum mean squared error ε2, this function must equal zero, as

E
[
−HddH + WHddHHH + WnnH

]
= 0. (3.55)

Since both the transmitted symbols and the noise can each be considered
uncorrelated in space, E

[
ddH

]
= σ2

dI and E
[
nnH

]
= σ2

nI, with I being the
identity matrix. The equation can then be presented as

0 = − σ2
dH + σ2

dWHHH + σ2
nW

↓
σ2
dH = σ2

dWHHH + σ2
nW

↓

W = σ2
dH
(
σ2
dHHH + σ2

nI
)−1

(3.56)

11Mean Square Error
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Since NRx ≤ NTx the Matrix Inversion Lemma must be applied to permit
the matrix operation y = Wz[10, p. 88]. Furthermore, since the average
energy of the signal σ2

d can be normalized to one and σ2
n = N0, the MMSE12

expression thus becomes

W =
(
HHH +N0I

)−1
HH (3.57)

3.6.3 Successive interference cancellation

A method to improve performance of ZF and MMSE is to decode one symbol
at a time and use the information from the detected symbols to reduce the
interference on the remaining ones. The procedure used in this project is as
follows:

1. Equalize symbol # by using ZF/MMSE and do hard detection.

2. Re-encode the symbol.

3. Subtract the re-encoded symbol from the received symbol vector z.

4. Remove the channel coefficients belonging to symbol #.

The procedure must be iterated through all symbols, and relies on a correct
detection of the already decoded symbols.

In the following, ZF in a 2 × 2 system is extended to ZF-SIC13, using the
above procedure. First the channel estimation matrix is modified by removing
the channel coefficients belonging to the correctly decoded symbol (desc 〈y1〉)
as

H =

[
h11 h12

h21 h22

]
→ H =

[
h12

h22

]
(3.58)

so that the channel inverse is

W =

([
h12 h22

]
·
[
h12

h22

])−1

·
[
h12 h22

]
=

1

h12 · h12 + h22 · h22

·
[
h12 h22

]
. (3.59)

Next, the received symbol vector is modified:

z =

[
h11 · d1 + h12d2 − h11 · desc 〈y1〉+ n1

h21 · d1 + h22d2 − h21 · desc 〈y1〉+ n2

]
(3.60)

12Minimum Mean Square Estimater
13Successive Interference Cancellation
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with desc 〈·〉 being the hard decision of the given received symbol. Finally, y2

is equalized as

y2 =
1

h12 · h12 + h22 · h22

·
[
h12 h22

]
·
[
h12 · d2 + n1

h22 · d2 + n2

]
=
h12 · (h12 · d2 + n1) + h22 · (h22 · d2 + n2)

h12 · h12 + h22 · h22

= d2 +
h12 · n1 + h22 · n2

h12 · h12 + h22 · h22

(3.61)

which is recognized as the MRC decoder for d2, described in section 3.4, which
is known to be the optimal decoder for a SIMO system.

A further extension to SIC is OSIC14, in which the channel estimate is
used to find the optimal order of symbol equalization. Defining P = WWH as
the covariance matrix of the channel equalizer, the equalization order is then
defined by starting with the symbols having the least error variance, i.e. the
lowest value on the diagonal entry of P.

3.6.4 Maximum likelihood

The optimal method to decode spatially multiplexed symbols is to perform an
exhaustive search for the minimum error

y = min
d∈Od

|z−Hd|2 (3.62)

with Od containing the MNTx possible symbol combinations in the spatial
domain. This method, however, becomes very heavy from a computational
perspective, as the complexity rises exponentially with the number of sym-
bols in the symbol constellation and the number of spatial streams in the
transmission[11].

3.6.5 Performance of SMUX receiver algorithms

The following figures illustrate the performance of the MIMO receiver algo-
rithms. The simulations are done using OFDM modulated symbols transmitted
through a narrowband i.i.d. Rayleigh fading channel with an accurate channel
estimation at the receiver. The plots are equal to plots in [10, p. 99-101] and
[12], although these references use SNR per receive antenna on the x-axis, while
the simulations in this section use Eb/N0.

In figure 3.11, the BER of a 2 × 2 system with QPSK modulated symbols
is shown. Because SMUX15 is utilized, two symbols are transmitted at each
symbol time. As stated in [10, p. 81], the diversity order of ZF and MMSE is
NRx − NTx + 1 = 1, whereas the ZF-OSIC and especially MMSE-OSIC gain
some diversity in the low SNR regime[11, fig. 8.7]. The diversity order of ML
is stable at NRx = 2[11, p. 95] and slightly better than MMSE-OSIC, even at
low SNR.

14Ordered Successive Interference Cancellation
15Spatial Multiplexing
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Figure 3.11: BER of QPSK signal in a 2 × 2 antenna system with
different SMUX equalizers.
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Figure 3.12: BER of 16-QAM signal in a 2 × 2 antenna system with
different SMUX equalizers.

In figure 3.12, the simulation is run with same conditions as in figure 3.11,
but with a modulation order of 16-QAM. Most significant is the change in di-
versity gain of the MMSE-OSIC, which is lost due to the greater possibility
of wrong decoding of the first symbol in the sequence. This seriously dimin-
ishes the possibility of decoding the rest of the symbols correctly[10, p. 100].
MMSE-OSIC has almost no advantage compared to ZF-OSIC, whereas ML
still sustains the theoretical diversity gain of NRx = 2.
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Figure 3.13: BER of QPSK signal in a 4 × 4 antenna system with
different SMUX equalizers.

Figure 3.13 and 3.14 show simulations of BER in a 4 × 4 i.i.d. Rayleigh
fading channel with modulation orders QPSK and 16-QAM. Again, the diver-
sity gain of the ZF and MMSE receiver algorithm in all simulations is 1. For
the QPSK simulation, the MMSE-OSIC has a significantly better performance
than all other equalizers, whereas ZF-OSIC in the 16-QAM case slightly out-
performs every receiver algorithm except from the MMSE-OSIC in the high
SNR regime.
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Figure 3.14: BER of 16-QAM signal in a 4 × 4 antenna system with
different SMUX equalizers.

In 3.15 a simulation in a 4 × 2 i.i.d Rayleigh channel is shown. In this
simulation, all equalizers obtain additional diversity gain compared to the sim-
ulations in 2×2 and 4×4 case, because 4 antennas are used to collect 2 spatial
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streams. As expected, the diversity gain of ZF is around NRx −NTx + 1 = 3,
giving a significantly better performance compared to having only 2 receive
antennas.
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Figure 3.15: BER of 16-QAM signal in a 4 × 2 antenna system with
different SMUX equalizers.

3.7 Summary

In this chapter, the structure of the MIMO channel and receiver algorithms
have been described thoroughly. It has been shown how the receiver can gain
performance by adding multiple antennas, and how a system can increase the
throughput by utilizing the extra degrees of freedom gained by adding multi-
ple antennas at both the transmitter and at the receiver. To comply with the
latest mobile communication standards, the study focused on OFDM modu-
lated systems. Lastly, it is seen by evaluation of the described receivers, that
MMSE-OSIC and ML achieve the highest performance when utilizing spatial
multiplexing. Since ML is very heavy from at computational perspective and
thereby not feasible to implement in a physical receiver, MMSE-OSIC is cho-
sen as reference receiver in the following chapters. However, when performance
comparison is needed, MMSE will also be used.





Chapter 4

Turbo coding and rate matching

To maximize the throughput of a modern transmission system, redundant data
is added to the information. Current communication systems implement Turbo
codes, which will be described in this chapter. Furthermore, simulations with
coding will be run to show throughput when utilizing the channel coding tech-
niques for LTE.

A Turbo code is created by feeding two parallel concatenated convolutional
encoders with respectively the information stream and an interleaved version
of the same. The output of a Turbo encoder is the information stream itself,
together with the two outputs from the convolutional encoders. The outputs
are combined to a single bit stream before modulation. To comply with the
current channel properties, the output punctured to change the code rate and
thereby the maximum throughput. The structure of a Turbo encoder is shown
in figure 4.1, which also includes the sub block interleavers and a multiplexing
block which combines the streams from the encoders and possibly changes the
code rate.

Convolutional
Encoder

Convolutional
Encoder

M
ul

tip
le
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ng

 a
nd

 p
ru
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ng

Figure 4.1: Turbo encoder block diagram. For simplicity, the system-
atic output of the convolutional encoders are not shown.

4.1 Convolutional codes

Convolutional coding is a FEC1 technique which encapsulates m bits of infor-
mation into n bits by adding redundancy[13]. The encoded bit stream thereby

1Forward Error Correcting

25
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has a code rate m/n. The type of convolutional encoder used for Turbo codes
is a recursive systematic encoder, with the keyword recursive indicating that
one of the convolutions in the encoder are fed back to the input of the en-
coder, while the systematic keyword defines that the input is used directly as
an output of the encoder.

D D D

Figure 4.2: Recursive systematic encoder used in LTE. The arrow
and the dotted lines show the configuration when creating terminating
bits

The encoder used in LTE, is an encoder based on the polynomials g1 =
[1 0 1 1] and gr = [1 1 0 1], which defines the additions in the implementation
of the encoder, shown in figure 4.2. The blocks in the encoder are buffer
elements, and the addition elements correspond to modulo-2 additions (X-OR
operations). The switch in the left side of the figure illustrates the change
which happens to the encoder when the all information bits x0, x1, .., xK are
encoded, and termination of the transmission stream starts.
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Figure 4.3: Trellis diagram
for LTE Turbo codes

In figure 4.3, the trellis diagram correspond-
ing to the LTE Turbo code convolutional encoders
are shown. The left-side dots represent the states
(content of buffer elements in the encoder) s′j in
which the convolutional encoder is before the cur-
rent transition. The solid lines represent that a
message bit 0 is transmitted, while the dotted lines
represent a 1. The numbers attached to each line
represent the transmitted bits for each transition.
The state sk represent the state in which the en-
coder will be after encoding the current message
bit.

As an example, if the encoder is in state s′2,
and a message bit 0 is to be encoded, the encoder
will output 00 for transmission and go to the state
s5, after which the process will start all over again.
The encoder always starts encoding of a new frame
from the state s′1. Not all states will thus be acces-
sible until the fourth transition. The termination
of the frame, on the other hand, ensures that the
encoder will always return to the state s1.
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4.2 Encoding of Turbo codes

As illustrated in figure 4.1, two convolutional encoders of the type described in
the previous section, are combined by the use of an interleaver to create an out-
put with code rate 1/3. Beside the parity outputs, the systematic termination
outputs from the encoders are supplied to the multiplexer.

The Turbo code interleaver used in LTE is a QPP2 interleaver, which uses
the second order polynomial

ΠTC[i] = (f1i+ f2i
2) mod K (4.1)

with K being the frame length, and f1, f2 being integer numbers defined for
each LTE frame length[14, sec. 5.1.3]. The interleaver enables a multi thread
decoder to utilize dual access RAM for decreasing the decoding delay in the
receiver. The outputs from the Turbo encoder is denoted x′ as the interleaved
systematic output and z′ as the interleaved parity output.

4.3 Multiplexing and rate matching

Turbo codes ensure that the information can be decoded to a BER below
10−5 even with an uncoded BER above 10−1[13, fig. 6.3]. On the downside,
Turbo coding raises the bandwidth requirements to 3 times the uncoded case,
which is inconvenient if the uncoded BER is low. Therefore, techniques have
been developed, so that the encoded stream can be punctured to change the
code rate. This, along with a change in modulation order on behalf of the
present channel quality, is known as rate matching. For LTE, this technique
makes it able to vary the maximal physical layer throughput from 0.15 to
5.6 bits/Hz/sec[15, tab. 10.1] without utilizing SMUX.

In LTE, the output from the Turbo encoder is packed into three streams,
b(0), b(1) and b(2) as

b
(0)
0:K−1 = x0:K−1 (4.2)

b
(1)
0:K−1 = z0:K−1 (4.3)

b
(2)
0:K−1 = z′0:K−1 (4.4)

b
(0)
K = xK b

(0)
K+1 = zK+1 b

(0)
K+2 = x′K b

(0)
K+3 = z′K+1

b
(1)
K = zK b

(1)
K+1 = xK+2 b

(1)
K+2 = z′K b

(1)
K+3 = x′K+2

b
(2)
K = xK+1 b

(2)
K+1 = zK+2 b

(2)
K+2 = x′K+1 b

(2)
K+3 = z′K+2

Before the interleaveing process, preceding dummy bits are padded until the
length D of the arrays modulus 32 equals 0. b(0) and b(1) are then interleaved
by a block interleaver with 32 columns[14, sec. 5.1.4]. The padded arrays are
written row-wise into a (D/32 × 32) matrix, which undergoes column permu-
tation, after which the data is read out column by column. This defines the
interleaver as

ΠSB,1[i] = Pbi/Rc + 32 · (i mod R) (4.5)

2Quadratic Permutation Polynomial
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with P being the column permutation order, and R being the number of rows
in the matrix defined as

P = (0, 16, 8, 24, 4, 20, 12, 28, 2, 18, 10, 26, 6, 22, 14, 30,

1, 17, 9, 25, 5, 21, 13, 29, 3, 19, 11, 27, 7, 23, 15, 31)

R = D/32. (4.6)

The interleaver for b(2) is chosen differently, and is defined by

ΠSB,2[i] =
(
Pbi/Rc + 32 · (i mod R) + 1

)
mod D (4.7)

Finally, the interleaved bit streams are multiplexed into a single array b′ as

b′0:D−1 = b
(0)
ΠSB,1[0:D−1] (4.8)

b′D,D+2:3D−2 = b
(1)
ΠSB,1[0:D−1] (4.9)

b′D+1,D+3:3D−1 = b
(2)
ΠSB,2[0:D−1] (4.10)

where it is seen that the array b′ is created by writing the interleaved version
of b(0) into the first part of the array, while interleaved versions of b(1) and
b(2) are written alternately into the last part of the array. b′ is then ready to
be punctured and modulated. The puncturing is performed by choosing the
starting point of the stream to be index i0 = 2R and then modulate the part
of the bit stream defined by the code rate. The bits are read out forward in
the array b′. The dummy bits inserted during the sub block interleaving is
not to be transmitted and must be skipped. Code rates lower than 1/3 can
be reached by transmitting the same bits more than once, by continue reading
from the beginning of the array when reaching the end.

4.4 Decoding of Turbo codes

The algorithm needed to decode a Turbo encoded sequence is significantly more
complicated compared to the one used for the encoding it. The commonly used
decoder consists of two parallel BCJR3 convolutional decoders. These oper-
ate iteratively by exchanging extrisic information, to estimate the transmitted
information.

To gain maximum performance from the iterative decoder, a soft decision
bit stream is needed as input. The sign of a soft bit indicates whether a received
bit is estimated as a 1 or a 0, while the amplitude of the value indicates the
reliability of the estimation. A common method is to calculate the LLR4, b̂k,
of the transmitted symbols by[16, 17]:

b̂k = ln

∑
P [bk = 1|d]∑
P [bk = 0|d]

(4.11)

= ln

∑
s∈S1

exp
(
SNR

(
(dI − sI)2 + (dQ − sQ)2

))∑
s∈S0

exp (SNR ((dI − sI)2 + (dQ − sQ)2))
(4.12)

3Bahl-Cocke-Jelinek-Raviv
4Log-likelihood Ratio
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with SNR = |h|2 EbN0
. Equation (4.11) defines the total probability of having

received respectively 1 and 0 from the received symbol. Equation (4.12) cal-
culates the probablilities as the squared euclidian distance from the received
symbol to each possible symbols indicating respectively 1 and 0, with the SNR
taken into account.

In figure 4.4, the 16-QAM constellation diagram is shown. It can be ob-
served that a particular bit depends only on the real or the imaginary value
of the symbol, meaning that the two parts of a received symbol can be used
independently when deriving the soft bits. In [16], a simple soft decision demod-
ulator for QAM modulation schemes is suggested. The demodulator calculates
the euclidian distance from the equalized symbol to the hard decision lines in
the constellation on a per bit basis. The method is proven to have very little
performance degradation when compared to LLR.
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Figure 4.4: The constellation diagram for 16-QAM used in LTE. The
dashed lines show the hard decision rules for the demodulator. The
blue line represents the first bit, the red line represents the second bit,
the purple lines prepresent the third bit and the yellow lines represent
the fourth bit.

For the case of 16-QAM, the four bits are calculated as

b̂4i = − |Re (yi)| |h|2 (4.13)

b̂4i+1 = − |Im (yi)| |h|2 (4.14)

b̂4i+2 = (|Re (yi)| − 2) |h|2 (4.15)

b̂4i+3 = (|Im (yi)| − 2) |h|2 (4.16)

A similar procedure is used for calculating soft decision outputs for BPSK,
QPSK and 64-QAM.

When the received symbols have been demodulated, these must be demul-
tiplexed and deinterleaved according to section 4.3. The output from the de-
multiplexers, with additional zeros to represent bits which have not been trans-
mitted, is then fed to the Turbo decoder. The Turbo decoder consists of two
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Figure 4.5: Turbo decoder block diagram.

parallel BCJR decoders which handle the non-interleaved and the interleaved
bitstream separately. This structure is shown in figure 4.5. An interleaver is
introduced between the systematic stream and the interleaved decoder, since
an interleaved version of the systematic stream is included in the transmitted
bit stream. Finally, the extrinsic output from the decoders, which is zero at
the first iteration, is fed through a (de)interleaver to produce the input for the
following decoder in the iteration.

The BCJR decoder calculates the soft output based on the systematic and
the parity inputs. Combined with intrinsic information from the iterative pro-
cess the LLR of the of transmitted symbols as

L(ĉi|y) = ln
P (ci = +1|y)

P (ci = −1|y)
(4.17)

where P (·) represents an a priori probability that the given bit have been
transmitted. The probabilities are defined as

L(ĉi|y) = ln

∑
R1
αi−1(s′j)γi(s

′
j , sk)βi(s)∑

R0
αi−1(s′j)γi(s

′
j , sk)βi(sk)

(4.18)

with αi−1(s′j) being the forward recursive probability to be in state s′j before
the ongoing transition, βi(sk) is the backward recursive probability to be in
state sk after the current transition, while γi(s

′
j , sk) is the probability that the

given transition is taking place. R1 includes all state transitions that indicates
a message bit 1, while R0 includes all transitions that indicates that a 0 has
been transmitted. A thorough description of the BCJR decoder can be found
in [13].

4.5 Evaluation of channel coding

This section presents simulations of throughput for systems with Turbo coding
and rate matching as defined in this chapter. For SMUX, the MMSE-OSIC
equalizer is used. HARQ is not utilized. All simulations in this section are
done with OFDM over 8 subcarriers and a total of 1024 modulated symbols
per frame.

In figure 4.6 the throughput for a SISO system without fading is seen.
The simulation matches results in [18]. The simulation shows the advantage of
adaptive coding, as the throughput can be maximized for any SNR by choosing
the optimal code rate.
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Figure 4.6: Performance in a SISO system in an uncorrelated Rayleigh
fading channel.
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Figure 4.7: Performance in a SISO system in an uncorrelated Rayleigh
fading channel.

In figure 4.7, a maximum throughput simulation in a Rayleigh channel using
respectively 1 and 2 receive antenna elements is shown. It is clear that the line
utilizing diversity has a steeper ascent, matching the effect seen in the BER
simulations in figure 3.4.
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Figure 4.8: SMUX and STBC maximum performance in a 2 × 2
system in an uncorrelated Rayleigh fading channel.

In figure 4.8, a maximum throughput simulation for a 2×2 Rayleigh channel
using respectively STBC and SMUX is shown. It is seen that for the low SNR
regime, STBC outperforms SMUX because of a higher diversity gain. SMUX
in return is able to give a higher throughput for high SNRs, as STBC has a
theoretical maximum of approximately 5.8 bit/sec/Hz. The lines in figure 4.8
are directly comparable, as the transmitter is able to choose transmission mode
from the channel quality to gain maximal throughput. The simulations are
shown such that the same energy is in both cases. This makes the SNR of

STBC being Es/N0, and the SNR of SMUX being
Es/2
N0

.

4.6 Summary

In this chapter, channel coding in form of Turbo codes with rate matching
complying to LTE, has been analyzed. Simulations of throughput showed how
SMUX is able to raise the limit of total throughput, while STBC has a better
performance in low SNR regime, as it is able to utilize a higher diversity gain
of the channel.



Chapter 5

Spatially correlated channel models

In real world communications, a form of correlation between MIMO subchan-
nels is expected. This correlation degrades channel quality and thereby the
BER at the receiver end. For diversity transmissions, correlation reduces the
advantages of having multiple receive antennas; the diversity gain goes towards
zero as the correlation rises. When considering MIMO and SMUX with CSI1

only at the receiver, the effects are even more remarkable. In this case, correla-
tion can completely hinder the possibility of recreating any of the transmitted
symbols. To simulate MIMO correlation, several models have been defined.
Some of these models will be presented in the following, and a simple spatial
channel model then will be developed.

5.1 Full-correlation model

The correlation of any channel can be described by using the matrix[1]

RHc = E
[
vec (Hc) vec

(
Hc

H
)]

(5.1)

where Hc is the correlated channel matrix and with vec(·) being the operator
that stacks the columns in the matrix. The model contains values to describe
the correlation between every channel coefficient and every other channel co-
efficient in the channel matrix. RHc is obviously hermitian by nature.

The model can be used in simulations by imposing that

Hc = unvec
(
R

1/2
Hc

vec(H)
)

(5.2)

with H being an i.i.d. Rayleigh channel matrix. Its employment requires (1 +
NRxNTx)NRxNTx

2 values.

5.2 Kronecker model

The Kronecker model[1] simplifies the Full-correlation model by the assumption
that the scatters around the transmitter are uncorrelated with respect to these

1Channel State Information

33
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around the receiver. A channel based on the Kronecker model is realized as

Hc = R
1/2
RxHR

1/2H

Tx . (5.3)

with RRx and RTx being matrices of size NRx × NRx and NTx × NTx. The
matrix RH can in turn be calculated from the Kronecker model as

RH = RH
Tx ⊗RRx (5.4)

The model needs (1 +NRx)NRx

2 + (1 +NTx)NTx

2 coefficients to be implemented
in a simulation. The model although have been criticized for being inadequate,
particular when in MIMO systems larger than 2× 2, as the scatters cannot be
considered uncorrelated in a real communication system[19, 20].

5.2.1 Simplified Kronecker model

A simplification of the Kronecker model has been proposed in [10], by defining
the correlation matrices as

RRx,ij = X
|i−j|
Rx (5.5)

RTx,ij = X
|i−j|
Tx (5.6)

with XRx, XTx being coefficients that can vary from 0 to 1 to create an un-
correlated and a completely correlated channel, respectively. For instance, a
realization of the correlation matrices with XRx = 0.5 is

RRx =


1.000 0.500 0.250 0.125
0.500 1.000 0.500 0.250
0.250 0.500 1.000 0.500
0.125 0.250 0.500 1.000

 . (5.7)

5.2.2 Simulations with statistical fading

In figure 5.1, simulations with different coefficients of the simplified Kronecker
correlation model are shown. For all simulations, it is seen that small coeffi-
cients have very little influence on the BER. Indeed when XRx = XTx = 0.3,
the effect from correlation is nearly unnoticeable. Small changes in the corre-
lation coefficients however have a large influence on the BER when the channel
is highly correlated, seen from the difference between XRx = XTx = 0.6 and
XRx = XTx = 0.8.

An aspect to notice is that the impact of correlation is equal for MMSE
and MMSE-OSIC receivers. Furthermore, the degradation is independent of
the modulation order. The loss in BER from correlation can be expressed
as a negative power gain. As an example, the line in each plot representing
XRx = XTx = 0.6 can be compared to the line with no correlation. Here it is
seen that the correlation creates a constant offset of approximately 5 dB SNR,
independent of modulation order and receiver algorithm.

Figure 5.1(d) shows a comparison of throughput between STBC and SMUX.
It is clear that SMUX with spatial correlation has a decrease in throughput of
approximately 5 dB as in the BER simulations, while STBC is able to sustain
nearly the same performance with or without correlation, except from some
loss in diversity gain at high SNR.
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Figure 5.1: Impact on BER of channel correlation in a 4× 4 channel.

5.3 IST WINNER II

From the previous sections, it can be concluded that methods to generate
spatial correlation statistically are complicated to instantiate. The current
channel models therefore generate channel coefficients based on geometrical
constraints. The most sophisticated model available today is the WINNER2 II
channel model[21]. The model can be utilized in multicell environments, with
links between several UE’s, base stations, and relay stations[21, sec. 3.3]. The
IST3 network has created and published a MATLAB implementation of the
model, [22].

The model can be utilized by defining a relatively small set of parameters.
At a single link between a UE and a particular base station, the channel is cre-
ated from reflections from clusters, as shown in figure 5.2, which each generates
a sum of rays.

The equation for generating channel coefficients in WINNER II is given

2Wireless World Initiative New Radio
3Information Society Technologies
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Figure 5.2: Single link in WINNER II channel specification, the figure
illustrates the cluster-based approach. Figure is from [21].

by[21, eq. (4.14)]

Hu,s,n(t) =
√
Pn

M∑
m=1

[
FVrx,u(ϕn,m)
FHrx,u(ϕn,m)

]T

·
[

exp
(
jΦvvn,m

) √
κn,m exp

(
jΦvhn,m

)
√
κn,m exp

(
jΦhvn,m

)
exp

(
jΦhhn,m

) ] [
FVtx,s(φn,m)
FHtx,s(φn,m)

]
· exp

(
jds2πλ

−1
0 sin (φn,m)

)
· exp

(
jdu2πλ−1

0 sin (ϕn,m)
)

· exp
(
j2πλ−1

0 νn,m · t
)

(5.8)

which is referred to the nth ray. The first vector term in the summation is the
receive antenna gain. The 2× 2 matrix is the cross polarization matrix, while
the second vector is the transmit antenna gain. The model suggests that if
polarization is not considered, the cross polarization matrix can be replaced by
a scalar phase contribution and scalar antenna gains, so that (5.8) is becomes

Hu,s,n(t) =

M∑
m=1

√
Pn exp (jΦn,m) (5.9)

· exp
(
jds2πλ

−1
0 sin (φn,m)

)
· exp

(
jdu2πλ−1

0 sin (ϕn,m)
)

which furthermore has the antenna patterns Frx and Ftx removed, as the pat-
terns is considered omnidirectional. Finally, the last term in eq. (5.8) is re-
moved, as the antennas are assumed to be stationary.

Each ray consists of a sum of M sub-rays, defining the cluster-based ap-
proach. M is by definition equal to 20. Each sub-ray has a normal distributed
transmit angle φn,m and receive angle ϕn,m relative to the antenna array bore-
sight, with a mean defined per cluster, and a standard deviation defined by the
channel properties. The model adds a custom phase, uniformly distributed in
range [−π, π], per sub-ray by means of the parameter Φn,m. The parameter
ds defines the distance from element 1 to element s and λ0 defines the carrier
wavelength.
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The power per ray, with a exponential delay spread, is defined as[21, eq.
(4.5)]

P ′n = exp

(
−τn

rτ − 1

rτστ

)
· 10

−Zn
10 (5.10)

with τn being the delay of the current ray, rτ is the delay distribution propor-
tionality factor and στ is the delay spread. Zn represents the shadow loss in
dB, and is defined as Zn ∼ N (0, ζ) with ζ defined per scenario to values from
3 to 8 dB.

5.4 Sandbox model

From previous section, it is seen that the AoD4 and the AoA5 are important
parameters when defining the channel matrix. In this section, a deterministic,
geometrically based channel model, usable for testing MIMO capabilities in a
completely controlled environment, will be developed.

Antenna placements and angles of the rays are not limited by geometrical
constraints. This implies that rays are plane waves at the receiver, as a con-
sequence of the unknown distance between the transmitter and receiver. Only
phases of the received rays vary due to different transmit and receive anten-
nas in the arrays. An example of a given realization of the model is seen in
figure 5.3.

Figure 5.3: MIMO antenna system with two rays.

Figure 5.4 is a detailed version of the transmitter in figure 5.3. In the figure,
some of the configurable options are shown. ΦTx, ∆Tx, and NTx represent
the angle, the distance between the antenna elements in wavelengths, and the
number of antennas in each array. Each ray is represented by its transmit angle
φTx,n, its receive angle φRx,n, its power an, and delay τn.

4Angle of Departure
5Angle of Arrival
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Figure 5.4: Detailed transmit part of figure 5.3.

The rays are defined on the basis of the afore mentioned properties as

ΩTx,n = 2π sin(ΦTx − φTx,n) ·∆Tx (5.11)

ΩRx,n = 2π sin(ΦRx − φRx,n) ·∆Rx (5.12)

Gu,s,n = an exp (jΩTx,n(s− 1) + jΩRx,n(u− 1)) (5.13)

with ΩTx,n and ΩRx,n being the phase change between each antenna in the
arrays, with the angle of the ray taken into consideration. Gu,s,n represents
the coefficients developed from ray n. Finally, the rays are combined to a
channel model as

Gu,s(t) =
∑
n

Gu,s,nδ(τn − t) (5.14)

5.4.1 Evaluation of Sandbox channel realizations

In this section, different scenarios configured in the Sandbox model will be
evaluated with respect to the DCN6, which is described in appendix C. The
DCN expresses the invertibility of a matrix. In figure 5.5(b), the DCN for a 2×2
narrowband system is shown. One ray is fixed, and for the other, the AoD and
the AoA are altered. Both rays have the same power. The distance between
the elements is 1/2 of the wavelength and both arrays have their boresight at
0 degrees.

From figure 5.5(b) it is seen that the best invertibility is obtained when the
rays are perpendicular to each other at transmitter and receiver. When the
rays have the same or opposite AoD or AoA, the DCN instead tends to be
large.

Figure 5.6(a) shows a DCN evaluation of the Sandbox model with Ray 2
having different power, i.e. a2 ∈ [−30, 30] dB. It is seen that large variations
in the power can be accommodated as long as the angle between the rays is
close to 90 degrees.

6Demmel Condition Number
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(a) (b) DCN

Figure 5.5: Sweep of AoD and AoD in Sandbox model. Ray 1 (blue)
is kept constant, while Ray 2 (red) is sweeped from 0 – 360 deg (trans-
mitter) and -180 – 180 deg (receiver).

(a) 2 rays, one ray varying
AoD and power

(b) 3 rays 1 ray varying AoD
and AoA

Figure 5.6: DCN simulations with in a 2 × 2 channel (a) and a 3 × 3
channel (b).

In figure 5.6(b), a simulation with three elements per array is shown. Ray 1
and Ray 2 are fixed as two perpendicular rays, while Ray 3 is swept 360 deg at
the transmitter and at the receiver. From this figure, it is clear that all angles
have to be distinct to ensure the lowest DCN, and that having rays with near-
equal angles are devastating, especially when ray angles is nearly perpendicular
the angle of an antenna array.

5.4.2 Ring-model extension to Sandbox model

To ease simulations of geographically based scenarios, an interface which takes
an additional set of parameters is developed for the Sandbox model. The ex-
tension is thus constrained to simulate only a subset of parameters possible in
the Sandbox model. The LOS distance between the antennas must be config-
ured, while the number of parameters per ray is reduced to include only the
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transmit angle and the ray traveling distance. The power per ray is calculated
from the distance as

an =
1

d2
n

. (5.15)

(a) Geometrical visu-
alization

(b) DCN with rays like in (a)

Figure 5.7: DCN simulation with 1 LOS and 2 NLOS rays

Figure 5.7(a) shows the reflection points, which are calculated to keep the
2 NLOS7 rays travel the constant defined distance. The distance traveled by
Ray 1 and Ray 2 is 110 m and 120 m, respectively, while the LOS ray has a
traveling distance of 100 m. 3 lines are added in figure 5.7(a) to illustrate a
random realization of the channel with one ray representing the LOS ray and
two other lines representing a ray with a reflecting point at a transmit angle of
30 deg and a traveling distance of 110 m and a ray with a reflecting point at
109 deg and a traveling distance of 120 m.

Figure 5.7(b) shows the DCN evaluation for a sweep as illustrated in fig-
ure 5.7(a). It is evident that the DCN typically is higher for the physically
constrained sweep compared to the sweep in figure 5.6(b). The reason for
this is that since the simulation sweep the transmit angles linearly, the receive
angle closes the LOS receive angle for most transmit angles, as visualized in
figure 5.7(a).

5.5 Adding stochastic properties to Sandbox model

In order to use the Sandbox model in BER simulations, some stochastic prop-
erties must be added to the channel. This is done by statistically vary the
angles of the NLOS rays in a way similar to what has been proposed for the
WINNER II model.

In figure 5.8, a simulation with the WINNER II model and the Extended
Sandbox model is shown. The fading is configured such that the transmit angle
of the NLOS rays have a standard deviation of 2 deg, while the receive angle

7Non-Line Of Sight
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a MMSE-OSIC receiver with reflection point of second ray varying.

of the NLOS rays have a standard deviation of 10 deg. It is seen that the
WINNER II channel model performs better, since the model uses the cluster
based approach, which gives a higher spatial deviation and thereby a better
conditioned channel. From figure 3.12, it is known that the BER in a Rayleigh
channel with same parameters is 7 · 10−3.
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Figure 5.9: DCN of the extended Sandbox channel model with one
NLOS ray varying its reflection point.

For comparison, a simulation with the Extended Sandbox model, without
any fading added, is shown. From this, it is seen that the deterministic channel
provides an excellent condition for an AoD between 20 degrees to 90 degrees.
For lower AoDs, the spatial resolvability decreases because of a small deviation
between the LOS and the NLOS AoD, while the AoA deviation shrinks for
AoDs above 90 deg. Figure 5.9 shows the DCN for the Extended Sandbox
model with same configuration.

The DCN in figure 5.9 does not completely relate to the BER simulation
without fading, shown in figure 5.8. This is due to destructive interference
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between the rays from the affected transmit element, which lowers the SNR of
the received signal from that element.

5.6 Summary

In this chapter, correlated channel models have been investigated. By adding
statistical correlation to an i.i.d. Rayleigh channel model, it is concluded that
STBC achieves further advantage in correlated channels, as SMUX is subjected
to a significant negative power gain, while STBC is only vaguely affected.

From DCN evaluations in a deterministic channel model, it furthermore
turns out that the AoDs and AoAs are of crucial importance to the channel
quality in terms of DCN and BER.



Chapter 6

Conclusion

The thesis presented an investigation on receiver algorithms for OFDM in cor-
related channels. In chapter 3, equations for equalizers used in SISO, SIMO
and MIMO with and without SMUX have been derived and compared by BER
simulations. The equalizer chosen for further use in the following chapters
was the MMSE receiver with ordered successive interference cancellation. The
MMSE-OSIC provides a good balance between computational efficiency and
equalization performance in the Rayleigh channels used for the simulations.

After a review of the aforementioned receiver algorithms, the focus was
brought to channel coding, specifically to coding in LTE. Turbo coding and rate
matching have been investigated. Simulations showed that the performance
increases when the transmitter and the receiver are equipped with multiple
antennas, and that STBC outperforms SMUX in the low SNR regime.

Chapter 5 presented a study of spatially correlated channels. The anal-
ysis furthermore touched the WINNER II channel model, which is the most
sophisticated channel model available today. A deterministic, geometrically
based channel model was also developed to investigate the invertibility of the
channel matrix in a controlled environment. Fading was added to the model to
enable a comparison to the WINNER II model, showing that the WINNER II
model achieves performance from a higher spatial resolvability, because of the
cluster-based approach in the model. Furthermore, simulations of throughput
showed an additional advantage of utilizing STBC compared to SMUX in the
low SNR regime, when the channel is badly conditioned.

From this thesis, what can be concluded is that multiple antennas at the
transmitter and the receiver increase the throughput; because of an additional
diversity gain in the low SNR regime, and because of spatial multiplexing in
the high SNR regime. It is seen that when using highly correlated channels,
the importance of using STBC in the low SNR regime is even higher, as SMUX
throughput suffers from a significant negative power gain. STBC throughput,
on the other hand, only loses a small amount of diversity gain under the same
channel conditions.
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Appendix A

BER derivations

A.1 BER in AWGN

A.1.1 BER for BPSK

To derive the SER of any phase modulated signal, the following general equa-
tion can be utilized[5, eq. (4.1-15)]

Ps =

M∑
m=1

PmPs,m (A.1)

Ps,m =
∑

1 ≤ m′ ≤M
m′ 6= m

∫
Dm′

p(d̂|dm)dr (A.2)

in which the probability that a symbol is wrongly decoded as a symbol be-
longing to another region (Dm′) is derived. The equation is weighted by the
probability that the given symbol (Pm) is transmitted. In this project, the
probability Pm equals 1/M for all symbols, as random data is used for transmi-
sion.

(a) 2-PSK (b) 4-PSK

Figure A.1: Position and decision boundaries for BPSK (a) and
QPSK (b) constellations.

47



48 APPENDIX A. BER DERIVATIONS

For BPSK, the symbols are defined as in figure A.1(a) with an equal dis-
tribution of symbol appearances. Since noise on the imaginary axis cannot
influence the demodulation of BPSK, the SER can be derived as

Ps,BPSK =
1

2

∫ 0

−∞
p(d̂|

√
Es)dr +

1

2

∫ ∞
0

p(d̂| −
√
Es)dr (A.3)

=
1

2
P

[
N
(√
Es,
√
N0

2

)
< 0

]
+

1

2
P

[
N
(
−
√
Es,
√
N0

2

)
> 0

]
.

(A.4)

Now, the Q-function which, on base of the PDF1 of the Gaussian distribu-
tion, is defined as[5, eq. (2.3-10)]

Q(x) = P [N (0, 1) > x] =
1√
2π

∫ ∞
x

e−
t2

2 dt, (A.5)

which induces

P[X > x] = Q

(
x− µ
σ

)
(A.6)

and

P[X < x] = Q

(
µ− x
σ

)
(A.7)

can be substituted into (A.4) so that the SER can be derived to

Ps,BPSK =
1

2
Q

√Es − 0√
N0

2

+
1

2
Q

0− (−
√
Es)√

N0

2

 (A.8)

= Q

(√
2Es
N0

)
. (A.9)

Since BPSK carries only one bit per symbol, the BER equals the SER Pb,BPSK =
Ps,BPSK.

A.1.2 BER for QPSK

Since equation (A.1) defines the SER for every phase and amplitude modula-
tion, it obviously includes QPSK. However, due to the fact that Ps,1 = Ps,2 =
Ps,3 = Ps,4, because of the equal distribution of the symbols in the constellation
diagram in figure A.1(b),

Ps,QPSK =

4∑
m=1

Pm · Ps,m (A.10)

= 4 · 1

4
Ps,m

= Ps,m, (A.11)

1Probability Density Function
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meaning that (A.2) must be derived to find the SER for QPSK.

When calculating the integral in equation (A.2), the probability must be
evaluated for two decision rules; one along the real axis and one along the
imaginary axis. The mean of the Gaussian distribution in the following is the
energy of the signal transposed to the real and imaginary axis, thus the prob-
ability that a transmitted symbol d1 will be demodulated as d2 is calculated
as

Ps,1−2 =

∫
D2

p(d̂|d1)dr (A.12)

= P

[
N
(

cos
(π

4

)√
Es,

N0

2

)
< 0 ∩N

(
sin
(π

4

)√
Es,

N0

2

)
> 0

]

= Q

cos
(
π
4

)√
Es − 0√

N0

2

 ·Q
0− sin

(
π
4

)√
Es√

N0

2


= Q

(√
Es
N0

)
·Q

(
−
√
Es
N0

)
(A.13)

because the symbol s1 has an angle of 45◦ = π/4. In the same way, s1−3 is
calculated as

Ps,1−3 =

∫
D2

p(d̂|d1)dr (A.14)

= P

[
N
(

cos
(π

4

)√
Es,

N0

2

)
< 0 ∩N

(
sin
(π

4

)√
Es,

N0

2

)
< 0

]

= Q

cos
(
π
4

)√
Es − 0√

N0

2

 ·Q
 sin

(
π
4

)√
Es − 0√

N0

2


= Q

(√
Es
N0

)
·Q

(√
Es
N0

)
. (A.15)

By remembering that Ps,1−2 = Ps,1−4, due to the identical distribution of the
constellation points, the equation for Ps,1 reduces to

Ps,1 = 2 ·
∫
D2=D4

p(d̂|d1)dr +

∫
D3

p(d̂|d1)dr (A.16)

= 2 ·Q

(√
Es
N0

)
·Q

(
−
√
Es
N0

)
+Q

(√
Es
N0

)
·Q

(√
Es
N0

)
.

The BER equation for Ps,QPSK equals that for Ps,1 since the noise is Gaussian
with zero mean and the symbols are identically distributed.

For QPSK, the BER does not equal the SER, since each symbol represents
two bits. In this project, a grey encoded constellation will be used. This means
that a detection error might only introduce 1 half symbol error, giving

Pb,QPSK =
1

2
2 ·Q

(√
Es
N0

)
·Q

(
−
√
Es
N0

)
+Q

(√
Es
N0

)
·Q

(√
Es
N0

)
(A.17)
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which reduces to

Pb,QPSK = Q

(√
Es
N0

)
. (A.18)

A.1.3 BER for M-QAM

The SER of a M-QAM constellation can also be derived from equation (A.1).
Because of the unequal distribution of the symbols in a M-QAM constellation,
the derived BER is not the same for all symbols and must for this reason
be calculated per symbol. For the verification of M-QAM simulations, the
following general M-QAM SER approximation will be used[5, eq. (4.3-30)]:

Ps,M-QAM ' 4

(
1− 1√

M

)
·Q

(√
3k

M − 1

Ebavg

N0

)
...

·

(
1−

(
1− 1√

M

)
·Q

(√
3k

M − 1

Ebavg

N0

))
(A.19)

with k being the number of bits per symbol and M = 2k being the number
of symbols in the constellation. Note that since the modulation form is not
constant in amplitude, Ebavg is used to define the average energy per bit when
all symbols are transmitted with equal probability.

For 16-QAM, equation (A.19) reduces to

Ps,16-QAM ' 3Q

(√
4

5

Ebavg

N0

)
·

(
1− 3

4
Q

(√
4

5

Ebavg

N0

))
. (A.20)

A similar equation can be derived for 64-QAM.

When considering high Es/N0, it can be assumed that only one bit error
occurs for each symbol error in a gray mapped symbol constellation. For this
reason,

Pb,16-QAM '
1

k
Ps,16-QAM

' 3

4
Q

(√
4

5

Ebavg

N0

)
·

(
1− 3

4
Q

(√
4

5

Ebavg

N0

))
. (A.21)

The validity of this assumption is shown in section 3.1.1.

A.2 BER in a frequency-nonselective Rayleigh
environment

Section A.1.1 shows the derivations of the theoretical BER for BPSK in an
AWGN environment. Now this derivation will be extended to comply with the
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signal model in equation (3.6). In the following, it is assumed that the phase
change φ is detected and corrected in the receiver and that the amplitude α is
estimated. The SNR γ then can be defined as

γs =
Es
N0

α2, (A.22)

which induces

Pb(γs) = Q
(√

2γs

)
(A.23)

for BPSK when using the derivation in section A.1.1.

When α is Rayleigh distributed, α2 and therefore also γs will have a Chi-
squared distribution with two degrees of freedom. Recall that the PDF for a
Chi-squared distribution with two degrees of freedom is defined as

p(x) =
1

2σ2
e−

x/2σ2
for x > 0 (A.24)

with

E[γs] = 2σ2. (A.25)

The average SNR γ̄s then is

γ̄s = E[γs] =
Es
N0

E
[
α2
]
, (A.26)

which can be inserted into the PDF of the distribution, thus giving

p(γs) =
1

γ̄s
e−

γs/γ̄s for γ > 0. (A.27)

To calculate the BER in the Rayleigh environment, the BER calculated for
AWGN must be evaluated for all γ as

Pb =

∫ ∞
0

Pb(γs)p(γs)dγs, (A.28)

which for BPSK reduces to

Pb,BPSK =
1

2

(
1−

√
γ̄s

1 + γ̄s

)
. (A.29)

For QPSK, the equation reduces instead to

Pb,QPSK =
1

2

(
1−

√
γ̄s

2 + γ̄s

)
. (A.30)

A.3 BER in receive diversity

In this section, the BER for QPSK with multiple antennas will be derived. The
narrowband channels are assumed to be uncorrelated in space and affected by
Rayleigh fading.
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As the basis for this derivation, the equation for BER for SISO in an AWGN
channel as

Pb = Q

(√
Es
N0

)
(A.31)

derived in section A.1.2 is utilized. This equation will be used in equation (A.28)
- the equation for calculation BER in fading channels. As scaling function p(γ)
in equation (A.28), a Chi-Squared distribution, which is the sum of L squared
normal distributed variables with L = 2R degrees of freedom, must be utilized,
since

E
[
h2
]

=

R∑
r=1

h2
r =

R∑
r=1

(
X2
r,1 +X2

r,2

)
(A.32)

when using MRC, with Xr,n being uncorrelated Gaussian distributed random
variables.

The Chi-Squared distribution with R = 2L degrees of freedom is defined as

p(γs) =
1

(R− 1)!γRs
γR−1e

−γs/γs (A.33)

γs =
Es
N0

E
[
α2
k

]
. (A.34)

When utilizing equation (A.28) on (A.31) and (A.33), the BER for QPSK
with NRx number of receive antennas can be written as[5, eq. 13.4-15]

Pb,QPSK =

(
1

2
(1− µ)

)NRx NRx−1∑
r=0

(
NRx − 1 + r

r

)(
1

2
(1 + µ)

)r
(A.35)

µ =

√
γs

1 + γs
(A.36)

For M-QAM verifications, the derivations in [9] is used.



Appendix B

Orthogonal Frequency Division
Multiplexing

In this appendix, a short description of OFDM will be provided, after which
the BER of OFDM modulated signals will be derived.

The purpose of dividing information into several carrier frequencies with a
slower symbol rate is to diminish time delays caused by multipath. By lower-
ing the symbol rate, the effect of ISI can be reduced or, by using a CP longer
than the maximum channel delay, eliminated. The idea of OFDM is to divide
the available channel bandwidth into several narrow bandwidth subchannels.
When keeping an exact distance of ∆f = 1/Ts between the subcarriers, orthog-
onality is obtained. This can be proved by showing that∫ T

0

cos(2πk1∆f) cos(2πk2∆f)dt = 0 for k1 6= k2, (B.1)

which is true when k is an integer. The frequency spectrum of the transmitted
signal is then as shown in figure B.1, which clearly shows that only energy from
a particular subcarrier itself is present at the center frequency of a subcarrier.
If the channel is estimated inaccurately, or the channel varies thoughout one
symbol time, the orthogonality will be lost, resulting in ICI1.

An OFDM symbol is created by doing a IDFT of a number of M-PSK or
M-QAM modulated data symbols. To eliminate ISI, a CP is created by placing
a copy of the last part of the OFDM symbol prior to the OFDM symbol before
transmitting.

In order to describe the OFDM modulation and transmission, it is conve-
nient to define the discrete Fourier matrix

ΨNdft
=

1√
Ndft

ψk,l for k, l = 0, 1, ..., Ndft − 1 (B.2)

ψk,l = e
− j2πklNdft (B.3)

1Inter Carrier Interference
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MULTIPLEXING

4 2 0 2 4

0.5

1

Figure B.1: A transmission with OFDM modulated symbols at a
symbol rate of 1. Notice that only energy of the particular subcarrier
is present at its center.

with Ndft being the DFT size. The matrix normalization by
√
Ndft is intro-

duced to preserve the same energy in the time and frequency domain. Using
Ψ, Ψmod, with dimensions (Nofdm = Ndft +Ncp) ×Ndft is defined as a IDFT,
which includes the CP. Therefore, a set of OFDM symbols S of dimension
Nofdm ×Nblock can be expressed as

S =ΨmodD, (B.4)

where D is the matrix describing the original set of symbols. For demonstra-
tion, a modulation matrix for a dimension of 6× 4 is seen here:

Ψ =
1√
Ndft


ψ1,1 ψ1,2 ψ1,3 ψ1,4

ψ2,1 ψ2,2 ψ2,3 ψ2,4

ψ3,1 ψ3,2 ψ3,3 ψ3,4

ψ4,1 ψ4,2 ψ4,3 ψ4,4

 (B.5)

Ψmod =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ·Ψ
−1 =

1

2
·


1 −1 1 −1
1 −j −1 j
1 1 1 1
1 j −1 −j
1 −1 1 −1
1 −j −1 j

 . (B.6)

The matrix S, after OFDM modulation, is converted into a vector s of
length Nofdm ·Nblock by a column by column transformation, transmitted and
affected by the channel. That is,

r = gs + ñ (B.7)

with ñ being a vector with the size of s, but containing Gaussian noise. The
channel is considered constant throughout a symbol time.

At the receiver side, an entire frame is changed to a matrix R of the same
dimension as S. Then the CP is removed and the frame is transformed to the
frequency domain by

Y = ΨdemodR, (B.8)
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where Ψdemod is a Ndft, Nofdm matrix with the lower square part being a DFT
matrix and the upper part padded with zeros. For demonstration, a 6 × 4
demodulation matrix would look like

Ψdemod =
1√
Ndft


0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ·Ψ =
1

2
·


0 0 0 0
0 0 0 0
1 1 1 1
1 −j −1 j
1 −1 1 −1
1 j −1 −j

 .

(B.9)

B.1 BER of OFDM in Rayleigh fading environment

The principle behind OFDM is to have several symbols with a lower symbol
rate and consequently a lower bandwidth placed at orthogonal frequencies. The
SNR of these symbols is

SNR =
Es

N0BT
(B.10)

with T being the symbol time, and B being the symbol bandwidth. Since the
bandwidth B = 1/T for M-PSK and M-QAM, the SNR equation reduces to

SNR =
Es
N0

(B.11)

which equals the SNR for single carrier modulation.





Appendix C

Metric for channel quality

Working with correlation creates a demand of a metric of the channel quality
for use in SMUX. In mathematics, CN1 is commonly known to measure the
stability of the matrix, that is, how much the outcome can change due to
small changes in the argument. Traditionally, this has referred to numeric
quantization, but AWGN or inaccurate channel estimations in MIMO affect
the argument in the same way. When using OFDM in a wideband channel, the
CN is calculated per subcarrier, indicating the capability for SMUX at each
subcarrier.

Several CN definitions have been suggested:

• 2-norm CN: ||H||2 ·
∣∣∣∣H−1

∣∣∣∣
2
,

• Frobenius-norm CN: ||H||F ·
∣∣∣∣H−1

∣∣∣∣
F

,

• Demmel CN: ||H||F ·
∣∣∣∣H−1

∣∣∣∣
2
.

The 2-norm of a matrix ||H||2 is equal to the largest singular value of the
matrix σmax, while the 2-norm of the inverse matrix ||H−1||2 = σ−1

min and

||H||F =
√∑

i σ
2
i .

Most literature uses the 2-norm CN as condition metric for MIMO channels[23,
p. 2], but some literature suggests the DCN as a better metric when evaluat-
ing MIMO channels, since all singular values then are taken into consideration.
The DCN will be used in this project.

C.1 Relation between BER and DCN

In this section, it will be investigated whether it is possible to derive a relation
between BER and the condition number of a given channel realization.

In figure C.1, the relation between SNR and DCN is shown. It is seen
that a linear relationship between DCN and SNR in the rate of approximately

1Condtion Number
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Figure C.1: SNR/DCN relation with a MMSE-OSIC receiver in 2×2
channel with 16-QAM modulation

2.2 dB SNR to 1 dB DCN exists. This relation can be utilized to do a rough
prediction of the BER in a correlated MIMO channel from the BER of a i.i.d.
channel model by compensating for the power loss caused by a channel with a
high DCN. It is important to mention that some deviation from this relation-
ship occurs if the received energy from each transmitted stream differs.



Appendix D

Link simulator

During this project, a MATLAB link simulator has been developed to support
the BER derivations and receiver efficiencies. In this appendix, this simulator
will be described.

Parameter Desciption

SNR start First SNR test point, provided in dB
SNR stop Last SNR test point, provided in dB
I Number of SNR simulation points
J Minimum number of errors before continuing to next

SNR
J min Maximum number of iterations per simulation
J max Maximum number of iterations per simulation
O OFDM symbols per block
K Data symbols per OFDM symbol
N Samples per data symbol
P Length of CP in samples
T No of Tx antennas
R No of RX antennas
Channel Channel-specific properties
M Number of points in constallation:

BPSK, QPSK, 16-QAM, 64-QAM is supported
CR Code rate (set to 1 to disable Turbo coding)
SNR type 1: SNR per bit, 2: SNR per symbol
Mod type 1: Normal modulation,

2: Alamouti time-based modulation (Only for T=2)
Equal type 1: ZF, 2: MMSE,
(spatial 3: ZF-SIC, 4: MMSE-SIC,
multiplexing) 5: ZF-OSIC, 6: MMSE-OSIC, 7: ML
Equal type 1: Selection Combining,
(diversity) 2: Selection Combining per subcarrier,

3: Maximum Ratio Combining

Table D.1: Configuration parameters in MATLAB simulator
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The simulator consists of a master file multitest.m, in which the parame-
ters of the simulation are configured. It is possible to run multiple tests looping
the main simulation function main() with different sets of parameters. One
test is to sweep over a predefined SNR range. In table D.1 the complete set of
configurable variables is specified.

The structure array Channel must be configured with channel-specific prop-
erties. Channel{1} is always configured to the channel type to be used in the
current simulation. Possible channel types include AWGN (no fading), uncor-
related Rayleigh fading, Rayleigh fading with Van Zelst correlation, COST207
channel models, WINNER II, and Sandbox model with and without the geo-
metric extension. The detailed configuration options are found in multitest.m.
The simulator includes functions to plot the outcome of the simulations in terms
BER (plotsnrber()) and throughput (plotthrsnr()) with respect to SNR
and condition number.

D.1 main()

This function contains the structure of the simulator itself. It finds the uncoded
BER, the coded BER, and the resulting throughput for each defined SNR point
with the parameters defined in multitest. The structure of main() is shown
in listing D.1. The code uses the parfor loop from the Parallel Computing
toolbox in MATLAB to gain benefit from multi-core computers. An array of
sizes {i,J max+1} is returned by the function.

1 f o r i =1: I
2 NumErrs = 0 ;
3 pa r f o r j =1:J max
4 GenerateAndEncode ( ) ;
5 Modulate ( ) ;
6 OFDM modulate ( ) ;
7 ChannelAffect ( ) ;
8 OFDM demodulate ( ) ;
9 Equal i ze ( ) ;

10 Demodulate ( ) ;
11
12 Errs ( i , j ) = DecodeAndCompare ( ) ;
13 SumErrs = SumErrs + NumErrs ( i , j ) ;
14 ConsoleWriteProgress ( ) ;
15 i f j == J max | | ( SumErrs >= J && j > J min )
16 break ;
17
18 return NumErrs ;

Listing D.1: siso ofdm() structure

The console output of main() typically is, as shown in D.2. The dots show
the progress for the calculation in each SNR point. If extrapolation reveals
that the maximum number of runs (J max) will be reached before the number
of errors wanted (J), the dots are replaced with commas to indicate a potential
decrease of precision in logarithmic BER plots.

1 Ca l cu la t ing f o r 0 dB SNR
2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3 Ca l cu la t ing f o r 5 dB SNR
4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5 Ca l cu la t ing f o r 10 dB SNR
6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . , , , , , , ,
7 Ca l cu la t ing f o r 15 dB SNR
8 . . . . , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , , ,

Listing D.2: main() console output.



D.2. PLOTSNRBER() 61

D.2 plotsnrber()

The results of multiple tests can be plotted with BER in respect to SNR
graph, using plotsnrber(). It is possible to store simulations by saving the
workspace, and then load them prior to calling this function. One simulation
point in the graph can be clicked to see the accumulated average of the BER
point to check whether the simulation seems to have converged. If the simu-
lation is run with Turbo coding and rate matching enabled, the coded BER is
shown as a dashed line.
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Figure D.1: In (a), a random simulation figure, generated by
plotsnrber() is shown. In (b), a convergence plot of a single sim-
ulation point is shown.

In figure D.1(a), a random simulation output is shown. The simulation
is run with the parameters J = 200 and J max = 130. In figure D.1(b), a
convergence plot, which is created by clicking a particular simulation point in
figure D.1(a) is shown. The green line illustrates the number of errors per loop
in the simulation, while the blue line shows accumulated mean error rate.

D.3 plotdcnsnr()

Simulations with varying DCN created a demand to see the relation between
SNR and DCN. The function interpolates lines between DCN points for each
SNR in a simulation with varying SNR and DCN, and finds the crossings with
the defined BER (typically 10−2, 10−3). A plot is then created with SNR and
DCN on the axes. The outcome of the function is shown in figure C.1.

D.4 plotthrsnr()

To evaluate channel coding, the throughput as a function of SNR can be plot-
ted by using the function plotthrsnr(). The function draws a line for each
simulated code rate, and returns the maximum throughput over all code rates
for each SNR point.
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