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Abstract:

Current folder systems do not offer enough
support for recalling the location of files.
Neither do they provide enough information
about the context in order for the users
to know where the files are located in the
system.

The purpose of this study was to inve-
stigate if it was possible to create a system
with better support for perception of the
spatial dimension, and if this enhanced the
users’ ability to recall objects. It was also
investigated if more contextual information
about the locations would help the users’
awareness of their location in the system.

A prototype system was created which sup-

ported perception of the spatial dimension

by using a house metaphor. Furthermore,

it provided contextual information by using

a map. The prototype system was used in

an experiment where it was tested if the test

subjects were able to find music albums

located in the system.

The experiment showed that the test

subjects were significantly better at finding

music albums in the prototype system com-

pared to a control system. The experiment

also showed that the test subjects used the

mini-map to get a better overview.
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Preface

This study is the result of the Master’s thesis written by group 1073 studying Engineering Psychology
at the Faculty of Engineering and Science of Aalborg University.

Reading guide

During the paper references occur which refers to the Bibliography at the end of the paper. The Bi-
bliography is set by the Harvard Style of Referencing. Sources are therefore referred to as (author,
year). "ibid" is used to refer to the same author or work twice with no other author or work in be-
tween. If the page number is different but the author or work remains the same the relevant page
number will appear. Sources that are cited consecutively are therefore referred to as (ibid) or (ibid,
p. xx). Web pages are referred to as (name of the web page, year) and will likewise refer to the Biblio-
graphy at the end of the paper. In the Bibliography books and articles are mentioned by author, title,
edition and publisher while web pages will be mentioned by author, year, title, and name of web page.

Figures and charts are numbered in proportion to their chapters. Thereby letting the first figure in
chapter 6 be numbered as Figure 6.1. The following figure is numbered as Figure 6.2, etc. This is also
applicable for figures in the Appendix, i.e. the figures in Appendix B are numbered Figure B.1, Figure
B.2, etc. An explanatory text is written under the relevant figures or charts and these are also available
at the end of the report in the List of Figures.
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Chapter 1

Introduction

When the first personal computers started to enter the market you only had very limited storage space
and it was primarily used for small programs, games and text files. Besides the use of the storage in
computers people were also using tapes and diskettes to store their information.

Today’s personal computers have almost unlimited space and we store all kinds of information: Mu-
sic, video, text files, programs, games etc. Not only do we store different kinds of information on our
computers, but the amount of stored information has also increased. This is probably because we do
not have to worry about disk space anymore but also due to more and more real life processes have
entered the computer.

In order to handle the amount of information people store on their personal computers a catego-
rization system is needed. Such a categorization system existed in MS-Dos. In MS-Dos the files were
placed in different virtual locations. The location were only visible to the user by the name of the di-
rection. In order to find your files you typed the direction names. Around the same time the graphical
user interface were introduced and with it the desktop metaphor. In the desktop metaphor you were
able to sort your files in different folders located on a virtual desktop. In this virtual desktop the files
actually have a visual location in one of the folders on the desktop. You find them by clicking on the
folder it is located in. The desktop user interface created a user interface where you could actually
see and interact with the files. You could also physically move the files around between the different
folders.

Since the introduction of the desktop metaphor the direction in categorization of files in graphic user
interfaces have not changed much. Of course some changes have occurred like better graphic, more
search functions, and prelabelled folders.

Even though some changes have occurred it still has its roots in the desktop metaphor. Studies have
shown that people have problems finding their files on computers (Barreau & Nardi 1995). This prob-
lem has probably emerged because the amount of data has grown over the limit of our human mem-
ory. Even though the desktop metaphor provides some support for users to recall the position of files
it does not provide enough. If we remove components like the task bar and simply look at the desktop
it is simply a flat surface from which you can enter a folder structure. The problem is not the desktop,
it is the folder system. As mentioned above the folder system consists of files categorized in identical
folders within folders. The only thing separating the folders from each other is small differences in
the look and different labels. This leaves you little information about where you are located. With
today’s demand on files in the digital world the desktop metaphor with the folder structure may be
insufficient.

In an article made by Mark Lansdale (Lansdale 1988) he points out several issues with recalling the
position of files. Some of them also exist with the desktop metaphor. The problems occur since the
available software tools do not support the nature of the functions behind our semantic memory like
our concept creation and the way we store and categorize things in the semantic memory (ibid). For
more information about Lansdale’s studies see Appendix A.2.
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1. INTRODUCTION

Not only have our amount of data on computers grown. Today most computers have access to the In-
ternet. E-mails, files, pictures, and videos located on the Internet will further accelerate the problem
with more data. When searching for files and information on the Internet another problem occurs,
people sometimes get lost, and cannot figure out where they are, where they have been, and how to
get back (Park & Kim 2000). This is not only a problem when browsing through the Internet, but also a
problem when browsing through the files located on a computer. So not only do we have to focus on
creating a system where you are able to find you files. The system also needs to provide information
that helps you to recall the route in the system so you do not get lost. For more information about a
study concerning users’ disorientation when using the Internet see Appendix B.

The goal of the study conducted in this paper is not necessarily a break with the desktop metaphor.
The study is merely an attempt to create a graphic user interface with an organization structure which
allows the user an easier access to files and functions in computer software. In order to create such
a system we need to have a better understanding of the processes behind concept creation, catego-
rization, and human memory.
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Chapter 2

Problem analysis

By looking further into the psychological processes behind how concepts are formed and how we
categorize objects we hope to find ways to improve the existing graphical user interfaces. The im-
provements could be better support for recall and easier ways to find our files and functions in the
digital world. This chapter will therefore present theories and studies that have been used in this
work.

The working thesis in this project is:

How can the information about our semantic memory and our conceptualization and cat-
egorization of objects help us in order to create a graphical user interface that better support
recall and help us find our files?

In this paper the time dimension will be shortly mentioned but will not be addressed further through
the paper. Actually we will discuss it with the spatial dimension referring to the spatio-temporal di-
mension or motion. But we will not discuss time as a dimension of its own, and even though time
might be a powerful tool in categorizing and recalling we are not addressing this further.

When reading this paper the terms "concept" and "category" will be used. It can be hard to distin-
guish them from each other since a lot of concepts will also function as a category, and the other way
around. When using the term concept we refer to learning a model or an idea of something. For in-
stance when talking about the concept of a house we do not refer to a specific house but to a house
in general. A concept of a house probably has walls and a roof and people live in it. When we use the
term category we do so because we focus on its categorical attributes like we can judge whether a car
port belong to this house category, or not.

In the following section we will elaborate on findings in different field studies that will explain some
of the problems that occur when keeping files in the digital world.

Some of the movements in the area of organizing and categorizing information on a computer have
its offspring in observing how people organize and categorize their files and information in real life
(Barreau & Nardi 1995, Fertig, Freeman & Gelernter 1996, Malone 1983, Lansdale 1988). For elabora-
ted information about organization and categorization see Appendix A.

Thomas W. Malone (Malone 1983) conducted a study were he observed and interviewed how office
workers organize the information in their desks and offices (ibid). He discovered that office workers
organized their information in two different ways. Some organized the information in piles, some in
files. The piles were simply a bunch of papers lying in a pile on the desktop or somewhere else in
the office. Others had their information organized in a system with folders and titles which Malone
referred to as files (ibid).

Office workers used the location of the piles to find the information they were looking for. They
used the spatial location of the piles as reminders of where they had placed their information (ibid).
Barreau and Nardi (Barreau & Nardi 1995) explored that this was not only true when searching for in-
formation in piles. In their experiment they observed users who were to find files on their computer.

3



2. PROBLEM ANALYSIS

They concluded that people also use the spatial information of the files when they look for them in
folders or on diskettes in a computer system (ibid).

The use of the spatial location is so strong that you do not even have to offer the users a visual space
(Fertig, Freeman & Gelernter 1996). The MIT Semantic File System offers a DOS like search were peo-
ple type the name and a direction to find a specific folder. When users use this system they create
their own virtual space when placing their files (ibid). It is possible to create a virtual space in your
mind and still use the location of the files. The use of visual elements1 to support the spatial location
seems to help in recalling the position of a given file (Lansdale 1988).

Another dimension (spatial being the first) that people use, when trying to recall where they placed
their files, is time (Fertig, Freeman & Gelernter 1996, Lansdale 1988, Rekimoto 1999). People are good
at remembering when they worked with a file, therefore a system that supports this could help people
find the files they are looking for (Fertig, Freeman & Gelernter 1996, Rekimoto 1999).

Besides the spatial information Malone (Malone 1983) noticed that the piles served as reminders for
future tasks. The office workers also wanted information that is frequently used to be easily accessed
(ibid). The same goes for elements on your computer such as to-do lists, mails, notepads, newly
downloaded articles etc. which you would like to keep on the top level of the folders on the desktop
(Barreau & Nardi 1995).

Lansdale (Lansdale 1988) mention another reason why people often has documents lying around
on their desk. The reason is either that they do not trust themselves of being able to retrieve the do-
cuments from the folders or because they do not know how to categorize them (ibid).

The problem with keeping information in files is that it takes time to create labels, folder the infor-
mation, and choose the right labels for them (Malone 1983).

Furthermore Barreau and Nardi (Barreau & Nardi 1995) observed that the people, they observed, had
problems retrieving the files they had placed into a deeper categorization (ibid). The reason for this
could be that by categorizing you also cut off some information. For instance, if you have a document
about health insurance you can either store it under health or insurance. If you store it under health
you miss the information about insurance, or if you store it under insurance you miss the information
about health (Lansdale 1988).

Lansdale (ibid) have looked further into a system were you selected different regions of interest in
a hierarchy. In this system people simply made too many mistakes. For instance, selecting the wrong
regions of interest because some of the labels were ambiguous. Also some of the ideas or expressions
come with different names (ibid).

When you cannot remember which category you have placed a file in it is because you failed to recall
the memory of the files’ location. The reason why this happens is because we remember the mean-
ings of events not the details (ibid). We interpret the information in the context we learn it when we
store information in our memory. When we want to retrieve the information we have to think about
things related to the interpretation (ibid). This is why the spatial information, time information, color,
form, and other cues can help us recall where we have placed a file (Lansdale 1988, Fertig, Freeman
& Gelernter 1996, Barreau & Nardi 1995). We do not always remember all the cues about a file or per-
haps the cues were not relevant in the context the file was used. This means that a system based on
remembering all three attributes fails. On the other hand a system where the users only have to rely
on one of the attributes will help the users (Lansdale 1988).

1Form and color.
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2.1. Creation of concepts

Over time memories are forgotten or at least weakened (Eysenck & Keane 2005, p. 215). This means
that a system which totally relies on recall is prone to error. So in order to create a better system we
have to look in other directions. This does not mean that we cannot use the knowledge about recall.
When designing a system the aim should be to design a system that provides the best scenario for
recall hence provide the right cues to enhance recall. The system should also have a logic categoriza-
tion, so when people are searching for the location of a file they most likely look the right place. In
order to figure out how to do so we have conducted a literature study of the semantic memory and
how people create concepts and categorize elements.

So far the field studies have given us an insight about some of the problems and some helpful clues
about what helps people when they are trying to find their files, functions, and other stuff in the digi-
tal world. In the next section we will try to explain how concepts are formed, and how we categorize
items within a given concept. While during so we hope to get a deeper understanding of some of the
problems stated in the previous section and why some elements or attributes help us recall better.
From this study we hope to get information and tools that can help us create better user interfaces.

2.1 Creation of concepts

First we will explain how we can categorize objects from each other. For this purpose we will in-
troduce Eleanor Rosch’s prototype theory (Rosch & Mervis 1975), Jean M. Mandler’s theory about
conceptual categorization (Mandler 2007), and S. Ratneshwar’s work: Goal-Derived Categories (Rat-
neshwar, W., Pechmann & Moore 2001). We will then explain how concepts are created. The percep-
tion part will be explained by James J. Gibson’s theory about visual perception (Gibson 1986). This
theory will be supplied with the studies conducted by Mel Goodale and David Milner (Goodale & Mil-
ner 2006). The cognitive part will be explained by Lawrence W. Barsalou’s perceptual symbol theory
(Barsalou 1999). We will also explain how context can affect the forming of concept. This is done with
the Activity theory by Alexei Nikolaevich Leont’ev (Leont’ev 2002).

One of the most famous theories about categorization is the prototype theory (Rosch & Mervis 1975).
According to the prototype theory categories are build upon the family resemblance between items.
Family resemblance is visual attributes in common with other items (ibid).

Within these categories some items seems to be more prototypical than others. If we take the ca-
tegory "furniture" you are more likely to think about a sofa than a bookshelf hence a sofa is a more
prototypical furniture then a bookshelf (ibid). The more family resemblances an item have with other
items within a category the more prototypical the item is. Prototypical items also have a low family
resemblance with items in other categories (ibid). For more information about the prototype theory
see Appendix E.2.

One of the problems with the original theory is that it only takes the visual attributes into account.
The theory does not exclude that other attributes play a role. They just have not examined other
attributes - as stated:

Family resemblances (even broadly defined) are undoubtedly not the only principle of pro-
totype formation. (ibid, p. 599)

Jean M. Mandler (Mandler 2007) worked with conceptual categorization - how we separate humans
from animals, cars from airplanes etc. Through her study of infants she noticed that when infants
start their concept forming and categorizing of objects they do so according to perceptual attributes
(ibid, p. 745). The perceptual attributes are attributes like form and color, and can therefore be com-
pared to the family resemblance attributes (ibid).
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2. PROBLEM ANALYSIS

She further observed that later on infants learn to categorize elements on behalf of their conceptual
similarities. This could be similarities like what elements can be used for. A saw and an axe can both
be used for cutting down wood. As another example infants can also differentiate between kitchen
stuff and bathroom stuff (ibid). The perceptual similarities and concept similarities melt together
through our language later on (ibid).

S. Ratneshwar (Ratneshwar, W., Pechmann & Moore 2001) conducted a study where he investigated
other attributes than perceptual similarities/family resemblance. The study included 127 undergra-
duate students. The students were asked to rate the similarity of different foods. The participants
judged the similarity of eight pairs of food products. In a test they varied between food categories
with high and low surface resemblance. Furthermore they varied the salience of a shared context like
"things you can eat in your car". Some of the food categories fitted this context, others did not. They
also varied the food categories according to a personal goal of health (ibid).

The food types differed each time in which shared attributes (personal goal, context, surface resem-
blance) they had in common. And also the salience of the context and the health goal differed (ibid).

The study showed that people are influenced by the context, the personal goal and the surface re-
semblance when judging on the similarity of different food types (ibid). For more information about
the study by Ratneshwar see Appendix E.1.

So not only do we categorize based on perceptual attributes we also categorize according to what
Mandler refers to as conceptual similarities (Mandler 2007). But how does this actually work? How
do we transform information about color, shape, context etc. into actually concepts?

Mandler (ibid) has studied how our conceptual system evolves in the first place, how we start to learn
the attributes of a concept on which behalf we categorize it. She has not found a direct answer but
studies have proven that infants pay extra attention to motion and in some cases spatial relations. At
the age of two months infants start to notice whether objects move by themselves or by the action of
other objects (ibid, p. 745).

When forming our conceptual system we start with creating global concepts2. The global concepts
then get subdivided according to spatial information. These subdivisions then get subdivided again
and so forth until our conceptual system is created (Mandler 2007, p. 747).

Even though Mandler’s and Ratneshwar’s studies (Mandler 2007, Ratneshwar, W., Pechmann & Moore
2001) show that elements like perceptual attributes, context, motion, spatial relations, conceptual
similarities play a role in our understanding of the world they do not fully explain how they work
together. Another psychologist named Lawrence W. Barsalou (Barsalou 1999) has come up with a
theory that cover all these aspects.

During perception of an event neurons in the sensory-motor system of the brain capture informa-
tion from the event, and also from the body of the observer. This captured information is known as
perceptual symbols. Perceptual symbols could be edges, colors, movements, heat, pain or spatial re-
lations (Barsalou 1999, p. 583).

The perceptual symbols do not affect a whole object but rather a specific schematic aspect of the
object for instance a shape or a color. If our selective memory focus on a specific aspect of an object
this specific aspect is most likely what we store in our long term memory (ibid, p. 583).

2Rosch refers to this as subordinate categories like vehicles, animals etc. (Rosch & Mervis 1975)
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2.1. Creation of concepts

When a perceptual symbol is stored in our long term memory it is stored in an associate pattern
of neurons, and thereby associated with other perceptual symbols. This gives the perceptual symbols
the opportunity to be activated in different patterns according to different contexts. So the perceptual
symbol patterns can change over time creating new patterns of categorizing objects, and creating new
concepts (ibid, p. 584). For more information about perceptual symbols by Barsalou see Appendix
E.4.

The reasons why the perceptual symbols’ patterns change over time and why categories can change
according to the context is explained with the activity theory. This is because of its underlying basis
in how the interaction between a subject and the environment can influence each other and change
the subject’s activity.

Activity theory by Alexei Nikolaevich Leont’ev (Leont’ev 2002) tries to explain the entire human ac-
tivity system by implicating the history of the individual, culture, motivations and role of the object.
Leont’ev clarifies that the very concept of activity implies an acting subject and an object the activity
is directed towards (ibid). The activity therefore becomes the relationship between the subject and
object. In Leont’ev’s perspective activity is defined when an organism physically seeks objects. For
instance, a plant only needs energy and nutrients in a gaseous or liquid form of metabolism, so the
plant can merely wait for them to accrue to it. It does not need to search (activity) for these living
conditions. When an organism has to search for food material it needs a higher organized activity,
which is object- and goal-oriented (ibid).

So activity is the relation between subject and object, but the relation can be considered as an in-
teraction between the subject and its environment, which mutually influence each other (ibid, p. 25).
In the process of an activity intentional adjusted mental activities are being executed which brings the
organism in contact with objects and conditions which changes the structure of the activity. Thereby
it influence the subject’s sense organs in ways that give information. The structure of the activity is
therefore changes in correlation with the properties of the object and with time experience is accu-
mulated in the organism (ibid).

The terms activity, action, and operation can on a subordinate relational level describe the activity.
These three terms are closely linked to motive, goal and condition (ibid). Human activity is initiated
by the motive, which is based on a need. The actions, which carries out the activity, is controlled by
the goals (ibid, p. 31). So activity and action is linked to what must be done to satisfy the need and the
intentional goals. Operations however, are linked to how it is done and are therefore influenced by
the attending conditions. The goal of the actions can remain the same, while the conditions, which
relates to the operations can change. So, human activity is constituted by a series of actions, which
each independently are controlled by the goals, which is adequate to the motives under the given
circumstances. The actions "what" is being accomplished by operations "how", which are available
under the given conditions.

Activity, whether or not it is interior (e.g.thoughts) or exterior (e.g. physical activity), is mediated and
controlled by the mental reflection of the reality (ibid, p. 93). Things in the object-oriented world,
which for the subject acts like motive, goals and conditions must in someway be perceived by the
subject and imagined, comprehended, located and reproduced by its memory (ibid). This enables
the subject to grasp the object-oriented world. The consciousness is in its immediacy a picture of the
world, which appears before the subject, and includes the subject itself, its actions and conditions
(ibid).

The mental reflection of the reality requires that the subject can collect perceptual information from
the object-oriented world (ibid, p. 102). This sensory representation happens through the sensory
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2. PROBLEM ANALYSIS

fabric of the human consciousness (ibid). This means that the sensory fabric forms the experience
of reality by allocating the subject a conscious "image" of the world, which exist outside the subject
(ibid). Leont’ev presents the term personal meaning to describe the subjective side of the conscious-
ness (ibid). The personal meaning is what reflects and holds its own reality of life and is therefore in
close relation to its motive (ibid, p. 41). Personal meaning regulates and guides the human activity
(ibid).

So humans consciously generate activities in relation to the context. Context can be internal or ex-
ternal. Therefore the context is not just an outer frame for how people behave, but it involves specific
objects, goals, people, settings etc. It becomes part of peoples’ own objectives. For more information
about the activity theory by Leont’ev see Appendix D.

As mentioned earlier the perceptual symbols are schematic of nature, which means that they are not
holistic. The way perceptual symbols are stored in memory makes it possible to separate the colors,
shape, and orientation, but still it is also possible to connect the perceptual symbol components to
form a specific object (Barsalou 1999, p. 584). Neurons in the perceptual system can code informa-
tion qualitatively as long as it is unconscious information. Like coding the presence of a line without
information about the length, position or orientation. This further explains how the perceptual sym-
bols can be coded into schemes (ibid).

It is important to add that perceptual symbols are multi modal in nature which means that the per-
ceptual symbols also come from other sources such as audio. People acquire perceptual symbols
from speech and sounds, from touch, temperature, and texture. Also we acquire perceptual symbols
from proprioception - like movements of objects and body positions (ibid, p. 585).

Another modality that can capture perceptual symbols is introspection (ibid). Introspection can be
divided into three areas (ibid):

• Representational states include the representation of an entity or event in its absence, as well
as construing a perceived entity as belonging to a category

• Cognitive operations include rehearsal, elaboration, search, retrieval, comparison, and trans-
formation

• Emotional states include emotions, moods, and affects

As mentioned earlier perceptual symbols are stored in association with other perceptual symbols.
These associations or relations make it possible to simulate an event. If you for instance study a car
the information about the body, wheels, windows, and doors are stored in accordance to their spatial
location in an object-centered reference frame. More information about the car is added to the re-
ference frame when moving around the car and observing it from different angles or when you look
into the trunk etc. Aspects like the sound of the engine, the movement of the car etc. can be included
into one of these reference frames or schemes. The information concerning the schema of a car can
come from many different experiences with a car. A reference frame like the one in the example just
above is named a simulation (ibid, p. 586).

A simulator contains two levels. The first level is the frame that integrate the different perceptual
symbols. The second is the potential sets of simulations that can be constructed from the frame (ibid).

The simulator becomes equal with what others might refer to as a concept. During childhood you
develop simulators for important types of entities and events. Once you can simulate an event to a
culturally acceptable degree you have an adequate understanding of it (ibid). When a clear concept
or simulator have been created it is possible to decide if a given entity is a member of a given category.

8



2.1. Creation of concepts

If the simulator is not able to generate a satisfying simulation the entity is not part of the category and
will therefore not be stored in the same association as the given category (ibid).

During the development of our language the perceptual symbols are linked with linguistic symbols
and thereby also linked to the simulations. The linguistic symbols develop in the exact same way as
perceptual symbols and whenever you hear or read a word of a concept like "a car" the simulation of
the concept will start (ibid, p. 592).

Once an entity is categorized you can use the knowledge from this category to provide predictions
and thereby further knowledge about the entity. This includes ways of interacting with it. This can
be beneficial when working with a new object. Have you once driven a car you already got a lot of
information on how to drive a truck (ibid, p. 586).

So far we have explained how spatial location plays a big role in how we create concepts because
not alone do we perceive the spatial location of the different elements in the things we see, we also
use it in order to construct our concepts. However the focus in Barsalou’s theory is how our cognition
work and not so much how we perceive the world. Since our focus in this project is on graphic user
interface we have chosen only to cover the visual perception and we do so through James J. Gibson’s
theory about visual perception (Gibson 1986).

Our perception, according to Gibson, is based upon three fundamental elements: medium, sub-
stances and surfaces (ibid, p. 16). The medium is what we move through (e.g. water is the medium for
fish and air for terrestrial animals), and the medium facilitates different kinds of perceptual systems
to evolve. The air for instance makes it possible for different kinds of dispersion of e.g. light particles,
chemical particles, and vibrations, and thereby facilitates the visual, auditive and olfactory systems
(Trettvik 2001, p. 5). The substances are objects we can touch, look at or eat - it is what we have trou-
ble using as medium (ibid). The surfaces is where the medium and substances meet (ibid).

When light penetrates the medium and hits a given substance the light is reflected and is percei-
vable by an observer (ibid). Gibson calls the reflected light for ambient light (ibid, p.4). The ambient
light is therefore a result of the light which is spread in the medium and illuminates the surfaces in
the environment (ibid, p.5). In order for our visual system to make any sense out of light it must be
structured. The environment and its surfaces structure the ambient light. This means that when light
is reflected it has, because of the surface’s layout, a variance in light density, which is specific for the
surface the light is reflected from. Gibson calls this ambient optic array which is considered by Gib-
son to be sufficient for perception (ibid).

In order to perceive the real world it must involve an active observer who is constantly moving his
eyes, head and body relative to the environment (ibid). Even though the constant movement of the
observer results in a constantly changed image in the observer’s retina there is information that re-
mains constant on the retina (ibid, p. 73).

As the observers or the objects move more information becomes available. This is because of the
changes in the ambient optic array (Trettvik 2001, p. 6). Every point of observation is surrounded by
ambient light that is specific for that exact point of observation, and when the point moves (when the
observer moves) the array of the ambient optic changes, or at least some parts of it do (perspective
structure) (ibid). The parts that do not change Gibson defines as invariant and these invariants are
what makes us perceive the world as rather constant even though we move (ibid). This is because the
invariant structure is behind the transformations in the perspective structure and specifies the forms
of the rigid surfaces of objects (ibid). For instance when looking at a cup we see its surfaces. If we
move our head or eyes just a little bit we see the cup from a slightly different angle. This means that a
part of what we are watching has changed, but still we see most of the structure we saw before. This is
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2. PROBLEM ANALYSIS

what Gibson refers to as the invariant parts and from the invariant structure we are able to recognize
an object from the rest of the world. Figure 2.1 illustrates an example of the constant information that
is available of an object (a cup). For more information about Gibson’s theory about visual perception
see Appendix E.3.

Figure 2.1: A schematic illustration of the invariant parts of a cup (Gibson 1986).

When it comes to visual perception it seems like two systems exist. One can be described as the
perception of objects and the other as perception of space (Goodale & Milner 2006). Mel Goodale
and David Milner (ibid) showed that the eyes of a rodent does not simply send input to the superior
colliculus3 and the visual system but in fact the eyes send to at least ten different areas in the brain
(ibid). Each of these areas appeared to have control of its own separate class of behavior (ibid). Their
study showed that the superior colliculus is involved with guiding eye and head movements towards
potentially important visual objects and that another subcortical structure plays an important role in
guiding animals around their environment (Goodale & Milner 2006).

It is argued that the ventral system, which passes from the primary visual cortex to the inferior tempo-
ral lobe is concerned with object identification while the dorsal system, which passes from the visual
cortex to the posterior parietal lobe is charged with object localization. They can therefore be consi-
dered as two separate processing "streams" (ibid).

For investigation of this view Goodale and Milner made series of neuropsychological studies in the
late 1990s with a patient who had severe visual agnosia4. The patient had not only trouble with identi-
fying objects but also with basic discrimination of simple shapes (ibid). In their study they examined
what the patient was capable of and not. It turned out that even though the patient had trouble iden-
tifying or demonstrating the orientation of a slot, the patient could post a card into the same slot
without errors (ibid). Furthermore, the patient could manage to tailer her finger-thumb size in order
to pick a rectangular block without being able to verbally or manually describe the width of the block
(Goodale & Milner 2006, p. 2).

3The superior colliculi is two small bumps above the mid brain, which receive optic tract nerve fibers, that are involved
in processing spatial aspects of visual information and eye movements in the direction of visual attention (Colman 2009, p.
741)

4Visual agnosia impairs the ability to recognize or identify visual images or stimuli (Colman 2009, p. 19).
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2.2. Operationalization of theories

In their later work Goodale and Milner showed what an important role the ventral stream have in
visual memories. Goodale and Milner tested this by presenting a visual object briefly to the same pa-
tient as before after which the object was then taken away. The patient was then asked, a few seconds
later, to pick up the object as if it was still there (ibid). The experiment showed that the patient com-
pletely failed the task. The patient was not capable of tailoring her finger-thumb separation when the
patient reached out and tried to pick up the object, that was briefly shown (ibid, p. 3). This outcome
was contrary to the normal situation of grasping a visible object where the patient was capable of
tailoring her finger-thumb separation perfectly (ibid). This is explained by the patient’s lacking pos-
sibility of perceiving the dimensions of the object in her consciousness. Therefore the patient had no
working memory of the concerned object.

It is therefore safe to claim that the ventral stream plays an important role when acting on our vi-
sual memories. As oppose to the dorsal stream, which seems to have no visual memory, the ventral
stream allows us to use vision "off-line". It connects the past with the present (ibid). It is however sug-
gested that even though the dorsal stream does not have a visual memory, the visio-motor activities
do benefit from experience, and being well-honed by practice the visually guided actions becomes
more automatic (ibid).

Even though Goodale and Milner’s and others’ work does not show how the two streams are work-
ing together, their work clearly present the idea of the dissociation of the visual system. For more
information about Goodale and Milner’s studies see Appendix C.

2.2 Operationalization of theories

To sum up we have first examined field studies about people trying to organize their files, function,
and information and how they found their files this either in an office environment or in a graphic
user interface (Barreau & Nardi 1995, Fertig, Freeman & Gelernter 1996, Lansdale 1988, Malone 1983).

The field studies have shown us that form and colors along with the spatial location help us remember
where we have placed our files. These findings is found to be grounded in our conceptualization and
have been explored by Rosch (Rosch & Mervis 1975) and Mandler (Mandler 2007). The field studies
also showed that context plays a big role for recall and that when categorizing files it is hard to name
the files. The attributes, which are focused on, vary. Thereby giving a file a name that fits all attributes
can be hard. The reason for this has been explained through Ratneshwar’s studies (Ratneshwar, W.,
Pechmann & Moore 2001).

So these psychologists have shed light upon why these above mentioned aspects help and give trou-
ble when it comes to recall. They do so through their exploration of how we form concepts. The only
problem is that they do so through none-connected theories. This is the reason why we have brought
Barsalou’s theory about perceptual symbol system into the picture (Barsalou 1999). When connected
with the activity theory (Leont’ev 2002) the perceptual symbol system explains how form, color, and
spatial location are connected. When forming our concepts the activity theory shows how it is possi-
ble to focus on different parts of these aspects in different situations. The activity theory explains why
different contexts are priming the conceptual system to focus on different aspects. Finally we added
theory about the visual perception to better understand what we perceive when looking on a graphic
user interface.

Now that the mechanisms and theories behind conceptualizing and categorizing are explored how
do we use this to our benefit in order to create a better structural system?
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2. PROBLEM ANALYSIS

If we look at the known systems using the desktop metaphor5 we see elements like folders, text do-
cuments, image files etc. located on a flat desktop. Even though the different types of objects looks
different the same type of objects look exactly the same. You cannot distinguish one folder from an-
other folder besides by looking at the label. The Windows 7 desktop is shown on Figure 2.2.

Figure 2.2: Picture of the Windows 7 desktop.

From the desktop you can enter the folder structure. The folder structure is a tree like structure
placed on a flat desktop. From the first folder you can enter other folders located in the folder which
again have folders located inside themselves. Apparently you can create an infinite number of folders
within each other.

In a desktop system it is possible to place objects in different locations. The problem is that the sup-
port for the perception of the spatial dimension is not very good. The perception of spatial dimension
somehow exists, when placing the file in one of the main folders placed on the desktop but when you
enter the folder structure the spatial dimension becomes really abstract. The thought about having
infinite folders within folders makes no sense at least in the physical world. Another problem is that
we cannot distinguish one folder from another because they look exactly the same. So how do we
know which one to pick? The only way we can distinguish the folders from each other is by the spatial
location. If for instance you have two subfolders they will be identical only because the folders are at
fixed locations. The only difference is the number of folders in the subfolders but even this can be the
same. On Figure 2.3 an example of two identical subfolders is shown.

5In this example we look at the windows 7 desktop but we believe that most of the claims made about this desktop also
goes for almost every user interface that uses the desktop metaphor.
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2.2. Operationalization of theories

As stated in the perceptual symbol system theory we organize items according to their spatial loca-
tion. This is further elaborated in the article: "Spatial symbol systems and spatial cognition" (Freksa
et al. 1999):

Neural representations resulting from perception are often organized in sensoritopic repre-
sentations, that is, according to spatial structure manifested in the perceived configuration.
As entities are perceived in spatial relation to one another (ibid, p. 615)

The default wallpaper of the desktop is very uniform. The information about the spatial location from
the wallpaper is very limited. The information we get about the location of the different folders we get
from the interrelationship between the folders. Again we have the problem with the identical folders.
Remembering in which folder you placed your file is like remembering a black dot on a white wall
with ten black dots surrounding it.

The visual environment in a desktop only support a two-dimensional space. As mentioned in Gib-
son’s work (Gibson 1986) the information for perception is information that remains invariant while
an observer moves through the environment (ibid). Since there is no spatio-visual information avai-
lable when the observer "moves" into the folder the perception of actually moving into the folder does
not exist, and is limited to an abstract metaphorical idea not supported by your visual system.

This leads to our first hypothesis:

In a system that supports the objects’ spatial locations in a perceived three dimensional space, peo-
ple will be better at recalling and finding the objects located in the system

When starting at the desktop you can enter one of the folders on the desktop. Afterwards you can
choose to either go further down into a folder located in the folder or you can go back. When you
have entered the next folder you can again choose either to go deeper into the structure or you can go
back to the previous folder. If you want to go to a folder located right beside the folder you are located
in, you will first have to go back and then select the side-folder. Figure 2.3 shows how you navigate
through folders. If you are located in folder B you have to go back to folder A to enter folder C.

Folder A

Folder A

Folder B

Folder B

Folder C

Folder C

Figure 2.3: The figure shows how the navigation through folders work. Folder A is located on the desktop. From folder A you can enter
subfolder B and C.
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2. PROBLEM ANALYSIS

As stated in the beginning of this chapter a system which only relies on recall is prone to error. So
even with the greatest support from the spatial location we still expect that people make mistakes,
sometimes people will go to the wrong folders. If people organize their files on their computer the
way they categorize items from each other in a hierarchical structure like the one presented by Rosch
(Rosch & Mervis 1975) and Mandler (Mandler 2007), then the best place to look next is probably in
the side-folder. Therefore a system should allow access to the side-folders.

This leads to the second hypothesis:

A system that allows moving to side-folders will shorten the route to the file they are searching for

If you allow more routes to travel by in a system it will also become easier to get lost, and since peo-
ple already loose track of their location in the desktop folder system more information about your
location in the system is needed. An article by Jonnah Park and Jinwoo Kim (Park & Kim 2000) have
shown that if you are offered contextual information about your location in a system it will increase
your performance (ibid). By comparison to the real world contextual information is all around us.
The visual perception for instance gives us vital information about where we have been, where we
can go, and where we are in correlation to our surroundings. Contextual information in a folder sy-
stem could therefore be information about the surrounding folders.

This leads to the third hypothesis:

A system that gives contextual information about your location in the system will give you a better
overview
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Chapter 3

Methods

In this chapter we will cover the methods we are using to answer our three hypotheses:

• In a system that supports the objects’ spatial locations in a perceived three dimensional space,
people will be better at recalling and finding the objects located in the system

• A system that allows moving to side-folders will shorten the route to the file people are searching
for

• A system that gives contextual information about your location in the system will give you a better
overview

In order to investigate the hypotheses we will first create two prototype systems that the test subjects
can interact with. One control system and a system that enhance the spatial perception and support
navigation.

We will use an empirical-analytic approach (Kjørup 1997, p. 155-156) where we will see if the ma-
nipulation of the system will give an effect. This will be done by using Inferential statistics. Inferential
statistics tell us whether the experimental hypothesis is likely to be true. Within most research there is
an inherent prediction that the researcher has made. This is called the experimental hypothesis. The
experimental hypothesis states that an experimental manipulation has an effect. The null hypothesis
states that the experimental manipulation does not have an effect (Field & Hole 2003, p. 141-142).

When testing the hypotheses we work with probabilities. We calculate how high the probability is
that our hypothesis is true and the null hypothesis can be rejected. As a threshold for when some-
thing is true we have the 95% confidence interval. When we are 95% certain that something is true
we accept it as being so (ibid).

When being 95% confident there is still a small chance that we are wrong. We can either believe
that there is a difference between two groups when there is not or we can believe that there is not a
difference between the two groups when in fact there is (ibid, p. 149-150).
So we cannot be a 100% sure if something is true, but we can say that it is most likely true.

Besides using the quantitative research methods, we will also introduce some qualitative research
methods. As stated by Ole Riis (Riis 2005):

We need both forms of information. Therefore it is not a question about which method to
use but a question about how we can combine them. (ibid, p. 203)

We might be able to discover differences in the use of the two systems with inferential statistics but we
probably will not be able to tell why and how these differences occurred. To that purpose we will use
observations of the users’ interacting with the systems and furthermore we will conduct an interview
to try to make them describe how they experience the system. This is done both in order to answer
our hypotheses but also in order to raise the validation of the result from the inferential statistics.

The interview will be a qualitative research interview (Kvale 1997, p. 40). The purpose of the qua-
litative research interview is to understand the interviewed person’s relation to the world and what
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the person experience within a given topic. The interview should aim at getting uninterpreted de-
scriptions of the topic of the interview. It is important that the interviewer is open to unexpected
openings in the interview and is able to explore the new directions the interview can take when it is
useful to the topic. Therefore the interview can not be too structured but be able to grasp the different
perspectives within the topic (ibid, p. 40-45).

The interview will be a semi-structured interview which means that we will have prepared template
questions regarding the present topic. The questions are however not fixed and can be changed dur-
ing the interview. This gives us the possibility to ask in-dept questions to get more elaborated answers
(ibid, p. 133).

Observations in a qualitative study are very flexible. The facilitator can shift focus as he pleases
and get details about unforeseen data sources. By using observations the facilitator gets informa-
tion about the test subjects’ way of interacting with a given system. We see what the test subjects
do instead of them telling us what they did or are about to do. A problem with this is that the mere
present of a facilitator can change the way the test subjects interact with a system. A recording item
could have the same effect. There is a risk that instead of focusing on the given task the test subject
focuses on the recording device (Leedy & Ormrod 2010, p. 147).

As already mentioned all three hypotheses involves creation of a software system, and in order to
compare such a system with the present systems, we had to construct it, or at least be able to simu-
late such a system. Therefore we created a prototype system and a control system. Details about the
construction of the prototype system and the control system can be found in the next chapter.
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Chapter 4

Prototype systems

We wanted our prototype system to better enhance the perception of working in a space. In order
to do so we needed to implement a metaphor from the real world that actually supports a person
moving around in the environment. Another issue is that in the current desktop system you have the
opportunity to create infinite folders. The possibility to create infinite storage places for your files
gives the user freedom. However, in the folder example you end up with folders located in folders.
The problem is that it is hard to support such a function without creating something very abstract
with a bad mapping to the real world and thereby create something that does not correspond well
with human cognitive skills. Rune Nørager and Johan Trettvik further elaborate this by saying:

Human cognitive skills are to different degrees however very rigid and dependent on certain
regularities that reflect the physical world. This makes sense since the human brain has
evolved to exploit the dynamics of the physical world (Nørager & Trettvik 2007).

In order to support the involvement of properties that enhance the perception of spatial sensation it
can be stated that the brain uses rather low-level cognitive processes when dealing with orientation
in an environment (Velichkovsky 1990, p. 4).

A lot of other problems exist when trying to map the real world to the digital. They occur because
the computer carries out operations that do not correspond to operations in the real world (Freksa,
Barkowsky & A. 1999). Therefore the mapping most be designed in a sensible way. The user must be
able to see the relationships between the perceived system and the concept which is mapped from
the real world (Norman 2002). This can be achieved by using a metaphor that can be simulated by
computer operations in accordance with the mapped concept (ibid).

We decided to use a house as the prototype system’s metaphor because it offers perception of a three
dimensional space. As it is stated in the article "Intuitive user interfaces":

"It is possible to display the affordances of "scenes" as explorable rooms or places in a space,
of walls as obstacles, openings in walls as passages to other scenes." (Bærentsen 2001)

Another reason for choosing the house metaphor is because it allows the construct of infinite rooms
in which you can store your files.

The house contained ten rooms. First a lobby that corresponds to the desktop. From the lobby there
was access to three other rooms and from each of these three rooms the user could enter additional
two rooms. We designed the rooms of the house in Google SketchUp (Google 2012), which is a 3D
content creation software1. Each and every room consists of a ceiling, floor, three walls and the rel-
evant doors. The colors on the floor and walls vary. All the rooms have different kinds of colors on
the walls so it was possible to distinguish the rooms from each other on the basis of the colors. The
colors on the floors only vary in correlation to the three levels of depth in the system. This means that
the color on the floor in the lobby is one color, the colors of the floors in the three rooms you enter
from the lobby are a second color, and the colors of the floors in the six outer rooms are a third color.
Figure 4.1 shows how the lobby was designed.

1For more information about Google SketchUp visit http://sketchup.google.com
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Figure 4.1: The lobby consists of three doors where each door connects the lobby to three separate rooms.

After the rooms were designed in SketchUp, an image of each room was exported from SketchUp to
a user interface prototyping tool named ForeUI2 (EaSynth 2012). In ForeUI we created each image of
the rooms into pages which made it possible to create a connection between the pages by adding ac-
tions. The actions define the interactive behavior of the prototype. An example of an action could be
the switching between pages e.g. from the lobby page to a room page which is executed by a mouse
click.

From each of the rooms it was possible to navigate to other rooms by clicking on the doors. We imple-
mented an animation when entering the doors. The purpose was to give the users a visual perception
of actually moving into the rooms. We added an arrow pointing backwards. When clicking on it you
go back to the previous folder. Furthermore we added doors into "side-rooms". In the structure of the
folders in the desktop it is not possible to step to the side folders. The reason why we wanted people
to be able to enter the side-folders in our system is that we believe that the objects in a side-folder
is just as closely related to the objects in the folder as the root folder. Therefore if people do not find
their objects in the folder the next place they will look is most likely the side-folder.

Besides supporting recall we also wanted the system to help the user to a better navigation. As stated
earlier Jonnah Park and Jinwoo Kim (Park & Kim 2000) have shown that if you are offered contextual
information about your location it will increase your performance (ibid). In the article: "Spatial sym-
bol systems and spatial cognition" (Freksa et al. 1999) it is suggested to use a map as a metaphor in
graphical user interface. A map represents a structure in spatial analogy to the world it represents and
thereby the things on the map are perceived in spatial relation to each other (ibid). The only problem
with a map is that the mapping becomes symbolic instead of direct. You do not see a room as it is, you
see a symbol for the room as stated earlier this does not support the basic human cognitive abilities
(Nørager & Trettvik 2007). Despite the symbolic nature of a map we still believe it is a good solution to
provide contextual information about your spatial location and it is even doing so through the use of
spatial relations. For this reason we decided to use a mini-map in order to provide contextual infor-
mation. The mini-map showed the ten rooms in the house and in which room the user was located.

We also created a control system. We wanted the control system to look like a common folder sy-
stem. We wanted to build a control system instead of just using one of the existing systems. The
reason was that the prototype system would have some limitations compared with the existing folder
system like that you cannot interact with the files in the system and there are no labels available. We
did not want the system to look directly like an existing system because that might have effected peo-

2For more information about ForeUI visit http://www.foreui.com/
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ples’ opinion about it and their skills in navigating in it.

By avoiding labels in both systems we made sure that it was not too easy to find the relevant albums
by reading the labels. Furthermore, when using labels the brain uses rather high-level cognitive pro-
cesses when dealing with the semantic memory. Velichkovsy (Velichkovsky 1990) put it this way:

"[...] semantic memory or learning by restructuring, are from the realm of higher symbolic
co-ordinations. " (ibid, p. 4).

So a system that is based on involving the rather low-level cognitive processes would be preferred.

We build the control system in ForeUI just like the prototype system. The root of the control system
was a screen where three identical folders were shown beside each other. It was possible to enter the
folders by double clicking on them and inside each folder another two folders were located. We also
added an arrow that could be used to go back. In Figure 4.2 the start site of the folder system is shown.
Both the systems can be found in Appendix H.

Figure 4.2: From the start site the users can go to one of the three folders.

Both the control system and the prototype system had to contain the same objects. The most obvi-
ous choice might have been some kind of text file for this purpose. However, we believe that people
sort their text files according to their content or according to their history with the text file like when
it was created and when it was used etc. In our systems you do not get the opportunity to interact
with the text files and therefore probably would have a hard time remembering and separating them
from each other. Instead we choose to use music albums. The reason we choose music albums was
that there are a lot of different attributes you can categorize the albums by. This could be genre, year,
band/solo etc. Also by choosing albums we were able to show the visual differences by adding a pic-
ture of the album.

In order to categorize the albums and in order to decide in which folders/rooms the albums should
be located we decided to conduct a study using card sorting. We used card sorting because it is useful
when the purpose is to find the categories people use (Rugg & McGeorge 2005). We might just have
randomly placed the albums in the different rooms/folders in the systems since we do not think this
could directly have an impact on our hypotheses. The reason why we choose to do card sorting any-
way was because we believe that people use information about how things are grouped together in
the different rooms/folders to remember was their files are placed in a real graphical user interface
and we wanted our systems to be as ecological as possible.

Four participants participated in the card sorting study. The participants were not recruited by any
particular requirement but they did however consist of two males and two females who were between
27 and 50 years old. We wanted the participants to have an average knowledge about music to make
sure the categorization was not an effect of the participants being either expects or novices. There-
fore we asked the four participants before the study to rate themselves on a scale from 1-10 - 1 being
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very limited knowledge about music and 10 being very great knowledge about music. The partici-
pants rated themselves between 3-6 which means that none of them could be seen as experts neither
novices.

The study was conducted in a room with a white board placed on a table next to 63 cards. There
was a picture and a label of an album placed on each card. The cards were spread so all of the cards
were visible to the participants. The participants were told to place the albums in three groups. It was
up to the participants to decide by which attribute the albums should be categorized. An example
was used to make sure they had understood the task. After they had created the three groups they
were told to divide each group into two new groups if there were any of the albums that did not fit
the two new categories they were allowed to leave them out. In Figur 4.3 a picture of the card sorting
session is shown.

Figure 4.3: The picture shows the four participants in the middle of the card sort.

From this card sorting we received a categorization that matched the folder/room system we wanted
in the prototype system and the control system. At first level three different folders/rooms are acces-
sible and from each of these folders/rooms another two folders/rooms are accessible. The albums
were then placed in folders/rooms according to the categorization made by the participants. The al-
bums, the participants were not able to categorize in the second categorization round, were placed
in first level folders/rooms according to the first round of categorization.

In the first round the albums were categorized according to genre, the first group contained "pop"
the second "rock" and the third was "others". In the second round "pop" were divided into "bands"
and "soloists", "rock" were divided into "soft rock" and "heavy rock", and "others" were divided into
"danish" and "foreign".
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Chapter 5

Experiment

The purpose of the experiment was to investigate our three hypotheses by giving the test subject an
understanding of the interaction of our system compared with a system using the desktop metaphor.

40 test subjects who were all students on Aalborg University participated in the experiment. 22 men
and 18 women. The experiment was conducted in a lab. The test subjects were to sit next to a table
with a PC and an eye tracker located on it. The experiment was conducted by two facilitators. One
facilitator gave the necessary information to the test subjects. The other facilitator started the proto-
type and eye tracker and made note of the test subjects’ statements during the interviews and their
performance.

The experiment was a between subject design. The independent variable was the prototype and the
control system. Each participant was only interacting with one of the systems. The screen and where
the participants were looking, were recorded by the eye tracker. This information was used to figure
out how many mistakes they made when trying to recall. It was also used to track their movement
through the graphical user interface and to see if they were looking at the mini-map. A dictaphone
was used to record the interview so it was possible to analyze the qualitative data. The facilitator used
another computer to note the test subjects’ statements during the interviews and their performance.
The dependent variable was how many mistakes they made, if they used the mini-map or not and if
they used the possibility of going to a side-folder when needed. In Figure 5.1 a schematic drawing of
the test setup can be found. Figure 5.2 is a picture taken during the experiment.

Facilitator

Computer

Screen

Eye tracker

Test subject

Facilitator

Computer

Figure 5.1: A schematic drawing of the test setup used in the experiment.
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Figure 5.2: A picture taken during a session with a test subject.

5.1 Procedure

First the test subjects were to sign a declaration of statements1. Afterwards the test subjects received
instructions about the experiment2. Then they were asked to rate their knowledge about music. Af-
terwards the eye tracker was calibrated. The test subjects were given three min. to interact with one
of the systems to learn how to navigate and see where the objects were located in the system. The
reason for this was that they needed to see the position of the objects otherwise they would not be
able to recall the objects’ position. Another reason why the test subjects were given three min. to
try the system was that they probably had experience with a system that looked like our control sy-
stem. We did not want that to effect the results. By giving them this training with both the systems,
we hoped to minimize the effect of their past experiences. After the three min. they were asked to go
back to the start point of the system. Next they were given the first of ten tasks. The task was to find a
specific object in the system. When given the tasks they received a picture of the album with a label.
When they had found the object, they were given the next task. When they had finished the ten tasks
they were interviewed. After the interview they were done with the experiment. Figure 5.3 shows the
pictures of the concerned album covers that were used in the ten tasks.

1All the declaration of statements can be seen in Appendix H.
2The verbal instructions can be seen in Appendix G.

22



5.2. Pilot studies

Figure 5.3: The pictures of the album covers were presented in order from left to right as shown in the figure.

5.2 Pilot studies

Before the experiment we performed some pilot studies. The pilot studies were done ad hoc and were
not documented. The pilot studies helped us to secure the tasks were not too easy and not too hard.
If the tasks were too easy we would not see any errors, and if it was too hard the test subjects might
have gotten frustrated and failed to finish the tasks. We regulated the difficulty by adding or removing
folders and music albums.

Another reason for running the pilot studies was to figure out how long time the test subjects needed
to learn the location of the music albums. With less than three minutes the test subjects felt like they
had to stress and with more than three minutes the test subjects would just be waiting for the time to
run out.

Furthermore we conducted some pilot studies in order to make sure that the procedures in the ex-
periment were working correct.

5.3 Questionnaire

The test subjects were asked one question before the experiment and five questions after. The test
subjects were asked to rate the system they interacted with. In all questions the test subjects were
told to rate themselves by making a mark on a line. The line was representing a scale was the end
points were labeled. The questions were asked this way in order to produce data on a continuous
interval scale. An interval scale has equal units of measurement and its zero point has been establi-
shed arbitrary (Leedy & Ormrod 2010, p. 26). By using labels (if used correct) it is more likely that
the test subjects will think of the intervals of having equal distances among its points. In order to use
statistics that uses addition or subtraction the data needs to be measured on an interval scale (Leedy
& Ormrod 2010, p. 27).
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The first question asked before the experiment was:

How much do you know about music? (do you know many artists, hits, and albums?)
The end labels were: not very knowledgeable about music - very knowledgeable about music

Since we used music albums the knowledge about music might have helped the test subjects to per-
form better. Therefore we asked this question in order to be able to check for a difference in music
knowledge between the two groups.

Below the five questions from the questionnaire are listed:

How easy was it to remember the location of the albums?
Very easy - Very hard

If it, for some reason, was not possible to measure how many mistakes the test subjects made we
had the possibility to use their rating instead. This would only measure if they felt like it was easier to
remember the location of the albums.

How satisfied were you with the efficiency of the system?
Very unsatisfied - Very satisfied

Even if the test subjects made fewer mistakes with the prototype they might not find it more efficient.

How good were your overview of where you were located in the system?
Really bad overview - Really good overview

This question was used to investigate if the mini-map had improved their overview.

Did it feel like you were psychically moving around in the system?
To a very low degree - To a very high degree

This question was asked to help us determine if the users had perceived the spatial dimension of
the system.

How satisfied were you with the system in general?
Very unsatisfied - Very satisfied

This question was asked to see what their general opinions of the systems were.

24



5.4. Interview

5.4 Interview

The six questions were followed by a semi-structured interview (Kvale 1997, p. 133). The purpose of
this interview was to clarify if the prototype system really did support spatial perception, if they un-
derstood how to use the side-folders and if they used the mini-map. The interview was used to cover
aspects that could influence the results. This could be if they had misunderstood something or if they
had any past experiences with categorizing music.

Before the experiment we prepared an interview guide (ibid). The interview guide consisted of the
topics we wanted to cover and potential questions we could use to extract information from the test
subjects about the topics. Since this was a semi-structured interview the questions were not fixed and
could therefore change during each interview.

Interview guide

First we created a list of topics we wanted to cover with the interview. Afterwards we added potential
questions to each topic.

1. Did they perceive the spatial dimension in the system? And did they use it to remember the
position of the music albums?

2. Did they use the colors of the rooms and floors to remember the position of the music albums?

3. How much information about the categorization did they use and understand?

4. Did they use the side-doors? Did it help them? Was it intuitive?

5. Did they use the mini-map? And when did they use it? Did it help them from getting lost?

6. Did they have any former experience with categorizing music?

1. Did they perceive the spatial dimension in the system? And did they use it to remember the po-
sition of the music albums?
The reason why we wanted to investigate this topic was that we thought it could shed light upon
whether they perceived the prototype as more spatial and if they used this spatial dimension to re-
member the location of the files. This would of course also be covered by the question about if they
felt like they were moving around in the system, but we thought more questions about this could fur-
ther validate our result.

The prepared questions were:

How would you describe the system?
-try to describe the items in the rooms?
-where were the items located?

Which technique did you use to remember the location?

2. Did they use the colors of the rooms and floors to remember the position of the music albums?
This topic was used to cover if they had used things like color of the rooms to remember the location
of the music albums.

The prepared questions were:

Did you pay attention to the colors of the walls and floors?
-Did you see any system in the way the walls and floors were colored?

25



5. EXPERIMENT

3. How much information about the categorization did they use and understand?
This topic was investigated for two reasons. The first reason was that we wanted to know how much
of the categorization the test subjects had guessed and used. The other reason was that we wanted
to secure that the differences we might find was not because of a better insight in the categorization
compared to the insight in the categorization in the other group.

The prepared questions were:

Did you see any system in the way the music albums were placed?
-How do you think the music albums were categorized?

4. Did they use the side-doors and did it help them and was it intuitive?
This topic was included in order to investigate hypothesis two. To figure out if the test subjects had
used the side-doors, if they were easy to use and if they had helped the test subjects.

The prepared questions were:

Did you use the side-doors in the system?
-Did you know where you were in the system when you had used a side-door?
-Did it help you to use the side-doors?

5. Did they use the mini-map? and when did they use it? Did it help them from getting lost?
This topic was included in order to investigate hypothesis three. We wanted to supply our observa-
tion data from the eye-tracker with information about what purpose they used the mini map for and
if it prevented them from getting lost.

The prepared questions were:

Did you use the mini-map located in the lower right corner?
-Did it help you to navigate through the system?

6. Did they have any former experience with categorizing music? This topic was used to figure out
how much experience the test subjects in each group had with categorizing music on their computer.
The reason for this was that this might have had an effect on the result if this was not balanced be-
tween the two groups.

The prepared question were:

Do you have any experience with categorizing music on your computer?

5.5 Eye tracking

The eye tracker was included in the experiment because we wanted to be able to review the test sub-
jects’ interacting with the two systems. This was done for the purpose of being sure the correct num-
ber of errors were noted for each test subject. And also to confirm whether or not the test subjects
were actually using the side-doors and mini-map. For elaborated information about the eye tracker
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and its functionality please see to Appendix F.

The eye tracker used in this study was the X120 Eye tracker manufactured by Tobii Technology3 (Tobii
2012a). Figure F.3 shows a picture taken of the Tobii X120 Eye tracker.

Figure 5.4: The X120 Eye tracker from Tobii.

The X120 Eye tracker is a stand-alone eye tracker unit which was mounted in a fixed position beneath
the screen during the experiment. The eye tracker is capable of displaying where a person is looking,
how long a person is looking, and in what sequence a person is shifting eye location. To track the eye
movements the eye tracker captures the reflection of the user’s cornea and center of the pupil with
an infrared camera and its associated image software called Tobii Studio. The eye tracker’s frame rate
was in the experiment set to 120 Hz, i.e. the system will register 120 data points pr. second or every
8.3 ms (ibid). The frame rate could either be set to 60 Hz or 120 Hz. The frame rate of 120 Hz was
selected because it would provide twice as many data points and thereby be more precise.

In order to track the eyes’ movements most accurately a calibration process is needed. The calibra-
tion procedure is done by displaying a dot on a screen which the user must gaze upon for a certain
amount of time. The tracking system can record the relationship between the center of the pupil and
the corneal reflection as corresponding to a specific x,y coordinate on the concerned screen (Poole &
Ball 2005, p. 3).

In order to visualize the fixations of eye movements they are illustrated graphically (Tobii 2012a).
These graphical fixations are represented by dots, where the larger dots indicate a longer time of fix-
ation. The saccades are indicated by lines between the fixations. In this study the time limit of the
minimum length of a fixation was set to 60 ms which is set as default value by Tobii Studio (ibid). Thus
fixations that have a duration under 60 ms will not be classified as fixations or graphically represented.
Even though several studies have shown that 100 ms is appropriate for most eye tracker studies (Tobii
2012b), we estimated that the value of 60 ms was a proper time duration to gather information about
the test subjects’ fixations. This is because it is possible for viewers to gather information from fixa-
tions under 100 ms. In a study by Keith Rayner (Rayner et al. 2009) it is demonstrated that viewers can
acquire information to understand the gist of a scene in just 40-100 ms (ibid). Therefore by setting
the value to 60 ms, we secured that more information about the test subjects’ fixations was collected
by the eye tracker. It has however been considered that there might be a risk of information getting
lost by neglecting fixation with length under 60 ms, because the test subjects could have fixated upon
places as the mini-map e.g. in a duration of 40 ms.

3For more information about Tobii Technology visit: www.tobii.com.
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In Tobii Studio it is possible to view the eye tracking session with a screen capture of a test subject
(ibid). This makes it possible to review the whole session with the possibility of deeper analysis and
at the same time be able to see what the test subject looked upon in the session in terms of fixation
points (ibid).

Another useful feature in Tobii Studio is the gaze plot. The gaze plot feature displays the eye move-
ment sequence, order, and duration of gaze fixation. The gaze plot makes it possible to see a specific
part of a session or the entire session with the fixation dots. The dots are labeled with numbers, so the
exact order of fixation points is possible to see. An example of a gaze plot can be seen in Appendix F.

5.6 Evaluation of the experiment

In this section we will evaluate the experiment and the two systems based on our observations during
the experiment.

In general the test subjects had no problems with following the verbal instructions. The tasks were
not too easy neither too difficult. The amount of time the test subjects had to interact with the sy-
stems seemed to be appropriate. However there were one test subject who failed to finish the tasks
and the facilitator had to give verbal cues in order to help the test subject. Somehow the test subject
must have misunderstood the tasks or how the system worked. Therefore in the further analysis we
payed extra attention to this test subject.

As our independent variable we used two different systems - a control system and a prototype system.
However, in the prototype system we both introduced a new way of representing a folder system, a
mini-map, and side-doors. The problem with introducing all three elements in one system is that
they might effect each other. This could have been avoided by making a system for each of the new
features we introduced. However, each of these systems would also require a control system of their
own. This would require six different systems and if we wanted the same amount of observations for
each system it would mean that 120 test subjects were needed.

We implemented side-doors in the prototype system in order to test our second hypothesis. We were
considering if this could effect the results of the first hypothesis. However, we came to the conclusion
that the side-doors would not have any effect on how many mistakes the test subjects made since the
side-doors are not making it easier to recall the location of music albums. It is just making it easier to
get to relevant albums.

In order to test our third hypothesis we added a map in the prototype system. This map could ac-
tually have affected the number of errors the test subjects made in a positive direction, but a map is
a symbolic way of showing elements’ location in spatial relation. So it can be seen as a tool that uses
the spatial locations to help the users. This does not conflict with the statement of our first hypothesis.

The design of the prototype system with the rooms instead of folders etc. might have been enough to
enhance the test subjects’ overview. It cannot be completely denied that this could affect the results.
Therefore we asked the test subjects about their use of the mini-map. Furthermore the eye tracker
made it possible to observe if they used the mini-map or not.

The prepared questions helped us to shed light upon the topics we wanted to explore. However, we
did have some problems with clarifying if the test subjects saw the prototype system as more spatial
than the control system. When asked to describe the systems they started to evaluate attributes like
the usability instead. This made it really hard to evaluate if they had perceived it as spatial or not.
Even when rephrasing a few times it was still not all test subjects who answered the question in the
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intended way. However, we could not have asked in other ways without starting to lead them to the
answer.

After the experiment we checked the screen captures from the eye tracker, and we noticed that some
of the recording files were corrupted. These recordings could therefore not be played. This was un-
fortunate but there were not much we could have done different in order to prevent this from hap-
pening.
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Chapter 6

Results

In this chapter selected results from the experiment will be presented, followed by the statistical cal-
culations of these results and a description of the used statistics. Later the qualitative data which
provides information about the topics we have identified in the interview guide will be presented.
All the quantitative and qualitative results from the experiment can be found in Appendix H in its
original form.

6.1 Presentation of data

Regarding the first hypothesis Figure 6.1 shows a data chart of how well the test subjects performed
the tasks in the prototype system. The chart shows how many errors each test subject made in every
single task, the total number of errors of each test subject, and the overall number of errors in the
prototype system. The errors is defined as when the test subjects went into the wrong room to find the
concerned album. However, the counted errors does not implicate the situations where test subjects
used the side doors as a shortcut to find the relevant album.

1 2 3 4 5 6 7 8 9 10
1 1 1 2 4
3 1 4 1 1 7
5 1 1 2
7 1 1 2
9 1 1 1 1 1 5

11 6 2 1 1 3 1 14
13 1 1 2
15 1 1 1 1 4
17 2 1 1 2 1 7
19 4 4
21 1 4 1 1 1 8
23 1 1 2
25 0
27 5 3 1 1 1 1 1 13
29 1 3 4
31 2 1 5 1 9
33 1 1
35 1 1 2 4
37 2 4 15 6 8 3 4 42
39 1 1

135

Sub/Task Errors pr. sub.

Errors total

Figure 6.1: The data chart shows how many errors the test subjects made in the prototype with the house metaphor when performing the
tasks.
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Figure 6.2 shows a data chart of how well the subjects performed the tasks in the control system. The
chart shows the number of errors each test subject made in the respective tasks, the total number
of errors of each test subject, and the overall number of errors in the control system. The errors the
subjects made are defined as when the test subjects went into the wrong folder to find the relevant
album.

1 2 3 4 5 6 7 8 9 10
2 2 5 2 1 10
4 1 1 1 3
6 1 1 4 6
8 1 3 6 1 2 13

10 6 2 2 1 1 12
12 7 1 1 1 1 11
14 1 1 2 4
16 2 1 1 4
18 3 7 1 1 1 1 14
20 4 1 1 2 1 9
22 1 2 1 4
24 4 1 1 1 5 12
26 7 1 4 12
28 0
30 7 4 1 5 17
32 2 3 1 1 1 2 1 7 18
34 1 1 1 1 1 5
36 1 1
38 1 1 1 3 6
40 6 3 1 1 4 6 3 24

185

Sub/Task Errors pr. sub.

Errors total

Figure 6.2: The data chart shows how many errors the test subjects made in the control system when performing the tasks.

The data for our second hypothesis is shown in Figure 6.3, which is a chart over whether or not the test
subjects used the side-doors in the prototype system. The test subjects were asked if they used the
side-doors. In order to be sure the test subjects actually used them it was necessary to see the screen
captures of every single test subject. In the process of viewing the screen captures it was discovered
that three screen recordings were corrupted. Therefore it was not possible to clarify whether or not
the concerned test subjects actually used the side-doors other than by their verbal confirmation. The
specific screen recordings of the test subjects are 11, 23 and 27. All the screen captures can be found
in Appendix H.

The chart in Figure 6.3 shows if the test subjects’ use of the side doors is confirmed verbally or/and
by the screen captures.
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Figure 6.3: The chart shows how many test subjects confirmed they used the side doors - by verbal confirmation and confirmation by viewing
the screen captures made by the eye tracker.

The data for the last hypothesis is shown in Figure 6.4, which is a chart over whether or not the test
subjects used the mini-map in the prototype system. As with the side-doors the test subjects were
asked if they used the mini-map. In order to be sure that they had in fact used it it was necessary to
go through the screen captures of every single test subject. The screen recordings of test subject 11,
23 and 27 was not fit for reviewing due to its corruption.

The chart in Figure 6.4 shows if the test subjects’ use of the mini-map are confirmed verbally or/and
by the screen captures.
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Figure 6.4: The chart shows how many test subjects confirmed they used the mini-map - by verbal confirmation and confirmation by viewing
the screen captures made by the eye tracker.

As mentioned, we used the screen captures to determine whether or not the test subjects used the
mini-map. This was done by closely examining the screen recordings and utilizing the gaze plot fea-
ture1. Figure 6.5 shows an example of a gaze plot. The gaze plot in the following example indicates
that the concerned test subject for a duration of time had several fixation points upon the mini-map.

Figure 6.5: The gaze plot indicates that the test subject had several fixation points upon the mini-map.

1For more information about the gaze plot feature see Appendix F.
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The data from the test subjects’ individual ratings from the questionnaire is shown in Figure 6.6. The
figure shows a box plot for each of the six ratings from the questionnaire and of how many errors they
made during the experiment - from the prototype system and control system.

Additionally, Figure 6.7 shows the means of the six ratings from both the prototype system and con-
trol system. The first row concerns the prototype system and the second row concerns the control
system.

Usefulness
Movement

Knowledge of music
Overview

Difficulty Satisfaction

Error

  P    C     P      C       P        C  P   C    P     C      P       C       P        C

Figure 6.6: Boxplot for the test subjects’ rating of the prototype system and control system. The prototype system is labelled by a "P" and the
control system is labelled by a "C".

Knowledge of music Difficulty Usefulness Overview Satisfaction Movement Error

Mean of con. system 4.17 4.87 5.60 6.01 5.10 3.36 5.85

4.48 3.94 6.94 8.90 7.05 6.35 4.40Mean of proto. system

Figure 6.7: Means for the six ratings of the prototype system and the control system.
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6.2 Data analysis

Quantitative data

The data from the test subjects’ performance was numeric values of how many errors they made in
each task. If one person totally misunderstood the tasks and each of his errors were counted he could
have a big impact on our data. Furthermore after a few mistakes it was clear that the test subjects
started guessing. It was therefore not relevant for the study of our hypothesis if a test subject made
e.g. five or eight errors in a task but just if the test subject made no, one, or several errors in a task. We
divided the number of errors into three intervals:

• If the test subject made no errors in a task, the number of errors was classified as "0"2

• If the test subject made one error in a task, the number of errors was classified as "1"

• If the test subject made two or more errors in a task, the number of errors was classified as "2"

Figure 6.8 shows the classification for the errors made in the prototype system. The classification for
the control system can be seen in Figure 6.9. The original data can be seen in Figure 6.1 and Figure
6.2.

1 2 3 4 5 6 7 8 9 10
1 1 1 2 4
3 1 2 1 1 5
5 1 1 2
7 1 1 2
9 1 1 1 1 1 5

11 2 2 1 1 2 1 9
13 1 1 2
15 1 1 1 1 4
17 2 1 1 2 1 7
19 2 2
21 1 2 1 1 1 6
23 1 1 2
25 0
27 2 2 1 1 1 1 1 9
29 1 2 3
31 2 1 2 1 6
33 1 1
35 1 1 2 4
37 2 2 2 2 2 2 2 14
39 1 1

88

Sub/Task Errors pr. sub.

Errors total

Figure 6.8: The data chart shows the classification of the errors of each task the test subjects made in the prototype system.

2Due to reader-friendliness the zeros will not appear in the concerned charts but only be presented as an empty space.
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1 2 3 4 5 6 7 8 9 10
2 2 2 2 1 7
4 1 1 1 3
6 1 1 2 4
8 1 2 2 1 2 8

10 2 2 2 1 1 8
12 2 1 1 1 1 6
14 1 1 2 4
16 2 1 1 4
18 2 2 1 1 1 1 8
20 2 1 1 2 1 7
22 1 2 1 4
24 2 1 1 1 2 7
26 2 1 2 5
28 0
30 2 2 1 2 7
32 2 2 1 1 1 2 1 2 12
34 1 1 1 1 1 5
36 1 1
38 1 1 1 2 5
40 2 2 1 1 2 2 2 12

117

Sub/Task Errors pr. sub.

Errors total

Figure 6.9: The data chart shows the classification of the errors of each task the test subjects made in the control system.

Because the data in the classification is based on counts the data can be seen as a Poisson distri-
bution, and is therefore best treated as non-parametric data. For data that is seen as scores and
non-parametric, it is most suitable to use a Wilcoxon test. The Wilcoxon test, also named the Mann-
Whitney test, is a non-parametric method that uses the rank of the samples to measure a p-value
(Agresti & Finlay 1997). The Wilcoxon test is the equivalent of the independent t-test and is used for
testing differences between groups with two levels of an independent variable in a between subject
design. The test ranks the data from lowest to highest. The test then calculates the mean of the rank
in each group (Field & Hole 2003, p. 237). In our case, the two groups was the total number of errors
pr. test subject in the two systems after the classification.

Wilcoxon test
Difference of errors between the two systems
W = 262, p-value = 0.094

With a p-value = 0.094 we cannot reject the null hypothesis. Therefore two groups can be considered
equal. However, in the data processing we noticed that test subject 37 had a significant higher num-
ber of errors, see Figure 6.1 and 6.8, and is marked as an outlier in Figure 6.6. During the experiment
the discussed test subject did not manage to complete the tasks without help from the facilitator. We
further examined our recordings of the test subject. By a close examination of the screen capture and
sound recording of test subject 37 it can be concluded that the test subject in some way must have
misunderstood the tasks. Therefore test subject 37 was excluded for further statistic analysis. Without
the data from test subject 37 the the two-sample Wilcoxon test presents a p-value = 0.043.

Wilcoxon test
Difference of errors between the two systems
W = 262, p-value = 0.043

With a p-value = 0.043 we can reject the null hypothesis and instead confirm the alternative hypo-
thesis saying that there is a difference between the two groups. When compared to the means in
Figure 6.7 it can be seen that the mean of the test subjects’ total errors in the group who interacted
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with the prototype system is lower than the mean from the group who interacted with the control
system group. It can therefore be stated that the test subjects, who used the prototype system were
better at recalling and finding the albums than the test subjects who used the control system.

To clarify whether or not there were differences between the performance of male and female test
subjects a two-sample Wilcoxon test was conducted, both of the data from the prototype system and
control system respectively.

Wilcoxon test
Difference of errors between male and female in the prototype system
W = 57, p-value = 0.34

Wilcoxon test
Difference of errors between male and female in the control system
W = 56, p-value = 0.55

Since none of the p-values are lower then 0.05 we could not detect any differences between males
and females in any of the systems. We could not reject the null hypothesis which predicted that there
were no differences between the performance of male and female test subjects.

To investigate whether or not the test subjects’ knowledge of music were significantly different be-
tween the two systems, we had to compare the test subjects’ rating of their knowledge of music in the
two systems. The ratings were designed as an interval scale, which is a scale where equal intervals
represent equal differences in the property being measured (Field & Hole 2003, p. 8). Because the
test subjects rated their knowledge on an interval scale, it was possible to calculate a useful mean
of the data which is used in parametric tests. However, parametric tests require the data to be nor-
mally distributed. In order to determine if the data is normally distributed we used the Shapiro-Wilk
test. The Shapiro-Wilk test compares the scores in the sample to normally distributed scores with the
mean and standard deviation. If the test gives a p-value higher than 0.05 the data is not significantly
different from a normal distribution and can therefore be seen as normal distributed (ibid, p. 159).
The Shapiro-Wilk test is performed on both the prototype and control system respectively.

Shapiro-Wilk normality test
Difference from normal distribution for music in the prototype system
W = 0.94, p-value = 0.34

Shapiro-Wilk normality test
Difference from normal distribution for music in the control system
W = 0.95, p-value = 0.43

Since both of the p-values are higher then 0.05 the data is not significantly different from a normal
distribution and therefore we could consider our data to come from a normal distribution. Because
our data is represented by two groups and is parametric, a t-test is most suitable to use when com-
paring the two groups. When using a t-test on data from a between subject design the test is called an
independent t-test (ibid, p. 163). A t-test calculates a t-value by comparing the differences between
the observations in the two groups one by one. The t-value is then compared with a t-distribution in
order to calculate the p-value (Dalgaard 2008, p. 100). The t-distribution is a bell-shaped distribution
which are symmetric around zero. The spread of the t-distribution depends on the degrees of free-
dom. As the degrees of freedom increase the spread of the distribution decreases (Agresti & Finlay
1997, p. 181). A Welch t-test is an independent t-test and was used on our data.

Welch t-test
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Difference of knowledge of music between the two systems
t = -0.62, df = 37, p-value = 0.54

Since the p-value = 0.54 we could not reject the null hypothesis which predicted that there was diffe-
rence between the two groups. This means that there was no significant difference in the knowledge
of music between the two groups.

To check if there were any difference between the test subjects’ ratings of which degree of movement
they felt when they navigated in the systems, we had to compare the ratings for both of the systems.
Since the ratings were designed as an interval scale we first had to determine whether or not our data
came from a normal distribution. We used a Shapiro-Wilk test on the data for both the systems.

Shapiro-Wilk normality test
Difference from normal distribution for movement in the prototype system
W = 0.90, p-value = 0.049

Shapiro-Wilk normality test
Difference from normal distribution for movement in the control system
W = 0.92, p-value = 0.12

The p-value of the data from the prototype system is lower than 0.05 and is therefore significantly
different from a normal distribution. Then the data can not be considered as a normal distribution.
The p-value from the control system is higher than 0.05 and the data is therefore not significantly
different from a normal distribution and can then be considered as a normally distribution. Since the
data for the prototype system cannot be seen as normal distributed it is not suitable to use a t-test to
compare the two groups. As a result of the Shapiro-Wilk test data from both the groups must be seen
as non-parametric data and therefore a Wilcoxon test is more suitable.

Wilcoxon test
Difference in movement between the two systems
W = 75, p-value = 0.0013

With the p-value = 0.0013 the null hypothesis is rejected, which means there were significant dif-
ferences between the two groups. By this matter of fact and by comparing the means in Figure 6.7,
it is safe to say that the test subjects who interacted with the prototype system felt in a higher degree
that they psychically moved around in the system than the test subjects who interacted with the con-
trol system.

If there were any differences in the test subjects’ rating of how well an overview they had of the sy-
stems, it was necessary to compare the ratings of overview of the prototype system and the control
system. As these ratings also were designed as interval scales it must first be determined whether or
not the data for the two systems were normally distributed. Shapiro-Wilk test was used on data from
both the systems.

Shapiro-Wilk normality test

Difference from the normal distribution for overview in the prototype system
W = 0.90, p-value = 0.041

39



6. RESULTS

Shapiro-Wilk normality test
Difference from the normal distribution for overview in the control system
W = 0.96, p-value = 0.46

The p-value from the data of the prototype system is lower than 0.05 and can therefore be seen as
significantly different from a normal distribution. The p-value from the control system is however
higher than 0.05, and is not significantly different from a normal distribution. Because the data of the
prototype cannot be seen as normal distributed a Wilcoxon test is preferred to use when comparing
the two systems in connection with the subjects’ rating of how well an overview they had when navi-
gating in the systems.

Wilcoxon test
Difference of overview between the two systems
W = 42, p-value = 3.39e-05

The p-value of the data equals 3.39e-05. This means that we can reject the null hypothesis which
predicts that there were no differences between the two groups. This fact can be compared with the
means in Figure 6.7. This shows us that the overview in the group who interacted with the prototype
system is higher than in the group that interacted with the control system. It can therefore be stated
that the test subjects who interacted with the prototype system felt they had a better overview of the
system than the test subjects that interacted with the control system.

To investigate if there were any differences between the test subjects’ rating of how satisfied they
were with the usefulness of the systems, we wanted to compare the test subjects’ rating of both the
systems. Again the ratings were designed as interval scales and therefore it was first required to de-
termine if the data was from a normal distribution or not.

Shapiro-Wilk normality test
Difference from the normal distribution for usefulness in the prototype system
W = 0.90, p-value = 0.055

Shapiro-Wilk normality test
Difference from the normal distribution for usefulness in the control system
W = 0.94, p-value = 0.20

Since both the p-values are higher than 0.05 data cannot be considered as significantly different from
a normal distribution and can therefore be seen as normal distributed. Because of this the Welch t-
test is used for comparing the two groups.

Welch Two Sample t-test
difference of usefulness between the two systems
t = -1.60, df = 37, p-value = 0.12

Because the p-value is not lower than 0.05 we cannot reject the null hypothesis which predicts no
differences between the groups.

To clarify any differences between the test subjects’ ratings of their general satisfaction of both sy-
stems we compared the two data sets from the ratings of both systems. An interval scale was also
used for this. A Shapiro-Wilk test was used on the data from both systems to see if they came from a
normal distribution.
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Shapiro-Wilk normality test
Difference from the normal distribution for satisfaction in the prototype system
W = 0.93, p-value = 0.18

Shapiro-Wilk normality test
Difference from the normal distribution for satisfaction in the control system
W = 0.95, p-value = 0.44

Since both of the p-values are higher than 0.05 we could consider both data sets to be normally distri-
buted. Welch t-test is used to compare the data from both systems since they can be seen as normal
distributed.

Welch Two Sample t-test
Difference of satisfaction between the two systems
t = -2.95, df = 35, p-value = 0.0055

Because the p-value equaled 0.0055 we could reject the null hypothesis which predicted that there
were no difference between the groups. When comparing this fact with the means in Figure 6.7 it can
be seen that the mean for satisfaction in the group who interacted with the prototype system is higher
than the mean for satisfaction in the group who interacted with the control system. It can therefore
be stated that the test subjects who interacted with the prototype system felt higher satisfaction than
the test subjects who interacted with the control system.

Qualitative data

The interviews were first transcribed and afterwards we extracted the statements that could give in-
formation about the topics we wanted to investigate. From these statements we could analyze what
the opinions and thoughts were about each topic. In the following section we will discuss the results
from the analysis of the interview and the observations. All the sound recordings and the transcrib-
tion from the interview can be found in Appendix H.

Did they perceive the spatial dimension in the system? And did they use it to remember the posi-
tion of the music albums?

Besides confirming or rejecting the hypothesis we wanted to check the validity, if we actually mea-
sured what we wanted to measure. To verify the systems we wanted to know if the concerned test
subjects actually perceived the prototype system as a three-dimensional space and that the test sub-
jects saw a folder system as the underlying basis in control system. Therefore, the first question in the
interview was regarding how they would describe the system. We observed that when test subjects
were asked this question, many of them did not immediate answer in the way we originally intended.
The objective of the question was that the test subjects would describe the properties of the prototype
system that constitutes the spatial dimensions and describe the control system as the well-known
folder hierarchy. However, some test subjects interpreted the question such as they should rather an-
swer the question by describing it in terms of how good or bad they thought the system was, e.g. if
they felt it was confusing. The following quotes was stated during the interview from a test subject
who interacted with the prototype system and from a test subject who interacted with the control
system.

"It was a bit somewhat confusing. It was not just to remember where you were going and
what to look for." - prototype system

"Very simple or plain" - control system
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Others answered the question by describing the categorization and placement of albums:

"I do not know. I thought it a bit as different categories. The room in the middle was rock
and the left was a little more mainstream, teen music and the right was a little more older
generation music like Lars Lilholt and Pyrus. Perhaps slightly more diffuse compared to
the other two rooms." - prototype system

"I would think that it was divided into some categories. Some rock and some pop and
some collections of one form or another. I did not quite acquaint myself with how sub-
folders worked. But in one of the subcategories, there was something heavy and punk. But
otherwise... I do not know." - control system

In most of the cases when the facilitator evaluated that the test subjects had another interpretation
of the question, the facilitator rephrased the question but still there were some test subjects who did
not answer in the direction the question immediately intended. Examples of this can be seen in the
following quotes from a test subject both from the interaction with the prototype and control system:

Test subject: "It was just to remember where you saw it."

Facilitator: "If you try to describe this system for someone who has never used it. How
would you describe it? How does it look?"

Test subject: "Then I will start by saying there are 3 doors to choose from and inside the
doors and in the chambers there are albums. At the same time there are doors you can
move into." - prototype system

Test subject: "It was a bit somewhat confusing. It was not just to remember where you were
going and what to look for."

Facilitator: "If you had to describe it a little more simple how it looked and what it ac-
tually was, how would you describe it?"

Test subject: "It looked like a very ordinary Windows Explorer. That is how I would de-
scribe it. Windows Explorer which is about 20 years old." - control system

Even though the interviewer tried to ask different questions about it it was really hard to make the
test subjects give a description of the system instead of their opinion about it. This limited the level of
details we received from their description. We hoped to see a difference in the degree in which they
would describe the two systems with spatial metaphors like: Entering, going into, moving around etc.
However in the description of both systems the test subjects used spatial metaphors to describe it,
and since the detail information were so limited we were not able to distinguish the description of
the two systems.

We could conclude that the majority of the test subjects who interacted with the prototype system
described the system as build upon different rooms which contained different albums, and that you
could enter the different rooms by moving through the doors. Also, the majority of the test subjects
who interacted with the control systems described the control system as the well-known folder hie-
rarchy.

Did they use the colors of the rooms and floors to remember the position of the music albums?

The interview also revealed that most of the test subjects said no when asked if they could see any
system in the coloring of the floor and walls and they were also unable to recall what color that was
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used in the rooms. By judging from the test subjects’ statements in the interview there was nothing
that indicated that the test subjects used the colors of the rooms to remember the location of the mu-
sic albums. The following quotes was stated during the interview from test subjects who interacted
with the prototype system:

Facilitator: " Did you notice the coloring of the floor?"

Test subject: "No, I actually did not"

Facilitator: "Did you notice if there were any system in the coloring?"

Test subject: "There were probably one."

Facilitator: " Did you notice the coloring of the floor?"

Test subject: "No, not exactly but something was brown and the doors were brown."

How much information about the categorization did they use and understand?

The majority of the test subject using both the control system and the prototype system had a ge-
neral clear conception of how the albums were categorized and where the categories were placed.
They could not necessarily name the exact albums in all of the rooms but they had a mutual un-
derstanding about the first room/folder leading into three rooms/folders from left to right with pop
music, rock music and mixed respectively. Some test subjects did however also comment on the fur-
ther categorization in the six rooms. Overall it did not seem like there were any differences between
the two groups’ insight in the categorization. The following quotes are from test subjects’ statements
made during the interview:

"It took some time before I found out it was divided into categories, but when I found out I
used it, so you knew that there was pop to the left-and rock in the middle and then mixed
to the right." - control system

"I would describe it as albums that were divided in some room where I could go and find
albums in relation to the rooms. [...] I had divided so there was rock in the middle and then
there was pop over to the left and then there was a mix on the right." - prototype system

Did they use the side-doors? And did it help them? And was it intuitive?

The test subjects were asked if they used the side-doors. Several test subjects stated how the side-
doors made it faster to reach the relevant room. The use of the mini-map gave an overview of where
the side-doors lead to. Furthermore, the majority of the test subjects answered that they were not in
doubt about where they were after using the side-doors. These statements were confirmed by our
observations that showed that the test subjects used the side rooms without problems without any
instructions about them.
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The following quote was stated during the interview with test subjects that interacted with the proto-
type system:

Facilitator: "Did you use the side-doors in the system?"

Test subject: "Yes I did"

Facilitator: "Did you have an overview of where you came from when you used it?"

Test subject: "Yes ... and then there was a nice overview down in the bottom corner to just
find out where you were. It was fine with those shortcuts"

Did they use the mini-map? And when did they use it? Did it help them from getting lost?

The majority of the test subjects who interacted with the prototype system stated that the mini-map
contributed information to where they were in correlation to the rooms. The majority also stated that
not at any point were they in doubt of where they were in the system. The following quote was stated
during the interview by test subjects who interacted with the prototype system:

Facilitator: "Did you use the mini-map?"

Test subject: "Yes, I used it the whole time."

Facilitator: "Did it help you?"

Test subject: "Yes."

The facilitators also noted that during the examination of the screen recordings, several test subjects
made glances at the mini-map and would navigate to the relevant room. The mini-map were in ge-
neral used by almost every test subject.
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Chapter 7

Discussion

As one of the first steps in the data analysis we removed an outlier from our observations. This is
of course always a critical thing to do since it could potentially lead to manipulation of the results.
However, in this case the removed test subject were not able to finish the given tasks on her own and
needed help from the facilitator to do so. The test subject was either nervous or had misunderstood
something in the introduction since the rest of the test subjects finished the tasks with relative ease.

With a p-value that equals 0.043 we found that there was a difference in how many mistakes the users
made in the two systems. By looking at the box plot in Figure 6.6 we can confirm that it was the test
subjects using the prototype system that made significantly fewer errors than the test subjects in the
control system. Furthermore with a p-value = 0.0013 we saw a difference between the two systems in
how they rated the perception of physically moving around. Again by looking at the box plot in Figure
6.6 we could confirm that the perception of psychically moving around was significantly better in the
prototype system.

From the interview we could conclude that the test subjects in both systems used metaphors that
indicated that they were thinking about both systems as an entity with a spatial dimension, where
you can move in and out of rooms/folders. However, we could not determine if there was a difference
in the degree of their perception of the spatial location.

The results show that we did see the test subjects perform significantly better with the prototype
system than the control system. The hard thing is to tell whether or not it was because of the per-
ceived spatial dimension. As we wrote above we did not see a clear differentiation in the perception
of the spatial dimension between the two groups. The reason for this was that they used metaphors
that indicated that they also thought of the control system and its folders as rooms with actual space
and with a location in the system. This is actually obvious since people would create their own virtual
space even if they are only provided a direction name (Fertig, Freeman & Gelernter 1996). Even if the
spatial dimension is not provided, the users will still think of it as being there. If there is nothing that
supports the spatial dimension it could lead to trouble with e.g. recalling files.

While saying this we can not tell for sure if they actually thought of the prototype system as a sy-
stem with a better spatial dimension than the control system. However, the test subjects did rate the
prototype as giving a better perception of moving around in the system. This emphasizes that the
test subjects did in fact perceive the prototype system as more spatial than the control system and in
connection with the variation of errors between the two systems, this confirms our first hypothesis.

Another concern is that even though they might have perceived the prototype as more spatial the
less errors could be due to another variable. Therefore we checked for several other variables that
could influence the result.

We checked for a difference between sexes both in the control system and the prototype system. With
a p-value = 0.34 for difference between sexes in the prototype system and a p-value = 0.55 for diffe-
rence between sexes in the control system there was no reason to suspect that sex could influence the
results. We asked the test subjects to rate their knowledge about music and with a p-value = 0.43 we
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could conclude that there was no difference in music knowledge between the groups.

In the interview we asked the test subjects if they had noticed the colors on the walls and floor. Only
a few answered that they had. The few who did say they noticed it were not able to recall what color
the different rooms had. As a last control question we asked the test subjects about the categorization
of the music albums. We found that the idea of the categorization was pretty even between the two
groups. So none of the aforementioned factors seemed to effect the results.

We implemented side-doors in the prototype system in order to test our second hypothesis. We were
considering if this could effect the results. However, we came to the conclusion that the side-doors
would not have any effect on how many mistakes the test subjects made since the side-doors are not
making it easier to recall the location of music albums. It is just making it easier to get to relevant
albums.

From the observations of the test subjects’ interaction with the prototype system we could tell that
almost every test subject had used the side-doors. We could also see that in most cases they used
the side-doors from the second they started using the system and it seemed like they did so with no
doubt about how the side-doors worked. We also observed that they used the side-doors correct to
get to a room faster.

Our observations of the use of the side-doors were confirmed through the answers in the interview.
Again almost every test subject stated that they had used the side-doors. This made them in full con-
trol of where they were in the system after they had used the side-doors. Furthermore the test subjects
stated that the side-doors helped them to get to the desired room faster and with fewer mouse clicks.

There was nothing in the statements from the interviews that lead us to believe that anybody was
in doubt what the purpose of the side-doors were and how to use them. People that are used to using
a regular folder system is not used to the option of going to a side-folder. Test subjects did not receive
any instructions about how the side-doors worked, however for the test subjects it seemed very na-
tural to use them. It was easy for the test subjects to adapt to the new functionality even though the
only thing that helped them was a suitable mapping hence the house metaphor.

In order to test our third hypothesis we added a map in the prototype system. This map could ac-
tually have affected the number of errors the test subjects made in a positive direction but a map is a
symbolic way of showing elements location in spatial relation. So it can be seen as a tool that uses the
spatial locations to help the user. This does not conflict with the statement in our first hypothesis.

We asked the participants to rate their overview of the system. The Wilcoxon test gave a p-value =
3.39e-05. By comparing this result with the mean of the two groups we could conclude that the test
subjects felt that there was a better overview in the prototype system.

From the observations from the eye tracker we could see that almost every test subject had used the
mini-map. These observations were confirmed by the interview where the test subjects stated that
they used the mini-map to get an overview and they did so without any problems. The mini-map also
helped them to see where they were located.

The results showed that the test subjects who had interacted with the prototype system had a sig-
nificantly better overview than the test subjects who had interacted with the control system. From
this fact we cannot tell whether or not the better overview is due to the mini-map. However the ob-
servations from the eye tracker and the statements from the interviews show us that the mini-map in
fact did help them get a better overview.
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The design of the prototype system with the rooms instead of folders etc. might have been enough
to enhance the test subjects’ overview and it cannot be completely denied that this could affect the
results. However with the strong statements from the test subjects and with the observations from
the eye tracker it is safe to say that the mini-map has had an effect on the overview of the test subjects.

We also asked the test subjects to rate how satisfied they were with the systems in general. With a
p-value = 0.0055 we could conclude that there was a significant difference between the two groups’
general satisfaction. By looking at the means in Figure 6.7 we could see that the test subjects preferred
the prototype system.

The reason for this difference can probably be found in the synergy between the elements in the
prototype system: The spatial dimension which makes the users make less mistakes, the mini-map
that helps them with a better overview, and the side-folders that help them with easier access to the
files in the system.
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Chapter 8

Conclusion

By providing a user interface with more support for the spatial perception we successfully showed a
better performance in recalling the location of music albums. Besides a bit unclear picture from the
interviews there was nothing that gave us reason to doubt that this result came from the improved
support for the perception of the spatial dimension. We can hereby confirm the first hypothesis say-
ing:

In a system that supports the objects’ spatial locations in a perceived three dimensional space, peo-
ple will be better at recalling and finding the objects located in the system

We saw that the test subjects used the side-doors to take a shorter route to the music albums com-
pared to the route they would have had to take if the system had not included side-doors. Further-
more, they did not seem to have any problems using them. These findings were confirmed by the
statements in the interview. We can hereby confirm the second hypothesis saying:

A system that allows moving to side-folders will shorten the route to the file people are searching for

By adding a mini-map to the prototype system we added context-information about where the test
subjects were in relation to other places in the system. By adding the mini-map the test subjects felt
that they had a better overview of where they were and it prevented them from getting lost. Hereby
we can confirm our third hypothesis:

A system that gives contextual information about your location in the system will give you a better
overview

The working thesis of this project was: "How can the information about our semantic memory and
our conceptualization and categorization of objects help us in order to create a graphical user interface
that better support recall and help us find our files?"

Throughout the literature study we found that one of the most important aspects in how we con-
ceptualize and categorize elements in our semantic memory is by their spatial information. From
that point we worked with how we could implement that in a graphical user interface. We ended
up building the system we refer to as the prototype system. By confirming our hypotheses we have
confirmed that it is possible to create a system that supports our recall of the files in the system better.

To the fact that we confirmed all our hypotheses it is important to add that the way we implemented
the spatial dimension, the possibility to move to the side-folders and the contextual-information in
form of the mini-map played an important role in our results. We cannot be sure that any other ways
of implementing those things will work as well as using a house metaphor, side-doors and a mini-
map.
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Chapter 9

Further work

Through this study we have shown that it is possible to create a graphical user interface that enhances
the support for recall by adding a spatial dimension in the system. As stated in the previous chapter
it is important to consider how we implement the spatial dimension.

In this study we have used a house metaphor. We showed that this enhanced the perception of the
spatial dimension compared to a common folder system. From this result we cannot tell if it was
possible to create a system that even further enhanced the perception of the spatial dimension. In
our prototype system the visualization of the music albums was a bit flat. They were all placed in
the middle of the room instead of using the foreground and background of the room. We could have
done more to support both the visual perception system and the visual action system (Goodale & Mil-
ner 2006). The visual action system could be better supported if the users instead of clicking on the
doorway were asked to click on the door. The door could give visual animations of opening and the
users could then enter the room. However, we cannot just blindly throw in a mapping that supports
the spatial metaphor. The way we implement the spatial metaphor is very important. If the users had
to click on a door and wait five seconds for the animation to finish, the users would be really impa-
tient. If the users afterwards entered a room where the music albums were located all over the place
it would probably lead to frustration. This system might be great for remembering where you have
located your files, but the efficiency however would be really poor.

We asked the test subjects to rate how efficient the systems were. We could conclude with a p-value =
0.12 that there was not a significant difference between our prototype system and the control system
hence our system was not more efficient than the control system. This shows us that just because you
make fewer errors with a system it does not mean that people find it more efficient.

The house metaphor might be sufficient for the test scenario but if it were to be implemented in a
fully functional system it would have some flaws.

Music albums located on the floor does not make much sense compared to the real world scenario
and users of the system would probably wonder why they were placed there. In our system there were
only 38 music albums which is not much compared to the amount of files most users have on their
computers. Our prototype system would not be able to contain all these files as it is now.

Another issue with the prototype is that if you want to add a lot of extra rooms the rooms will ap-
pear really small on the mini-map or be excluded. And what if you wanted to move the rooms to
another location? How will the doors then be connected? What happens if we move the files etc.

These things have to be considered when designing a system. By mapping a system using a metaphor
users will create a mental model about the system which is based on the metaphor. Therefore users
will act according to the metaphor and if the system does not work that way the users will make mis-
takes or be confused (Norman 1999).

Which kind of metaphor that is most useful to map a system while supporting the spatial dimen-
sion is out of the scope of this project. It is something that would require further work and probably
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also have to be adapted to the functionality and the concept of the system.

In this study we have only worked with a system that could work as a desktop folder system but our
results could also be used in menu-structure as the ones in software programs. The focus in software
programs probably has been on how to group the different functions, and buttons instead of thinking
about how they are placed in relation to each other. It is also worth considering how we could map
the perception of moving to a sub-menu better. The structure of web sites could be improved with
focus on the spatial location and perception of the elements on the website. Furthermore the search
on the web and any other program with a complex structure could benefit from more information
about where you are according to the context.

Through our findings we can conclude that not only should we care about what the elements in a
graphical user interface look like, how they work, and what we call them, we should also consider
their spatial location and how we map the perception of space.
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Appendix A

Field studies about categorization

A.1 How do people organize their desks?
implications for the design of office information systems

Based on a series of interviews of office workers, Thomas W. Malone (Malone 1983) has studied how
to design a computer-based information system (ibid).

Ten office workers participated in the study. The participants were asked to give a tour of their of-
fice explaining why and where they were keeping their information. In the end the participants were
asked to find selected documents in their office (ibid).

One of the strongest observations in the study were the variation in how precisely organized their
offices were. Furthermore people with messy offices seemed to be embarrassing about it. So appa-
rently people perceive higher social value from having a neat office (ibid, p. 105).

He discovered that office workers organized their information in two different ways some organized
the information in piles some in files. The piles were simply a bunch of papers lying in a pile on the
desktop or somewhere else in the office. Others had their information organized in a system with
folders and titles which Malone referred to as files (ibid).

So the participants could not receive information about the documents in the pile from a title and
the piles were not necessarily arranged in any particular order. Instead the participants received in-
formation from the spatial location of the piles (ibid, p. 106).

The use of piles spatial location is not the only thing people get from arranging their information
in piles, the piles also serve as reminders for tasks the participants need to carry out in the future
(ibid).

Another reason for using piles is that classifying documents into a file system is time demanding.
People had a lot of trouble with selecting the right categories and deciding which category a given
document should be filed in (ibid, p. 107).

The conclusion of his findings is that since a computer system can easily classify documents (create
folders, labels, and put documents into these folders etc.) this could help the participants’ classi-
fication problems. Furthermore the computers could also automatically classify your information.
Documents could be automatically classified using title, author, and so forth (ibid, p. 108).

A computer system could also give the users the opportunity to create piles on the computer, so they
can use the spatial location and do not have to title the information explicitly (ibid).
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A.2 The psychology of personal information management

Mark Landsdale (Lansdale 1988), a psychologist that works with categorization, has conducted a
study which includes comments on Malone’s work (Malone 1983).

As it was mentioned in Malone’s study people tend to have their documents lying around on their
desk. This is either because they do not trust themselves that they will be able to retrieve the docu-
ments or because they do not know how to categorize them (Lansdale 1988, p. 66).

A problem with categorizing files, documents, and objects is that if you have a system where you
select different regions of interest in a hierarchy, you make too many mistakes. An error could be
to select the wrong regions of interest because some of the labels are ambiguous. Also some of the
ideas or expressions come with different names which means that you might search for the wrong
expression or name (ibid). Another issue is that when categorizing you also cut off some information.
For instance, if you have a document about health insurance you can either store it under health or
insurance. If you store it under health you miss the information about insurance if you store it under
insurance you miss the information about health (ibid, p. 57).

Another problem with today’s user interfaces is that they do not support the way we recall informa-
tion. We remember the meanings of events, not the details. We interpret information in the context
we learn it when we store it in our memory. When we want to retrieve the information we have to
think about things related to the interpretation. The key to recall is therefore the context of the word
hence we need cues from the context to remember and recall information (ibid, p. 58).

We can also enhance recall in user interfaces by supporting it with better visual cues (ibid). Different
studies have concluded that humans are better at remembering pictures than words (ibid). Other
studies indicate that if you also include information about the spatial location you are even better at
retrieving information. Which means that spatio-visual cues seems to work better than verbals (ibid).
It seems like users remember chronological information about their files, like when they created them
etc. (ibid, p. 63).

So far it have been described which elements that can support recalling, but one of the most impor-
tant thing about these observations is that users remember form, color, and location independent
(ibid). Hence a system based on remembering all three attributes fails but if you only need to rely on
one of the attributes and all of them are present, it helps the user.

In some systems you create your own categories to store information in, and in some systems you
use pregenerated categories. The problem with such a system is that if the system generates cues
and materials for people, they do not remember them as well as if they had created them themselves
(ibid).

A.3 File Organization from the Desktop

The study consist of a comparison between two studies one made by Deborah Barreau and one made
by Bonnie Nardi. Barreau studied a mixed group of DOS and Windows users. Nardi studied Macin-
tosh users (Barreau & Nardi 1995, p. 39).

Barreau observed and interviewed seven managers who were given the task of organizing and re-
trieving information from their electronic work space. The goal of the study were to determine factors
affecting individuals’ decisions to acquire, organize, maintain, and retrieve information (ibid, p. 39).
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A.4. Finding and reminding reconsidered

Nardi’s study included 15 participants in an interview study. Users were asked to give a tour of their
systems and a structured set of questions were asked in a conversational style to elicit information
about jobs and tasks as well as approaches to organizing and finding files (ibid).

The comparison showed the following similarities (ibid, p. 40):

• A preference for location-based search for finding files

• The critical reminding function of file placement

• The use of three types of information: ephemeral, working and archived

• Lack of importance of archiving files

Barreau and Nardi differentiate between location-based search and logic search. In location-based
search the users take a guess at the direction/folder or diskette where they think a file might be located
and goes to that location and then browses the list of files until they find the one they are looking for.
A logical search is a text search for the file (ibid).

The observations showed that people often separate different types of files in different folder or on
different diskettes in order to better remember where they have placed the different files (ibid). Fur-
thermore some users grouped the folders by placing them in different locations on the desktop. For
instance users placed files that were soon to be deleted near the trash can. This indicated that users
preferred location-based findings (ibid, p. 41).

Another observation were that users liked to keep files, that needed to be taken care of soon, in the
top direction of their desktop or directly on the desktop because of it’s crucial reminding function
(ibid).

They did not use the search function because often they could not remember the name of the file.
Also it seemed like users preferred to be in control of the search instead of waiting for the computer
to come up with a list of files which may or may not have been relevant (ibid).

Other information that Bearrau and Nardi found in their observations was that the users worked
with three types of information: ephemeral information, working information, and archived infor-
mation. Ephemeral information contains to-do lists, mails, notepads, newly downloaded articles etc.
The users liked to keep this kind of information on the top level of the folders on the desktop (ibid).

Working information is documents relevant for the users current work and frequently used often or-
ganized and categorized and is easy to find (ibid).

Archived information is infrequently used and exists for month or years, and is often hard to find
again. The reason for this were that the users did not want to spend the necessary time to achieve
files. This was because they were not sure if they were going to use the files again (ibid, p. 42).

A.4 Finding and reminding reconsidered

A year after Barreau and Nardi published their work (ibid). Another research group made a review of
their article and claimed to have discovered some interesting findings (Fertig, Freeman & Gelernter
1996).

They believed that Barreau and Nardi draw the wrong conclusion. The conclusion about separa-
ting the users in three groups was considered valid. The rest of the conclusions were explained due
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to the narrow scope of the study. Since both the Windows desktop and the Macintosh desktop favors
the use of location-based search Fertig believed this explained why they found that users used the
location-based approach (Fertig, Freeman & Gelernter 1996, p. 2).

Location-based search is based on memory of past events which can be error-prone, also the sub-
jects only had two ways of gaining the information, location-based search, and logical search. Per-
haps they would have chosen another way if they had an other solution. Also a better/faster search
function might have changed the results (ibid).

Instead they focused on the time dimension and that users often use the information about how old
their files are and when they achieved them. This was done in order to recall where they had placed
them. Based on this observation they have created a new UI based on a metaphor of a time machine
named Lifestream The idea is that you can move forward and backwards through time in order to find
files from a specific date (ibid).

58



Appendix B

Contextual navigation aid for two world wide web systems

A study made by Jonnah Park and Jinwoo Kim (Park & Kim 2000) has shown that contextual informa-
tion change the users’ navigation patterns in World Wide Web (WWW) systems. This increased their
subjective convenience of navigation and improving their performance (ibid, p.1).

In their study they clarify that previous studies have shown that users can have problems navigating
in WWW systems. The users have trouble identifying where they are or finding the previously visited
location (ibid, p.2). The users’ uncertainty and lack of awareness in navigation in WWW-systems is
seen as disorientation and can be described by four kinds of situations (ibid):

• The user does not know where to go next

• The user does not know how he arrived at the particular place

• The user is not capable of finding the information

• The user does not know how to get to the information

Park and Kim argue that a plausible reason for these problems to occur are the lack of context infor-
mation. Context information presented to the users can provide the temporal and structural cues of
location (ibid).

In their study the contextual information was designed as a structural contextual navigation aid and
a temporal contextual navigation aid (ibid, p.5). The aids were designed as two sets of add-on links1

on top of the basic links (ibid).

The structural context navigation aid provided the users an option to navigate between distant lo-
cations (two levels directly upward or downward), and provided structural context information by
previewing all the nodes that are two levels upward, two levels downward, and at the same level as
the current location. The temporal context navigation aid provided a historical information mecha-
nism (recency-based history which saves the latest URL) (ibid, p.6).

In the study Park and Kim conducted two experiments to investigate the effect of the two types of
context information aids in two different WWW-systems: one with extreme well defined structure
and one with ill-defined structure. 40 and 46 participants participated in the two experiments re-
spectively. In each experiment the participants was randomly divided into four groups: a control
group, a structural context group, a temporal context group, and a group with both structural and
temporal. The participants were asked to perform two types of tasks (searching and browsing). In
each experiment the participants were asked to fill out a post-questionnaire regarding the ease of use
on a 7-point scale (ibid, p.7).

In the experiment with the system, which had extreme well defined structure, the participants were
asked to perform four searching tasks and three browsing tasks within 10 min. per task. One example

1Add-on links are additionally provided links compared to basic links, which is predetermined by the system’s node
structure.
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of a searching task was that the participants should find a traditional wine. One example of a brows-
ing task was that the participants should order a birthday gift (ibid, p.10).

The results showed that both temporal and structural navigation aid had a significant effect on how
many nodes the participants visited in total. There was also a significant effect between the struc-
tural and temporal context, and when no structural context was provided there were considerable
differences between participants with the temporal context and those without the temporal context.
So the temporal context only had influence when the structural context was not provided (ibid, p.13).
In general the context aid made the participants visit fewer nodes than the participants with no con-
text aid (ibid). The result of the post-questionnaire showed that the participants found the structural
and temporal context to be more convenient for navigation than the participants without structural
and temporal context (ibid, p.14). But there was a significant interaction effect between task type and
structural context, in that sense that structural context had more influence on the convenience of
navigation in the searching tasks as compared to the browsing tasks (ibid).

In the experiment with the system, which had ill-defined structure, the participants where asked to
perform two searching tasks and four browsing tasks within the same time interval as in the first ex-
periment. One example of a searching task was that the participants should find information about
the differences between two foreign communities. An example of a browsing task was that the par-
ticipants should select a foreign course for language study (ibid, p.15).

The results also showed that the structural context had a greater effect when participants were per-
forming search tasks with browsing tasks, but there was no interaction effect between the structural
context and temporal context. In general the context aid made the participants visit fewer nodes
than the participants with no context aid. The result of the post-questionnaire showed that the par-
ticipants found the structural and temporal context to be more convenient for navigation than the
participants without structural and temporal context. Again, the experiment showed that there was a
significant interaction between task type and structural context, in that sense that structural context
had more influence on the convenience of navigation in the searching tasks compared to the brows-
ing tasks (ibid).

In general the study by Park and Kim made it clear that the participants perceived the WWW-systems
with the context information as being more convenient for navigation than those without the con-
text information. Participants with the context information visited fewer nodes repeatedly and fewer
pages in total (ibid, p.22). It is therefore possible that the structural context could help participants to
reduce navigation problems by previewing information, and the temporal context may contribute to
reducing the navigation problems by reviewing information. And because of the diversity in the two
different WWW-systems and tasks, it is possible that the context information can provide higher con-
venient in navigation in other WWW-systems or local-systems (not WWW-stystem) (ibid). It is rather
beneficial to investigate the extent of the two structural and temporal context information’s effects.
The temporal context information helped the participants to the same degree both in terms of search-
ing for specific items and browsing for general ideas. The structural context information helped both
the searching and browsing tasks. However it played a more powerful role for the searching task than
for the browsing task (ibid, p.23).
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Appendix C

One brain - two visual systems

In an article made by Mel Goodale and David Milner (Goodale & Milner 2006) they emphasize that
perception of the environment can be seen as two different classes. One can be described as the per-
ception of objects and the other as perception of space.

Until the 1960s and 1970s it was more or less common to think that our visual system best could
be described as one class (ibid). But around this time it was suggested that the more ancient subcor-
tical visual system (particular the superior colliculus1) enables animals to localize objects whereas
the newer cortical visual system allows animals to identify those objects. The formulation "what vs
where" emerges and was to describe this perspective (ibid).

Goodale and Milner first made some research together in the 1970s to specify the role of the supe-
rior colliculus. Their study showed that the eyes of a rodent do not simply send input to the superior
colliculus and the visual system but in fact the eyes send to at least ten different areas in the brain
(ibid). Each of these areas appeared to have control of their own separate class of behaviour (ibid).
Their study showed that the superior colliculus is involved with guiding eye and head movements to-
wards potentially important visual objects and that another subcortical structure plays an important
role in guiding animals around their environment (ibid).

In their article it is argued that the ventral system, which passes from the primary visual cortex to the
inferior temporal lobe, is concerned with object identification while the dorsal system, which passes
from the visual cortex to the posterior parietal lobe, is charged with object localization. Therefore
they can be considered as two separate processing "streams" (what and where) (ibid). For investiga-
tion of this view Goodale and Milner made a series of neuropsychological studies in the late 1990s
with a patient who had severe visual agnosia2. The patient did not only have trouble with identifying
objects but also with basic discrimination of simple shapes (ibid). In their study they examined what
the patient was capable of and not. It turned out that even though the patient had trouble identifying
or demonstrating the orientation of a slot, the patient could post a card into the same slot without
errors (ibid). The patient could manage to tailer her finger-thumb size in order to pick a rectangular
block without being able to verbally or manually describe the width of the block (ibid, p.2):

In short, she could guide her movements using visual cues of which she seemed completely
unaware. (ibid)

Goodale and Milner came across studies with monkeys which indicated that a class of neurons were
active when the monkeys were reaching towards a target, which fits under the term "where" perfectly.
However, the neurons were not concerned at all with where the object was, but was concerned with
the size and shape of the objects, the monkeys were grasping (ibid). These neurons was shown to be
clumped together at the front end of the dorsal stream. It was concluded that what these neurons had
in common with the other neurons in the dorsal stream were their visio-motor properties and not the
spatial properties.

1The superior colliculi is two small bumps above the mid brain, which receives optic tract nerve fibers, that are involved
in processing spatial aspects of visual information and eye movements in the direction of visual attention (Colman 2009, p.
741)

2Visual agnosia impairs the ability to recognize or identify visual images or stimuli (Colman 2009, p. 19).
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These experiments made Goodale and Milner rephrase the formulation "what versus where" to "what
versus how" so the division between the ventral and dorsal streams was better explained (ibid, p.1).

Goodale and Milner argue that the ventral stream enables the brain to create the mental "equipment"
that allows us to think about the world. It also makes it possible for us to recognize and interpret sub-
sequent visual inputs and plan our actions "off-line" (ibid). In contrast, Goodale and Milner see the
dorsal stream acting in real time. It concerns guidance of the programming and execution of actions
the second we make them. Goodale and Milner describe their account of the two stream as the dis-
tinction between vision for perception (ventral) and vision for action (dorsal) (ibid).

Their work also showed what an important role the ventral stream have in visual memories. Goodale
and Milner tested this by presenting a visual object briefly to a subject (the same patient mentioned
in the previous sections) after which the object was then taken away. The subject was asked, a few
seconds later, to pick up the object as if it was still there (ibid). The experiment showed that the pa-
tient completely failed the task. The patient was not capable of tailoring her finger-thumb separation
when the patient reached out and tried to pick up the object, that was briefly shown (ibid, p. 3). This
outcome was contrary to the normal situation of grasping a visible object, where the patient was capa-
ble of tailoring her finger-thumb separation perfectly (ibid). This is explained by the patient’s lacking
possibility of perceiving the dimensions of the object in her consciousness. Therefor the patient had
no working memory of the concerned object.

Evidently she had no working memory of the object - not because her memory was not
working properly, but because she has not consciously perceived the dimensions of the ob-
ject in the first place. (ibid)

As Goodale and Milner foresaw, the patients with optic ataxic3 had the opposite problem (ibid). These
patients were not capable of tailoring their grip when objects were present (real time), but when these
same patients performed the delayed pantomime task they were able to tailor their grip perfectly
(ibid). The study actually showed that the patients with optic ataxic were capable of tailoring their
grip perfectly even if the object was still present in the delayed pantomime task (ibid). This means
that if a healthy ventral stream is involved it tends to dominate the patient’s actions even if the pa-
tient’s is presented with a visible object (ibid). Goodale and Milner examined this assumption by
switching between different sized object, without the patients knowing, during the delay on some
trials. It showed that the patients tailored their grip according to the previewed object - i.e. the object
the patient remembered was shown to them in the beginning (ibid).

It is therefore positive to claim that the ventral stream plays an important role when acting on our
visual memories. As oppose to the dorsal stream, which seems to have no visual memory, the ventral
stream allows us to use vision "off-line", it connects the past with the present (ibid). It is however
suggested that even though dorsal stream does not have a visual memory, the visuomotor activities
does benefit from experience, and being well-honed by practice the visually guided actions becomes
more automatic (ibid).

Goodale and Milner assumptions were additional confirmed by the use of MRI technology, which
proved the existence of the ventral and dorsal streams (ibid). Goodale and Milner made MRI scans
on the same patient who suffered from visual agnosia and other healthy volunteers to show which
visual areas in the patients’ brain worked and not. To find the object-recognition area in the brain
they contrasted the pattern of brain activity that would occur when a subject would look at line-

3Optic axatic describes patients with bilateral damage to the parietal lobe. These patients have difficulties with pointing
or grasping objects in front of them visually, but can still report what the objects looks like and where they are located
relative themselves (Goodale & Milner 2006, p. 2).
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drawings of real object with the brain activity that would occur when they looked at scrambled ver-
sions of those same line-drawings (ibid). The healthy volunteers’ brain activity were strong in the
object-recognition area, but in the brain of the visual agnosia afflicted patient there was no activity
regardless if it was the line-drawings or the scrambled versions (ibid). It was concluded from Goodale
and Milner’s recent and earlier studies that because of the patient’s accident which caused her visual
agnosia she had lost her shape-recognition system. The patient can perceive lines and edges at early
stages of the visual system but cannot put these elements in order to form perceived "wholes" (ibid).
The patient’s condition had however not an impact on her dorsal stream, as normal brain activity
occurred when the patient were asked to reach out and grasp objects in different positions (ibid).

One of the main findings that Goodale and Milner can best be described as:

[...] what we are consciously seeing is not what is in direct control of our visually guided
actions. (ibid, p. 4)

The patient with visual agnosia could guide her movements using visual cues but was not actually
aware of the visual clues. Further, the patients with optic axatic were not capable of tailoring their
grip when objects were present in real time, but only when the objects were taken away and they
should pretend to pick up an object, were they capable of tailoring their grip perfectly. These findings
suggest that what we see is not necessarily what is in charge of our actions (ibid). One of the recent
studies of this separation between perception and action is shown by the "hollow face" illusion (ibid).
Volunteers were asked to flick off a small bug-like target which was stuck on the inside of a mask,
which for the volunteers impelled them to see as a normal protruding face (ibid). In Figure C.1 a
picture of the hollow face is shown.

2.3. The mask displays and their presentation

The stimuli were two female face masks, identical except that
one was convex and the other concave (22.8 cm long and 14.8
cm wide). Sheet metal was glued to the backs of the masks, so
small target magnets could be placed on their front surfaces.
The faces were mounted on a ‘reference plate’, such that the
normal (convex) face protruded in front and the hollow face
receded behind it. The displays were mounted firmly on a
rotatable turret as shown in Fig. 1. The device allowed us to
present one mask at a time by rotating it to either one of two
settings.

A slidingmechanism allowed us to move the entire display
on each trial to one of 3 randomized distances (19.8, 24.8, and
29.8 cm from the start button) to prevent participants from
making stereotyped movements. A single target–a small
cylindrical magnet (0.4 cm long and 0.5 cm in diameter)
covered with white cloth tape–was presented at two different
depth locations on the faces: the side of the cheek (1.1 cm from
the reference plate) or the forehead (5.5 cm from the reference
plate). The displays were sufficiently large that participants
could flick the targets from the hollow face without colliding
with the edge of the mask. In other words, the same type of
reaching movements could be used to flick targets off either
the normal or the hollow face.

2.4. The viewing conditions

The hollow-face illusory depth reversal is robust, except when
countered by strong stereo information in near viewing with
both eyes. As the mask had to be sufficiently near in this
experiment for the participant to reach the targets, this was a
problem. Hence, we reduced the countering stereo by filtering
out high spatial frequencies, with a de-focusing lens placed
over the non-dominant eye, which allowed only low-frequen-
cy binocular information. The lens was selected individually
to preserve the illusionwithin reaching distance. The first lens
tried was always −3.75 diopters, a value that was found to be

optimal in three individuals tested in an earlier pilot study.
Subsequently, stronger or weaker lenses were employed until
the participant reported a strong and immediate illusion. As it
turned out, the mean lens strength used in the experiment
was also −3.75 diopters.

Testing took place in a dark room where the only source of
illumination was a hidden spotlight. The direction of lighting,
and/or its intensity, was different for each experimental
condition. The hollow mask, seen illusorily as convex, was
illuminated from below by a small spotlight. To keep shadow
information similar, the spotlight was placed above the
normal mask. In one final condition, the illusion for the
hollowmask was abolished by bright overhead lighting and by
removing the de-focusing lens.

2.5. Procedure

Each behavioral measure (fast flicking, deliberate pointing,
and paper-and-pencil drawing) was tested in separate blocks
of trials. In the first part of the experiment, the normal face
and hollow face looking illusory were randomly interleaved in
a different order for each participant. In the last part of the
experiment, the hollow face looking hollow was presented on
its own.

The fast flicking and slow pointing were performed in
visual open loop (no visual feedback after the finger left the
start button). LCD (PLATO) goggles were used to control the
viewing time: the face display was revealed and then, after 3 s,
a start signal was given to initiate the participant's fast
flicking, or slow pointing, movement to the target. The goggles
became opaque as soon as the moving finger left the start
button.

Fast flicking: Participants were asked to flick the small
magnet off the face as quickly and accurately as they could,
using their index finger. These flicking movements were
measured with an optoelectronic system (OPTOTRAK 3020:
Northern Digital), which recorded (at 200 Hz) the position of an
infrared emitting diode located at the base of the index finger.

Fig. 1 – Left panel. The apparatus used to present the normal and hollow faces. Two small magnets, which served as targets,
are shown in position on the forehead and cheek of the normal face. These targets were always presented separately. Right
panel. The front view of the hollowmask. The lighting for this face comes from below, creating a shadow pattern that is similar
to lighting from above for the normal faces. The reader should see this hollow mask as an illusory convex face.
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Figure C.1: Figure C.1 shows an example of the "hollow face" (Kroliczak et al. 2006).

The experiment showed that the volunteers were capable of flicking the target as they reached out to
the correct point in space (ibid).

Even though Goodale and Milner’s and others’ work does not show how the two streams are work-
ing together, their work clearly present the idea of the dissociation of the visual system - one visual
stream for perception and one visual stream for action. This is shown with various experiments with
patients who suffered from damage to the one or the other stream and with healthy volunteers.
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Appendix D

Activity theory

The activity theory should not be considered a theory in the strict interpretation of the term "the-
ory". It should rather be seen as a descriptive framework (Bannon 1997), that consists of principles.
These principles tries to explain the entire activity system beyond the basis of just one being (or ac-
tor/individual). This is done by implicating the history of the individual, culture, motivations, and
role of the object. The very concept of activity implies that not only does it involve an acting indi-
vidual, but also something that the activity is directed towards. So the activity is what connects the
subject with the object-oriented world. The activity is therefore the relation between subject and ob-
ject (Leont’ev 2002).

Alexei Nikolaevich Leont’ev was a student of Lev Vygotsky, the founder of cultural-historical psycho-
logy (ibid). Leont’ev developed the conceptual framework called Activity Theory (ibid). The activity
theory by Leont’ev, has origins from Vygotsky perception of a human being’s triple anchoring as a so-
cial being, consciousness being, and a member of the animal species (ibid, p. 17). Based on Vygotsky’s
triple perception of the human individual, Leont’ev tries to give a general psychological theory and
therefore an important part was to clarify the mind’s biological anchoring (ibid). Leont’ev does this by
implicating comparative psychology which compares psychological phenomenons among different
life forms including the human species (ibid). Leont’ev attempts to create a connection between the
studies of other animal species’ behavior and the human psychology. Here Leont’ev focuses on the
term: activity. Leont’ev does not only look back at the development of the species before man, but
all the way back to when comparative psychology was not useful because no behavior existed (ibid).
When Leont’ev’s talks about life, it is sufficient that the organism has a metabolism, a substance, and
energy decomposition, between the organism and its environment. No activity is required. The plant
kingdom is categorized by metabolism, but is stagnant species. Leont’ev sees this as a substance and
energy decomposition without activity or without any behavior as a behaviorist would have put it
(ibid).

So in Leont’ev’s theory the life of an organism can be defined by metabolism, but an organism do
not only have a metabolism but may also have an activity. As long as the organism only needs energy
and nutrients in an gaseous or liquid form it does not need to search for these living conditions, but
can merely wait for these to accrue to it. It does not need higher organized form for activity. In the mo-
ment the organism physically seeks objects, a new phase is present. The original metabolism, which
concerns the organism secondary decomposition of what it consumes, is still maintained. When
searching for food material a new and higher organized type activity is required: an activity that is
object- and goal-oriented. This activity is what have named Leont’ev’s theory: Activity theory (ibid).

So the activity theory begins with the notion of activity. Activity can be seen as a system of human
"doing" whereof a subject interact with an object. In other words a relation between subject and
object, whereas the relation can be considered as an interaction between the subject and its envi-
ronment, which mutual influence each other (ibid, p. 25). In the process of an activity intentionally
adjusted mental activities is being executed which brings the organism in contact with objects and
conditions which changes the structure of the activity and thereby influence the subject’s sense or-
gans in ways which gives information. The structure of the activity is therefore changes in correlation
with the properties of the object and with time experience is accumulated in the organism (ibid). In
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this way activity always happens in proportion to the environment, social, and objects and cannot be
seen as isolated from the social relations or as an activity without an object (ibid).

So, Leont’ev sees the human activity as an object-related, but how is the object defined? The ob-
ject can be treated in two different ways. In the most wide sense an object is a thing, which is in
somewhat connection to other things, and therefor as a thing which has an existence (ibid). In a
more narrow sense it can also be something that an action is directed against, that is, something the
organism relates itself to as object for its activity (ibid). This means as contrary when the activity is
directed towards an object as in a tangible thing like a computer, it can also be an intangible thing like
a status in a group (an immaterial matter) (ibid), which the activity is directed towards. The notable
and somewhat problematic with an intangible thing is that the object is given in and with the activity
itself (ibid). An example of this could be if the object for a monkey is status in a group, the tangible
"status" is defined by the monkey’s (and other monkeys of the group) activity rather than activity is
defined by the object "status".

The terms activity, action, and operation can on a subordinate relational level describe the activity.
These three terms is closely linked to motive, goal, and condition (ibid). In the animal kingdom the
activity is motivated by a certain need, for which an object exists. This object has a meaning to the
animal, so it immediate should satisfy the animal’s need (ibid, p. 29). This object’s meaning is in a way
the activity’s motive, and therefore the motive and object becomes consistent. In other words, the ob-
ject(s) in an activity is the activity’s real motive (ibid). This means that the objects always correspond
to a need and that the activity always links to a motive (ibid). As said before, the animals’ activity is
initiated and controlled by the object (motive), which can satisfy their needs. However, with humans
it is different. Human activity is initiated by the motive, which is based on a need. The actions, which
carries out the activity, is controlled by the goals (ibid, p. 31). The goals is defined as "intermediate
results", which the actions produce as a "step" towards the object, which is the motive for the activity.
This makes the actions a process which is subordinated to the notion of the result, that is supposed
to be achieved. In other words, what we do (actions) to achieve an intentional goal (ibid, p. 32). So,
activity and action is linked to what must be done to satisfy the needs and the intentional goals. Op-
erations however, is linked to how it is done and is therefore influenced by the attending conditions.
It can be seen as the object-oriented activity is directly translated into operations, which is directed
towards the conditions (or obstacles), so the activity can achieve it’s object (ibid, p. 29). The goal of
the actions can remain the same, while the conditions, which relates to the operations can change.
The difference can be hard to clarify, since the operations are how the actions are being accomplish in
practice and are determined by the circumstances these operations are accomplish in (ibid). In short
sense this can be explained by the following: The human activity is constituted by a series of actions,
which each independently are controlled by the goals, which are adequate to the motives under the
given circumstances. The actions "what" are being accomplish by operations "how", which are avai-
lable under the given conditions.

The subject’s activity, whether or not it is interior (e.g.thoughts) or exterior (e.g. physical activity),
is mediated and controlled by the mental reflection of the reality (ibid, p. 93). Things in the object-
oriented world, which for the subject, acts like motive, goals, and conditions must in someway be per-
ceived by the subject and imagined, comprehended, located, and reproduced by its memory (ibid).
This enables the subject to grasp the object-oriented world. The mental reality, which appears im-
mediately before us, is the consciousness subjective world (ibid). In other words, the consciousness
is in its immediacy a picture of the world, which appears before the subject, and includes the subject
itself, its actions, and conditions (ibid).

The mental reflection of the reality requires that the subject can collect perceptual information from
the object-oriented world (ibid, p. 102). This sensory representation happens through the sensory
fabric of the human consciousness (ibid). This fabric forms the sensory structure of the present re-
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presentation of the reality in the moment it is perceived, or when it appears in the human memory
(ibid). This means that the sensory fabric forms the experience of reality by allocating the subject a
conscious "image" of the world, which exist outside the subject (ibid). The conscious can externalize
itself and this externalization can be seen as the objectified consciousness and holds mankind’s social
experiences and social practice (ibid, p. 39). It becomes the consciousness’ generalized abstractions
of social experience and practice, and should be seen as independent from the individual’s subjective
relationship to the reflected. Leont’ev present the term personal meaning to describe the subjectively
side of the consciousness (ibid). This means that unlike values, the personal meaning is what reflects
and holds its own reality of life and is therefore in close relation to its motive (ibid, p. 41). Personal
meaning is what creates the human consciousness’ engagement. It regulates and guides the human
activity (ibid).
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Appendix E

Conceptualization

E.1 Goal-Derived Categories: The Role of personal and situational goals
in category representations

Ratneshwar and co. conducted a study with 127 undergraduate students. The students were asked
to rate the similarity of different foods. The participants judged the similarity of eight pairs of food
products. In a test the food categories varied between high and low surface resemblance. Further-
more they varied the salience of a shared context like "things you can eat in your car". Some of the
food categories fitted this context others did not. They also varied the food categories according to
a personal goal of health. The test subjects were presented with two kinds of food. Example given, a
plain granola bar and a candy bar. The students then had to rate the similarity of the to food types on
a scale from 0-11.

The food types differed each time in which shared attributes (personal goal, context, surface resem-
blance) they had in common. And also the salience of the context and the health goal differed.

The study showed that people are influenced by the context, the personal goal, and the surface re-
semblance when judging on the similarity of different food types.

Ratneswar concluded that not only is our mental category representations based on a bottom-up
process from the perceptual elements, but also based on a contextual schema top-down process.

E.2 Family Resemblances: Studies in the Internal Structure of Categories

This article documents a study in prototypes. Prototypes are the clearest example of a category. If we
look at different items within a given category the thing that binds them together is that:

"Each item has at least one and probably several, elements in common with one or more
other items" (Rosch & Mervis 1975, p. 575)

The elements in common is referred to as family resemblance (ibid).

The work includes three different types of categories: Superordinate semantic categories, basic level
semantic categories, and artificial categories. The superordinate semantic categories are ordinate ca-
tegories such as furniture and vehicle they are not physical objects. Basic level semantic categories
can be physical objects such as a chair and car. The artificial categories are formed from random dig-
its and letter strings (ibid).

In the first part of their article they try to confirm these hypotheses considering superordinate se-
mantic categories:

• Members of a category come to be viewed as prototypical of the category as a whole in propor-
tion to the extent to which overlap those of other members of the category
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• Items viewed as most prototypical of one category will be those with least family resemblance
or membership in other categories

In order to test their hypotheses they conducted two experiments.

In the first experiment six categories were used, each were listed with 20 items, a category could be
fruit and the items listed within the category could be banana, able etc. (ibid).

400 students participated in the first experiments where their first task were to rate how prototypi-
cal six items were to the categories they were presented in. Each category were presented with one
item per test subject. In the second part of the experiment the test subjects had to list as many at-
tributes as possible for the six items, one by one. Afterwards all items were credited with the attributes
chosen by the test subjects. Two judges checked the list in order to exclude false attributes. The at-
tributes were then rated on a scale from 1-20 according to how many times the attribute were listed
in the category (ibid).

The result showed that the number of attributes an item had in common with other items within
the categories corresponded to how high the item were rated as a prototype (ibid).

In the second experiment they wanted to prove the opposite hence items viewed as most prototyp-
ical of one category will be those with least family resemblance or membership in other categories.
Another 400 students participated (none from experiment 1 participated). This time the experiment
only included five categories, again listed with 20 items. The test subjects were told to list three cate-
gories for which the items could belong. From the list of these three categories the facilitator could
calculate the category dominance for each item. The result showed that there was a significant cor-
relation between prototypicality and dominance of membership in the category for which prototyp-
icality had been measured, and thereby have least membership in other categories (ibid).

Another two experiments were conducted in order to confirm that the same two hypotheses were
correct for basic level categories. The procedure of the experiment were almost the same as the pre-
vious two experiments. One of the major differences was the use of basic level categories like cars and
chairs (ibid).

Again the hypotheses were confirmed which means that for both superordinate categories and ba-
sic level categories, the rated prototypicality is corresponding to how many attributes the item have
in common with the other items within it’s category. Also it confirmed that there was a significant
correlation between prototypicality and dominance of membership in the category for which proto-
typicality had been measured, and thereby have least membership in other categories (ibid).

The advantage of using words of natural languages is that they occur in actual human usage and
are therefore closer to the real world than constructed words. Unfortunately this also means that
there are many uncontrolled variables which are unanalyzable (ibid, p. 581). Therefore they created
another experiment using only artificial categories. The hypotheses of this experiment were that peo-
ple are faster at learning an item’s membership of a category if the item is more prototypical to the
category (ibid).

The artificial categories consisted of six items each. The items were strings of a mix of five letters
or digits. As letters they only used vowels so none of the words could be pronounced and function as
a factor. The artificial categories were not given any names so the only thing saying anything about
the category were the letters and digits in common within the category (ibid).

The strings prototypicality within each category were measured by counting in how many of the other
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words the letters were used within the category. The experiment included a control group were all
strings had the same family resemblance score. Besides the control group there were two other cate-
gories with six strings in each (ibid).

The test subjects were 30 students. The test subjects were first shown the two categories. Afterwards
they were shown a random string and were to guess to which category this string belonged. The test
subjects were then told if they had guessed correctly or not. They were then presented with another
string and had to guess again and they continued to show the strings to the test subject until they had
completed two runs errorless. When they had completed the task they were given the list of the items
in each category and were told to judge the prototypicality of each string (ibid).

The number of errors for each category were noted, so was the reaction time1, and the rankings of
prototypicality. When comparing the three variables it showed that strings rated with higher proto-
typicality gave lesser mistakes and shorter reaction time (ibid).

Based on the experiments they conclude that for both superordinate, basic level, and artificial ca-
tegories. Items judged as most prototypical have the highest resemblance between items within the
category, furthermore other studies has concluded that this also goes for other types of categories
like dot patterns (ibid, p. 599). This study have focused on family resemblance, but there are proba-
bly other principles or attributes which can connect different items in one category like social factors,
memory, or goals (ibid).

E.3 Visual perception

In James J. Gibson’s approach to the study of perception it is described how an active observer gathers
information from the environment (Gibson 1986, p. 147). Gibson explains perception as an active
exploration of the environment. The substantial in Gibson’s approach to visual perception is that vi-
sual space is defined by the information contained on environmental surfaces. The information for
perception is information that remains invariant while an observer moves through the environment
(ibid, p. 73).

In a more detailed explanation, our perception, according to Gibson, is based upon three fundamen-
tal elements: medium, substances, and surfaces (ibid, p. 16). The medium is what we move through
(e.g. water is the medium for fish and air for terrestrial animals), and the medium facilitates different
kinds of perceptual systems to evolve. The air for instance makes it possible for different kinds of
dispersion of e.g. light particles, chemical particles and vibrations and thereby facilitates the visual,
auditive, and olfactory systems (Trettvik 2001, p. 5). The substances is objects we can touch, look at,
or eat - it is what we have trouble using as medium (ibid). The surfaces is where the medium and
substances meet (ibid).

So when light penetrates the medium and hits a given substance the light is reflected and is percei-
vable by an observer (ibid). Gibson calls the reflected light for ambient light (ibid, p.4). The ambient
light is therefore a result of the light which is spread in the medium and illuminates the surfaces in
the environment (ibid, p.5). In order for our visual system to make any sense out of light it must be
structured. The environment and its surfaces structures the ambient light. This means that when
light is reflected it has, because of the surface’s layout, a variance in light density, which is specific for
the surface the light is reflected from. Gibson calls this ambient optic array which is considered by
Gibson to be sufficient for perception (ibid).

Gibson emphasize in his work that perception of real life cannot be done by a stationary observer

1How long it took before they guessed.
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but must involve an active observer who is constantly moving his eyes, head, and body in relation
to the environment (ibid). Even though the constant movement of the observer results in a constant
changing image in the observer’s retina there is information that remains constant on the retina (Gib-
son 1986, 73). The more movement an observer or the object have the more information becomes
available because of the changes in the ambient optic array (Trettvik 2001, p. 6). This is because that
every point of observation is surrounded by ambient light that is specific for that exact point of ob-
servation. When the point moves (when the observer moves) the array of the ambient optic changes,
or at least some parts of it do. This is due to the perspective structure (ibid). The parts that do not
change Gibson defines as invariant and these invariants is what makes us perceive the world as rather
constant even though we move (ibid). This is because the invariant structure is behind the transfor-
mations in the perspective structure and specifies the forms of the rigid surfaces of objects e.g. (ibid).
Fig E.1 illustrates an example of the constant information that is available of an object (a cup).

Figure E.1: A schematic illustration of the invariant parts of a cup (Gibson 1986).

But when Gibson talks about perception of objects not only do he talk about visual characters of the
objects but also the perception of what objects affords (Gibson 1986, p. 127). These aforementioned
invariants is what specifies the subject’s options with the object and Gibson called these options for
affordance. Affordance is in general what the object e.g. offers the subject (ibid). In other words, it is
what the objects are appropriate for or serve or allow (Trettvik 2001, p. 7). An example of this could
be how a stable horizontal surface (like a chair or a ledge) offers sitting. So, affordance refers to the
meaning objects have for the observers and remain invariant in most cases (Goldstein 2009, p. 3).

The visual perception of affordance can be described as the subjects perception of a possible acti-
vity with an object (Trettvik 2001, p. 7). Therefore the subject perceives the relations of activities and
these relations of activity are specified by the invariants in the ambient optic array. This is because
it is the invariants (as mentioned before) which is behind the transformation in the perceptive struc-
ture which e.g. is created by locomotion through the environment (ibid). Perceiving the affordance
does not only include what to do with the object, but also includes how one should avoid the object,
how to catch it, how to throw it etc.(ibid, p. 8). So, affordance has meaning and value for us, we can
perceive affordances which are useful for us but also at the same time be a treat to us.
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A cliff affords a high edge to hang-glide from and also afford that we could fall of it by accident and
hurt ourselves. Therefore affordance can be seen as information and depends on the observer and
the activity (ibid, p. 9).

E.4 Perceptual symbol systems

In his article "Perceptual symbol systems" Barsalou (Barsalou 1999) explains his thoughts about the
human conceptual system and perceptual symbols (ibid).

During perception of an object, an event etc. neurons in the sensory-motor system of the brain cap-
ture information from the object or event, and also from the body of the observer. These captured
information are known as perceptual symbols. Perceptual symbols could be edges, colors, move-
ments, heat,pain, or spatial relations (ibid, p. 583).

The perceptual symbols do not affect a whole state but rather a specific schematic aspect of the state
for instance a shape or a color. If our selective memory focus on a specific aspect of the object this
specific aspect is most likely what we store in our long term memory (ibid).

When a perceptual symbol is stored in our long term memory it is stored in an associate pattern of
neurons, and thereby associated with other perceptual symbols this give the perceptual symbols the
opportunity to activate in different patterns according to different contexts. So the perceptual symbol
patterns can change over time, creating new patterns of categorizing objects and creating new con-
cepts (ibid, p .584).

As mentioned earlier the perceptual symbols are schematic of nature, which means that they are not
holistic. The way perceptual symbols are stored in memory makes it possible to separate the colors,
shapes, and orientation, but still it is possible to connect the perceptual symbol components to form
a specific object (ibid). Neurons in the perceptual system can code information qualitatively as long
as it is unconscious information. Like coding the presence of a line without information about the
length, position, or orientation. This further explains how the perceptual symbols can be coded into
schemes (ibid).

So far the focus has primarily been on perceptual symbols gained from visual stimulus. However
it is important to add that perceptual symbols are multimodal in nature which means that the per-
ceptual symbols can also come from other sources such as audio. People acquire perceptual symbols
from speech and sounds, from touch, temperature, and texture. Also, we acquire perceptual symbols
from propriception - like movements of objects and body positions (ibid, p. 585).

Another modal that can capture perceptual symbols is introspection (ibid).

Introspection can be divided into three areas (ibid):

• Representational states include the representation of an entity or event in its absence, as well
as construing a perceived entity as belonging to a category

• Cognitive operations include rehearsal, elaboration, search, retrieval, comparison, and trans-
formation

• Emotional states include emotions, moods, and affects

As mentioned earlier perceptual symbols are stored in association with other perceptual symbols.
These associations or relations makes it possible to simulate an event. If you for instance study a car
the information about the body, wheels, windows, and doors are stored in accordance to their spatial
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location - an object-centered reference frame. More information about the car is added to the refe-
rence frame when moving around the car and observing it from different angles or when you look
into the trunk etc. Aspects like the sound of the engine, the movement of the car etc. can be included
into one of these reference frames or schemes. The information concerning the schema of a car can
come from many different experiences with a car (ibid, p. 586).

A simulator contains two levels. The first level is the frame that integrates the different perceptual
symbols. The second is the potential sets of simulations that can be constructed from the frame (ibid).

The simulator becomes equal with what others might refer to as a concept. During childhood we
develop simulators for important types of entities and events. Once you can simulate an event to a
culturally acceptable degree they have an adequate understanding of it (ibid). When a clear concept
or simulator has been created it is possible to decide if a given entity is a member of a given category.
If the simulator is not able to generate a satisfying simulation the entity is not a part of the category
and will therefore not be stored in the same association as the given category (ibid).

When our language develop the perceptual symbols are linked with linguistic symbols and thereby
also linked to the simulations. The linguistic symbols develop in the exact same way as perceptual
symbols and whenever you hear or read a word of a concept like "car" the simulation of the concept
will start (ibid, p. 592).

Once an entity is categorized you can use the knowledge from this category to provide predictions
and thereby further knowledge about the entity. This includes ways of interacting with it. This can
can be beneficial when working with a new object. Have you once driven a car, you already got a lot
of information on how to drive a truck (ibid, p. 586).

Figure E.2 gives an overview of the human conceptual system.

long-term memory. On later retrievals, this perceptual
memory can function symbolically, standing for referents in
the world, and entering into symbol manipulation. As col-
lections of perceptual symbols develop, they constitute the
representations that underlie cognition.

Perceptual symbols are modal and analogical. They are
modal because they are represented in the same systems as
the perceptual states that produced them. The neural sys-
tems that represent color in perception, for example, also
represent the colors of objects in perceptual symbols, at
least to a significant extent. On this view, a common repre-
sentational system underlies perception and cognition, not
independent systems. Because perceptual symbols are
modal, they are also analogical. The structure of a percep-
tual symbol corresponds, at least somewhat, to the percep-
tual state that produced it.1

Given how reasonable this perceptually based view of
cognition might seem, why has it not enjoyed widespread
acceptance? Why is it not in serious contention as a theory
of representation? Actually, this view dominated theories
of mind for most of recorded history. For more than
2,000 years, theorists viewed higher cognition as inherently
perceptual. Since Aristotle (4th century BC/1961) and Epi-
curus (4th century BC/1994), theorists saw the representa-
tions that underlie cognition as imagistic. British empiri-
cists such as Locke (1690/1959), Berkeley (1710/1982), and
Hume (1739/1978) certainly viewed cognition in this man-
ner. Images likewise played a central role in the theories of
later nativists such as Kant (1787/1965) and Reid (1764/
1970; 1785/1969). Even recent philosophers such as Rus-
sell (1919b) and Price (1953) have incorporated images
centrally into their theories. Until the early twentieth cen-
tury, nearly all theorists assumed that knowledge had a
strong perceptual character.

After being widely accepted for two millennia, this view
withered with mentalism in the early twentieth century. At
that time, behaviorists and ordinary language philosophers
successfully banished mental states from consideration in
much of the scientific community, arguing that they were
unscientific and led to confused views of human nature
(e.g., Ryle 1949; Watson 1913; Wittgenstein 1953). Because
perceptual theories of mind had dominated mentalism to
that point, attacks on mentalism often included a critique

of images. The goal of these attacks was not to exclude im-
ages from mentalism, however, but to eliminate mentalism
altogether. As a result, image-based theories of cognition
disappeared with theories of cognition.

1.2. Amodal symbol systems

Following the cognitive revolution in the mid-twentieth
century, theorists developed radically new approaches to
representation. In contrast to pre-twentieth century think-
ing, modern cognitive scientists began working with repre-
sentational schemes that were inherently nonperceptual.
To a large extent, this shift reflected major developments
outside cognitive science in logic, statistics, and computer
science. Formalisms such as predicate calculus, probability
theory, and programming languages became widely known
and inspired technical developments everywhere. In cog-
nitive science, they inspired many new representational
languages, most of which are still in widespread use today
(e.g., feature lists, frames, schemata, semantic nets, proce-
dural semantics, production systems, connectionism).

These new representational schemes differed from ear-
lier ones in their relation to perception. Whereas earlier
schemes assumed that cognitive representations utilize
perceptual representations (Fig. 1), the newer schemes as-
sumed that cognitive and perceptual representations con-
stitute separate systems that work according to different
principles. Figure 2 illustrates this assumption. As in the
framework for perceptual symbol systems in Figure 1, per-
ceptual states arise in sensory-motor systems. However, the
next step differs critically. Rather than extracting a subset
of a perceptual state and storing it for later use as a symbol,
an amodal symbol system transduces a subset of a percep-
tual state into a completely new representation language
that is inherently nonperceptual.

As amodal symbols become transduced from perceptual
states, they enter into larger representational structures,
such as feature lists, frames, schemata, semantic networks,
and production systems. These structures in turn constitute
a fully functional symbolic system with a combinatorial syn-
tax and semantics, which supports all of the higher cogni-
tive functions, including memory, knowledge, language,
and thought. For general treatments of this approach, see
Dennett (1969), Newell and Simon (1972), Fodor (1975),
Pylyshyn (1984), and Haugeland (1985). For reviews of spe-
cific theories in psychology, see E. Smith and Medin (1981),
Rumelhart and Norman (1988), and Barsalou and Hale
(1993).

It is essential to see that the symbols in these systems are
amodal and arbitrary. They are amodal because their inter-
nal structures bear no correspondence to the perceptual
states that produced them. The amodal symbols that rep-
resent the colors of objects in their absence reside in a dif-
ferent neural system from the representations of these col-
ors during perception itself. In addition, these two systems
use different representational schemes and operate ac-
cording to different principles.

Because the symbols in these symbol systems are
amodal, they are linked arbitrarily to the perceptual states
that produce them. Similarly to how words typically have
arbitrary relations to entities in the world, amodal symbols
have arbitrary relations to perceptual states. Just as the
word “chair” has no systematic similarity to physical chairs,
the amodal symbol for chair has no systematic similarity to

Barsalou: Perceptual symbol systems
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Figure 1. The basic assumption underlying perceptual symbol
systems: Subsets of perceptual states in sensory-motor systems are
extracted and stored in long-term memory to function as symbols.
As a result, the internal structure of these symbols is modal, and
they are analogically related to the perceptual states that produced
them.

Figure E.2: When the chair is perceived it turns the entities of the chair into perceptual symbols which are stored in a schemata association.
The associations can be used in memory, language, and thought through the use of simulators (ibid, p. 2).
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E.5 Spatial symbol systems and spatial cognition: A computer science
perspective on perception-based symbol processing

This article explains some thoughts about spatial structures in computer systems (Freksa, Barkowsky
& A. 1999, p. 615).

"Neural representations resulting from perception are often organized in sensoritopic re-
presentations, that is, according to spatial structure manifested in the perceived configura-
tion. As entities are perceived in spatial relation to one another." (ibid, p. 615)

When you perceive entities in a scene you also structure them according to their spatial location
hence the perception processes make use of spatial organization. So generating a representation that
preserves spatial relations is an easy process. This means that it is easy to recall the spatial structure
of a scene. Also the spatial structure works as an inter-modality - as a combiner for different modali-
ties (ibid).

The benefits from the perception of spatial structure can be used in computer systems. The computer
is good at implementing arbitrary concepts and processes. This has been achieved by generalizing
principles in specific domains to apply to all domains. These principles does not always apply to the
domains in the real world which have alienated the computer systems from the real world. In the
real world rules and structures are naturally applied to every domain. Structures and principles in
computer systems are not given intrinsically but are instead simulated through expensive computa-
tional processes. Which means that if the computer should obey every rule of a specific domain the
computational cost would simply be to high (ibid).

As already mentioned it is very easy for humans to interpret entities in spatial relation to other enti-
ties. One of the things that uses these principles are maps (ibid).

"The pictorial map space is organized in spatial analogy to the world it represents. Hence,
the map becomes an interface between spatio-perceptual and symbolic concepts that are
integrated in a single representational structure". (ibid)

So maps order the information of the scene into symbols but keep the information about the spatial
location, and thereby support the use of spatial information in a natural way.

A computer system could support a map structure and thereby become closer to the real world (ibid).

E.6 On the Origins of the Conceptual System

Mandler (Mandler 2007) worked with conceptual categorization - how we separate humans from ani-
mals, cars from airplanes etc. (ibid).

When discovering a new item we must decide whether it can be categorized as the same as a known
thing. This can be done by comparing how things look, but this can be misleading. Therefore our
categorization is more frequently based on concepts. Since babies have not created concepts yet they
can only categorize on perceptual similarities (ibid, p. 743).

Through her study on infants she noticed that infants categorize objects according to perceptual at-
tributes (ibid, p. 745). This is perceptual attributes such as form and color. Later on infants learn
to categorize elements on behalf of their conceptual similarities such as what things can be used for,
e.g. a saw and an axe can both be used for cutting down wood. Infants can also differentiate between
kitchen stuff and bathroom stuff.
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Later on perceptual similarities and concept similarities melt together trough our language (ibid).

Mandler has also studied how our conceptual system evolves in the first place, how we start to learn
the attributes of a concept on which behalf we categorize it. She have not found a direct answer but
studies have proven that infants pay extra attention to motion and in some cases spatial relations. At
the age of two months infants start to notice whether objects move by themselves or by the action of
other objects (ibid).

When forming our conceptual system we start with creating global concepts2 . The global concepts
then get subdivided according to spatial information. These subdivisions than get subdivided again
and so forth until our conceptual system is created (Mandler 2007, p. 747).

2Rosch refers to this as supordinate categories like vehicles, animals etc. (Rosch & Mervis 1975).
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Eye tracking

An eye tracker is capable of measuring an individual’s eye movements. This makes it a useful research
tool, because it is possible to know where a person is looking, how long a person is looking, and in
what sequence a person is shifting eye location. Utilizing this kind of technology gives insight in the
field of human computer interaction to understand visual and display-based information process-
ing (Poole & Ball 2005, p. 1). Additionally it can clarify what factors may have an impact upon the
usability of a graphical user interface (ibid). Another use of the eye tracking technique is to capture
eye movements and use them as control inputs to a system. This enables people to interact with a
graphical user interface by using only the eyes. This is rather beneficial for individuals with a certain
incapability.

There are several ways of tracking eye movements, but capturing the reflection of the user’s cornea
and center of the pupil, using a video-based tracker with an infrared camera and its related image
processing software, is a common used method for interactive systems (Duchowski 2007, p. 54). The
eye tracker, is often, mounted in a fixed position beneath or next to a screen, and is pointing an in-
frared light, embedded in the infrared camera, directly into the eyes of the viewer to create a strong
reflection of the eye’s features (Poole & Ball 2005, p. 2). The infrared light will make the pupils appear
bright and also generates the corneal reflection which will appear as a small sharp glint (ibid). In
Figure F.1 the bright pupil and the corneal reflection is illustrated.

Figure F.1: Illustration of the bright pupil and corneal reflection made by infrared light (ibid, p. 2).

The image software can then identify the center of the pupil and the location of the corneal reflection.
The vector between them is then measured, and by using trigonometric calculations it is possible to
determine where the user is looking ("point of regard") (ibid). So by using this technique to track eye
movements, it is not required to be in physical contact with the user’s eyes (Namahn 2001, p. 2).

In order to track the eyes’ movements most accurately a calibration process is needed. In this process
the eye tracker system is fine-tuned to each of the individuals’ physiological properties of their eyes.
The calibration procedure is done by displaying a dot on a screen which the user must gaze upon for
a certain amount of time, so the tracking system can record the relationship between the center of the
pupil and the corneal reflection as corresponding to a specific x,y coordinate on the concerned screen
(Poole & Ball 2005, p. 3). The dot will appear several times across the screen to ensure an accurate
calibration all over the screen. After the calibration procedure the system should have an accurate
direction of the user’s gaze. An example of a calibration can be seen in Figure F.2.
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Figure F.2: The calibration of the eye tracker is done by displaying a dot which appears several times across the screen.

Tobii X120 Eye tracker

The eye tracker used in this study was the X120 Eye tracker manufactured by Tobii Technology1 (Tobii
2012a). Figure F.3 shows a picture taken of the Tobii X120 Eye tracker.

Figure F.3: The X120 Eye tracker from Tobii.

The X120 eye tracker is a stand-alone eye tracker unit which makes it capable of tracking eye move-
ments of any surface (ibid). Therefore the X120 Eye tracker is not prohibited to only measure eye
movements on technical surfaces like a screen but also physical surface from objects like on a wall.

1For more information about Tobii Technology visit: www.tobii.com.
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The eye tracker can have a frame rate of 60 or 120 Hz, which means that the system will either register
60 or 120 data points pr. second or every 16.6 or 8.3 ms (ibid).

Tobii Studio™Eye Tracking Software is a software program that, with the eye tracker’s functional-
ity, offers to record, observe, analyze, and visualize data in heat maps and gaze plots2 (ibid). In order
to visualize the data of eye movements the data is processed into graphical fixations (ibid). These
graphical fixations are represented by dots, where the larger dots indicate a longer time of fixation.
The saccades are indicated by lines between the fixations. It is possible to set a time limit of the mini-
mum length of a fixation. In this study it was set to 60 ms which is set as default value by Tobii Studio
(ibid). Thus, fixations that have a duration under 60 ms, is not graphically represented. Even though
several studies have shown that 100 ms is appropriate for most eye tracker studies (Tobii 2012b), we
estimated that the value 60 ms was a proper time duration to gather information about the test sub-
jects’ fixations. This is because it is possible for viewers to gather information from fixations under
100 ms. In a study by Keith Rayner (Rayner et al. 2009) it is demonstrated that viewers can acquire
information to understand the gist of a scene in just 40-100 ms (ibid). Therefore by setting the value
to 60 ms, we secured that more information about the test subjects’ fixations was collected by the
eye tracker. It has however been considered that there might be a risk of information getting lost by
neglecting fixation with length under 60 ms, because the test subjects could have fixated upon places
as the mini-map e.g. in a duration of 40 ms.

In Tobii Studio it possible to view the eye tracking session with a screen capture of a test subject
(ibid). This makes it possible to review the whole session with the possibility of deeper analysis and
at the same time be able to see what the test subject looked upon in the session in terms of fixation
points (ibid).

Another useful feature in Tobii Studio is the gaze plot. The gaze plot feature displays the eye move-
ment sequence, order, and duration of a gaze fixation. The gaze plot makes it possible to see a specific
part of a session or the entire session with the fixation dots. The dots are labeled with numbers, so
the exact order of fixation points is possible to see. An example of a gaze plot can be seen in Figure
F.4.

Figure F.4: The gaze plot shows where and in what sequence the user has look upon.

2Features in Tobii Studio may vary according to what version is used. In this study Tobii Studio 3.0 was used.
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Appendix G

Verbal instructions

Mundtlige instruktioner 

Hej velkommen. 

Som det første vil jeg bede dig rate din musik kendskab. 

Dette forsøg omhandler at huske placeringen af nogle musik albums i et system.  

Det første vi skal gøre er at kalibrerer eyetrackeren. Eyetrackeren er den her 

maskine, som vil følge med i, hvor du kigger hen på skærmen. Når vi har kalibreret 

eyetrackeren vil du få 3 min til at lære placeringen af nogle musik albums at kende.  

Herefter vil du få nogle opgaver, som går ud på, at du skal prøve at finde nogle 

albums.  Efterfølgende har vi nogle spørgsmål, vi gerne vil stille dig. Har du på 

nuværende tidspunkt nogle spørgsmål?  Ellers kan du bare spørge, når vi gennemgår 

tingene. Vi vil gøre dig opmærksom på, at vi optager lyden fra forsøg og tager nogle 

billeder. 

Det er vigtigt at du under forsøget ikke bevæger dig alt for meget frem og tilbage, da 

det kan forvirre eyetrackeren du må selvfølgelig gerne dreje hovedet (viser med 

kropsprog, hvad der menes). 

Kalibrering: Du skal nu følge kuglen på skærmen for at kalibrere eyetrackeren.  

Systemet (Der gives en kort introduktion til systemet hvor alt funktionalitet bliver 

gennemgået) 

Du får nu 3 min til at lære alle albums at kende efterfølgende vil du få et billede 

ligesom dette fremvist (billede af album med label vises) og du skal så prøve at finde 

det i systemet.  Er der nogle spørgsmål inden du går i gang? 

Godt du har tre min fra nu af. 
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Appendix H

Enclosed DVD

The enclosed DVD contains the following:

• The two interactive prototype systems (with instructions of how to run the executable files)

• Quantitative data in form of the test subjects’ rating and performance

• Qualitative data in form of the transcribed interviews

• Screen captures from the eye tracker

• Sound recordings of the test subjects

• Declaration of statements

• Google Sketchup install file

• ForeUI install file

• A copy of this paper
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