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Abstra
tIn this proje
t we perform an empiri
al studyof the performan
e of the Optimized LinkState Routing Proto
ol with exhaustive s
e-nario based simulations in Network Simula-tor 2. We propose the use of enfor
ed jitterand piggyba
king on the transmission of 
on-trol messages. Furthermore we test a simplelink hysteresis and adjust the message 
on-trol intervals. We show that the use of jitterhas a substantial e�e
t on the performan
eof the proto
ol and that using piggyba
k-ing, link hysteresis, and adjusting the 
ontrolmessage intervals does not have a signi�
ante�e
t. Finally, we perform a 
omprehensive
omparison of OLSR with AODV that un-
over the types of s
enarios in whi
h ea
h ofthe proto
ol ex
el. The result of the 
ompar-ison is that OLSR perform equal to AODVin many s
enarios, but substantially better innetworks with low mobility, high load, highdensity and/or sporadi
 tra�
.To assist us in performing this evaluationwe have developed a framework for perform-ing the simulations. This framework in
ludesa s
enario generator that generates randoms
enarios within the 
onstraints of prede�nedparameters that 
hara
terize the s
enarios.The 
omplete framework in
ludes the simula-tor, the s
enario generator, and a set of util-ities to gather des
riptive measures for thesimulator output.
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SynopsisI dette projekt foretager vi et empirisk studieaf ydeevnen af routningsprotokollen `Opti-mized Link State Routing Proto
ol' omtøm-mende s
enariobaserede simulationer i Net-work Simulator 2. Vi foreslår brugen afpåtvunget jitter og piggyba
king på ud-sendelse af kontrolbeskeder. Desuden testervi en simpel link-hysterese og justerer kon-trolbeskedintervallerne. Vi viser, at bru-gen af jitter har en betydelig e�ekt på pro-tokollens ydeevne og at brugen af piggy-ba
king, link-hysteresen og justering af kon-trolbeskedintervallerne ikke giver en tydelige�ekt. Vi foretager en analyserende sammen-ligning med AODV, der viser i hvilke tilfældehver af protokollerne yder bedst. Resultataf dette er, at OLSR yder lige så godt somAODV i mange s
enarier, men betydeligtbedre i netværk med lav mobilitet, megen ogsporadisk tra�k og/eller høj densitet.Som hjælp til at udføre denne evaluering, harvi udviklet et framework til at afvikle simula-tionerne. Dette framework indeholder en s
e-nariegenerator, der kan opstille tilfældige s
e-narier baseret på en forudde�neret mængdeaf s
enarieparametre der karakteriserer s
e-narierne. Frameworket består af netværk-simulatoren, s
enariegeneratoren og et sæt afværktøj til at indsamle beskrivende målingerfra outputtet af selve simulationerne.
Aalborg Universitet � Fredrik Bajers Vej 7 � 9220 Aalborg Øst � Tlf. 96 35 80 80 � Telefax 98 15 98 89



6



Prefa
eThis report do
uments our work on the master's year at the Department of ComputerS
ien
e, Aalborg University, Denmark. The thesis do
uments the results of the work donefrom September 2000 to July 2001 under the themati
 frame of distributed systems.The formal purpose of the report is to do
ument our ability to work autonomously witha proje
t en
ompassing empiri
al and/or theoreti
al investigation of one or more problemareas relating to 
entral subje
ts within the area of distributed systems, and to applytheories and methods on a s
ienti�
 level.To do this, we have evaluated the performan
e of the Optimized Link State Routing(OLSR) proto
ol alone and in 
omparison with the Ad Ho
 On-Demand Distan
e Ve
-tor Routing proto
ol (AODV). We have implemented OLSR for Network Simulator 2 [nsh℄and 
reated a s
enario generator. We have developed a framework for simulation and an-alyzing the results hereof. We introdu
e the use of enfor
ed jitter and piggyba
king asenhan
ements to OLSR and test a method for using link hystereses. We test and des
ribethe performan
e of OLSR and AODV in various s
enario settings.Referen
es are shown in bra
kets and refers to the bibliography at page 100. (for example[JMQ+01℄). The bibliography 
ontains the sour
es and referen
es we have used trough outthe proje
t. We have in
luded a vo
abulary with spe
ial expressions used in this report,starting at page 97. This is to prevent misinterpretations in the di�erent 
ontexts.We would like to thank the resear
h unit Proje
t Hiper
om, INRIA Ro
quen
ourt, Fran
efor their hospitality during our stay in the fall of 2000 and their 
ooperation throughoutthe proje
t, our supervisor Thomas Heide Clausen for extensive and helpful support and
ritique during the proje
t, and the Mindpass Center for Distributed Systems for allowingus to use their 
luster for running simulations.
Lars Christensen Gitte Hansen
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1. Introdu
tion
For at least the last quarter of a 
entury, resear
h in wireless data 
ommuni
ation andnetworks has been ongoing. In the past, wireless networks were mainly studied in defenseresear
h under the name pa
ket radio networks, for example [JT87℄. The advan
es in the
omputing power of mobile 
omputers, and in wireless 
ommuni
ation, have in
reased theappli
ations of and hen
e the 
ommer
ial interest in this �eld. During re
ent years therehas thus been substantial development in the �eld of wireless data 
ommuni
ation. Forexample GSM is widely spread. Other examples of wireless te
hnologies are: Bluetooth[Blu01℄, HIPERLAN [ETS95℄, and IEEE 802.11 [LAN99a℄. Bluetooth in
ludes spe
i�
a-tions for medium, data/link, and transport layers (plus additional fun
tionally su
h asservi
e dis
overy). HIPERLAN, whi
h is an ETSI standard for mobile LANs, in
ludesmedium a

ess layer routing. The IEEE 802.11 standard in
ludes spe
i�
ations of thephysi
al and medium a

ess layers. These new te
hnologies are 
onvenient alternatives totraditional wired networks � users do not need to 
onne
t wires to be on the network. Anexample of this 
onvenien
e is printing on a network printer. A person 
an print from hislaptop without having to 
onne
t physi
ally to the network. Likewise, he will be able tosurf the web or to syn
hronize his PDA wirelessly.1.1. Network OrganizationThere are two fundamentally di�erent ways of organizing a wireless network.Cellular networksAn existing LAN is extended with base stations whi
h allow mobile devi
es to 
on-ne
t over a wireless medium. The base stations and the atta
hed LAN work as aba
kbone to the mobile devi
es. The mobiles devi
es never 
ommuni
ate dire
tlybut always through a base station. Some of the problems in these network are se
u-rity problems, and transit between di�erent base stations (espe
ially minimizing the`hand-o�' period).Self organizing networksA repla
ement of LANs with self organizing wireless, mobile devi
es � nodes1. Thereis no wired infrastru
ture and the hosts 
ommuni
ate dire
tly or by multiple hops1In the following all nodes are routers, and may also have one or more hosts asso
iated. 13



14 1. Introdu
tionusing ea
h other as routers. The network may be 
onne
ted to other networks throughgateways. Su
h a network is also 
alled a Mobile Ad-Ho
 Network (Manet). Themain problem in a Manet is how to maintain 
onne
tivity, that is, how to routedata through this ad-ho
 infrastru
ture. The network is more dynami
 and unreliablethan in wired networks, so routing is not as simple as in the latter.An alternative use of multiple hop wireless 
ommuni
ation is as transit networks �a group of small inexpensive devi
es used only for establishing 
onta
t between twonodes out of ea
h others radio range. As an example, assume two military units inthe �eld wishing to 
ommuni
ate. Using a multihop transit network with low powertransmitters would allow them to 
on
eal the 
ommuni
ation, while the use of asingle powerful transmitter to establish a single-hop path would make the networkmore vulnerable, as there is only one point of failure, and one point that the enemyhas to dete
t and supervise.In this proje
t we will be working only with self organizing networks, in parti
ularManets.1.2. Issues Related to ManetsIn this se
tion we will des
ribe the issues and 
onsiderations that are related to Manets.The purpose is to expose the areas that may be problemati
 inManets and whi
h shouldbe taken into 
onsideration, when working with this type of network.MobilityNodes in a wireless network may be mobile. When they move, new links will be
reated and others will break 
ausing the topology of the network to 
hange. Theproblem, when mobility exists, is how to maintain 
onne
tivity between devi
es whenthe topology 
hanges 
ontinuously and, potentially, rapidly.Distributed operationA Manet should work without any 
entral authority be
ause a node 
annot rely on
onne
tivity to su
h an authority. For a Manet to be fun
tional, even if any subsetof nodes are down or out of radio range, all nodes must be equivalent: they must allprovide the ability to route data to other nodes, and be able to be self organizing.BandwidthBandwidth is typi
ally low 
ompared to wired LAN networks. In IEEE 802.11 themaximum bandwidth is 2 Mbit/s [LAN99a℄, in IEEE 802.11a it is 54 Mbit/se
ond[LAN99b℄, and in IEEE 802.11b the maximum bandwidth is 11 Mbits/se
ond [LAN99
℄.Furthermore, the radio frequen
ies used in these standards are �publi
 frequen
ies�.This means that they may be used by other devi
es whi
h may impa
t the availablebandwidth as a result of interferen
e. Interferen
e is espe
ially a problem, be
ause



1.3 Manet Routing 15wireless 
ommuni
ation 
hannels are not shielded as 
ables may be. The lower band-width of wireless networks is a problem be
ause people using it as a repla
ement fora LAN will expe
t the same performan
e.Se
urityThe la
k of a shielded 
hannel in wireless 
ommuni
ation implies that Manets donot have the inherent physi
al se
urity as assumed in wired networks. It is easy toeavesdrop on wireless data 
ommuni
ation be
ause gaining unauthorized a

ess tothe media is simple: radio waves may be inter
epted dire
tly whereas it is ne
essaryto gain physi
al a

ess to wires. For instan
e, 
ommuni
ation on a wireless networkin an o�
e environment 
ould easily be eavesdropped on by a person sitting in a 
arin the parking lot. Therefore, the use of en
ryption and se
ure authenti
ation, forexample using publi
 key 
ryptography, is very important.RoutingA Manet that allows wireless, mobile devi
es to 
ommuni
ate by multiple hops tonodes beyond their radio range, requires a routing proto
ol. This should either updatethe routing tables in ea
h node to re�e
t the 
ontinuous 
hanges in the topology, orhave a method of �nding a route to a spe
i�
 node, when it is needed.Traditional routing proto
ols whi
h as spe
i�
ally designed for wired networks, per-form poorly in Manets. Su
h proto
ols are designed for highly reliable, high band-width networks with a relatively stati
 topology. In 
ontrast to this, Manets typ-i
ally have low available bandwidth, are mu
h more unreliable, and may have ahighly dynami
 topology. Hen
e, routing proto
ols designed spe
i�
ally forManetsare needed.Address assignmentFor Manets to be 
ompletely autonomous and self organizing, some sort of addressassignment s
heme needs to exist. This is a problemati
 requirement, be
ause no
entral authority 
an exist. A simple s
heme to handle address assignment has beensuggested in [RBP00℄, but there are a lot of possible 
ompli
ations su
h as healingof network partitions, authenti
ity et
. that the approa
h does not handle.In this proje
t, we are working only with the problems of routing in a Manet.1.3. Manet RoutingDesign of proto
ols to handle routing inManets involves many 
onsiderations. The IETFhas established aManet working group [IET℄ whose fo
us is to develop and evolveManetrouting spe
i�
ation(s) and introdu
e them to the Internet Standards tra
k. The Manetworking group de�nes a Manet as:



16 1. Introdu
tionA �mobile ad ho
 network� (Manet) is an autonomous system of mobilerouters (and asso
iated hosts) 
onne
ted by wireless links � the union of whi
hform an arbitrary graph. The routers are free to move randomly and organizethemselves arbitrarily; thus, the network's wireless topology may 
hange rapidlyand unpredi
tably. Su
h a network may operate in a stand-alone fashion, ormay be 
onne
ted to the larger Internet. [IET℄There are two general methods of providing routing in a Manet. Either topologyinformation is 
ontinuously di�used into the network in order for ea
h node to 
ontinuouslymaintain routes to all other rea
hable nodes (proa
tive routing). Alternatively, ea
h nodeshould be able to request a route to any other node when it is needed (rea
tive routing). The�Optimized Link-State Routing Proto
ol� (OLSR) [JMQ+01℄ is an example of a proa
tiverouting proto
ol for Manets, while the �Ad-Ho
 On-Demand Distan
e Ve
tor RoutingProto
ol� (AODV) [PRD01℄ is an example of a rea
tive routing proto
ol. Both proto
olshave been proposed under the IETF Manet working group. We will be working withOLSR in this proje
t, using AODV for 
omparison.There are a number of issues that must be taken into a

ount in the design of aManetrouting proto
ol. In the following, we list a sele
tion hereof:Topology dynami
sAs des
ribed in se
tion 1.2, the topology of aManet is often far more dynami
 that
onventional wired networks. The density and size of a Manet also varies.BandwidthAs des
ribed in se
tion 1.2, bandwidth in wireless network is typi
ally low. Hen
eit is important for the routing proto
ol to avoid generating unne
essary overhead inorder to maximize the amount of bandwidth available to data tra�
. To use the leastbandwidth the proto
ol must also provide the shortest routes (to avoid unne
essaryretransmissions of data pa
kets), and provide routing over stable links (to avoid toomany pa
ket losses due to a low quality link whi
h 
auses retransmissions of pa
kets).Link stabilityAs des
ribed in se
tion 1.2, the links in a wireless network are mu
h less reliablethan those of a traditional wired network, be
ause of radio interferen
e from obje
tsand other radio 
ommuni
ation on the same frequen
y band. A link may have alow throughput rate be
ause of transient interferen
es, or may appear to swit
h be-tween being available and unavailable be
ause of periodi
 interferen
es. Furthermore,under some 
ir
umstan
es, links 
an be uni-dire
tional. For example, if one of thetransmitters is more powerful than the other.Se
urityAs des
ribed in se
tion 1.2, se
urity, and in parti
ular authenti
ity, is a problemin wireless networks. In 
onne
tion with routing in Manets, taking over another



1.4 Related Work 17nodes' identity and transmitting invalid request and responses into the network isan easy task. For example, a node 
ould transmit in
orre
t topology information inorder to 
onfuse other nodes relying on this information to be true.1.4. Related WorkA number of routing proto
ols for Manets have been proposed under the IETF Manetworking group (prime July, the number of proposed uni
ast routing proto
ols is 9). Ea
hof the proto
ols uses di�erent methods and strategies for routing data pa
kets through thenetwork. Only few performan
e analyses have been performed, be that analyti
al modeling,simulations, or pra
ti
al experiments. The number of 
omparisons of the methods in thedi�erent proto
ols are even rarer and the main works are simulations. This se
tion willdes
ribe an analyti
al modeling of OLSR, simulations and 
omparisons of Manet routingproto
ols, and �nally a pra
ti
al experiment with a Manet routing proto
ol.1.4.1. Analyti
al Modeling�Overhead in Mobile Ad-ho
 Network Proto
ols� [JV00℄ is a theoreti
al 
omparison of theoverhead in mobile ad ho
 network in terms of 
ontrol tra�
 and overhead due to routesuboptimality. The arti
le's 
on
lusion is in favor of OLSR when the number of a
tiveroutes is high and when there is relatively low mobility.1.4.2. SimulationsMost simulations that do exist are s
enario based and performed using Network Simulator2 (NS2) [nsh℄. This in
ludes [BMJ+98℄, [JLH+99℄ and [Sam00℄, whi
h are the three mainworks in simulations of Manets. Furthermore this se
tion des
ribes a simulation of OLSRin a 
ustom made simulator.Bro
h, Maltz, Johnson, Hu, and Jet
heva�A Performan
e Comparison of Multi-Hop Wireless Ad Ho
 Network Routing Proto-
ols� [BMJ+98℄ 
ompares AODV, DSDV, DSR, and TORA using NS2 with up to 50nodes in aManet and speeds up to 20 m/s. The following s
enario parameters werevaried: the movement pattern (7 di�erent node rest times) and the 
ommuni
ationpattern (3 di�erent numbers of Constant Bit Rate (CBR) sour
es). The reason fornot using TCP sour
es is that TCP o�ers a 
onforming load to the network andthe authors therefore found it to be unsuited for 
omparison. 10 s
enarios of ea
hmovement pattern were generated, and 210 simulations for ea
h proto
ol were per-formed, in all 840 simulations. With no mobility, DSDV delivers almost all pa
kets,but fail to 
onverge when the mobility is high. TORA is the worst performer. DSRand AODV perform best, but have di�erent expenses, in terms of overhead, withdi�erent s
enario parameters.



18 1. Introdu
tionJohansson, Larsson, Hedman, Miel
zarek, and Degermark�S
enario-based Performan
e Analysis of Routing Proto
ols for Mobile Ad-ho
 Net-works� [JLH+99℄ uses s
enario-based performan
e tests for the 
omparison of AODV,DSDV, and DSR with the network simulator NS2. Results are presented as a fun
-tion of a mobility metri
 designed to re�e
t the relative speed of the nodes and arebased on up to a maximum of 50 nodes in a Manet. The following s
enario pa-rameters were varied: the mobility metri
 (8 di�erent values 
orresponding to from0 to 20 m/s) and the tra�
 load (4 di�erent pa
ket rates, all with CBR sour
es).Furthermore, 3 spe
i�
 s
enarios were simulated: a 
onferen
e s
enario, an event
overage s
enario, and a disaster area s
enario. These are intended to model realisti
s
enarios. The tests were performed with varied mobility, and with varied mobilityand load. One s
enario with ea
h s
enario parameter set was simulated, and 43 sim-ulations for ea
h proto
ol was performed, in all 129 simulations. The main result isthat the rea
tive proto
ols, AODV and DSR, perform better than the proa
tive one,DSDV, at di�erent loads of tra�
, and that AODV performs best.Das, Perkins, and Royer�Performan
e Comparison of two On-demand Routing Proto
ols for Ad Ho
 Net-works� [Sam00℄ uses s
enario-based performan
e tests for the 
omparison of AODVand DSR with the network simulator NS2 with 50 or 100 nodes in a Manet. Thefollowing s
enario parameters were varied: the movement pattern (7 di�erent noderest times), the 
ommuni
ation pattern (4 di�erent numbers of CBR sour
es), andthe tra�
 load (7 di�erent loads). 5 s
enario of ea
h s
enario parameter set weregenerated, and 245 simulations for ea
h proto
ol was performed, in all 490 simula-tions. The main result is that in the �less stressed� situations, that is, small mobility,small load, small number of nodes, DSR performs best, while AODV performs bestin �highly stressed� situations. DSR, however, generates the smallest overhead in allsituations.QayyumPart of �Analysis and Evaluation of Channel A

ess S
hemes and Routing Proto
olsin Wireless LANs� [Qay00℄ 
on
erns the performan
e evaluation of OLSR throughsimulations. The simulator used is 
ustom made with models of the physi
al layer,signal propagation, tra�
, and queuing. The simulator is simpli�ed and does nottake into 
onsideration su
h fa
tors as re�e
tions, interfa
e queues, MAC overhead,et
. The evaluation has 
hara
ter of theoreti
al and analyti
al modeling due theperfe
tionism of the behavior in the simulator. Basi
 proto
ol behavior, proto
olperforman
e in a stati
 network, with and without varying load 
onditions, andperforman
e in a mobile network was evaluated. One s
enario with ea
h variedparameter was simulated. The results and modeling showed that the theory behindmultipoint relays (MPRs) is very e�e
tive (MPRs are explained in se
tion 3.1.1),that OLSR is best suitable in dense networks with frequent route request for new



1.4 Related Work 19destinations, and that OLSR 
reates optimal routes. A minor 
omparison with asimpli�ed DSR was made arguing in favor of OLSR. The simulated networks werestati
 and no expiration of routes was used in any of the proto
ols. Simulationswere run in two steps: �rst, DSR made route dis
overy between all nodes. Se
ond,simulations were run with data tra�
, with DSR and OLSR, respe
tively. The main
on
lusions were that OLSR 
reates better routes and hen
e delivers pa
kets withlower laten
y, and that OLSR is better in dense networks.The general 
on
lusion of these arti
les 
omparing proto
ols is that of the tested proto-
ols, AODV is the one that performs best in the widest range of s
enarios. Not all proto
olshave been tested however. Espe
ially the OLSR proto
ol has not yet been 
ompared toothers in simulations other than [Qay00℄.10 s
enarios were generated for ea
h set of s
enario parameters in [BMJ+98℄, 1 s
enariofor ea
h set in [JLH+99℄ and [Qay00℄, and 5 s
enarios for ea
h set in [Sam00℄. They allexamine only CBR tra�
. Some of the s
enarios used in these simulations have parametersthat are distributed randomly, while 3 of the s
enarios in [JLH+99℄ were modeled to berealisti
.Our EvaluationWe �nd the 
on
lusions in [JLH+99℄ problemati
, sin
e a proto
ol might show better resultsbased on 
han
e (or a lu
ky pi
k of s
enario), when only simulating one s
enario with ea
hset of s
enario parameters. This is seen by the fa
t that the graphs in [JLH+99℄ areambiguous or show no tenden
ies. [BMJ+98℄ and [Sam00℄ perform 10 and 5 s
enario ofea
h set of s
enario parameters, respe
tively, but only vary 3 parameters. Though betterthan only one test of ea
h situation, we �nd, however, that 5 and 10 are still too fewto average out lu
ky 
ases. A

ording to [Mit97℄, at least 30 of ea
h situation should beperformed in order to get a representative set of samples. We also �nd that variation ofthree parameters is too few to make exhaustive simulations.It is important to take the nature of the tra�
 into 
onsideration, when evaluatingthe results, but it is not essential that the s
enarios 
reated from ea
h set of s
enarioparameters are identi
al, as long as the lu
ky 
ases are averaged out by the number oftests. Furthermore, the simulations test only CBR tra�
. We �nd this problemati
 aswell, sin
e TCP tra�
 is most likely used where it would be relevant to have a Manet,for example �le transfers, downloading of �les, sur�ng2 et
. The argument for not using itin [BMJ+98℄, that TCP tra�
 is 
onforming, is to general.We do not �nd the simulations in [Qay00℄ 
omprehensive enough to reveal all therequired properties and �nd that the simulator is too simpli�ed. However the results fromthe simulations and the analyti
al modeling indi
ates areas of importan
e to examine whenevaluating the performan
e of OLSR. Furthermore, we �nd the 
omparison between OLSRand DSR problemati
 as DSR does not have the ability to a
t rea
tively in the simulations,2Measurements on the MCI ba
kbone show that about 25% of the bytes 
arried a
ross the network are
arried by TCP. Of these 50-70% are HTTP messages [TMW97℄
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tionbe
ause it has non-expiring and non-
hanging routes ready beforehand. Thereby the truenature of DSR is not revealed making it di�
ult to 
on
lude upon the results.It may be di�
ult to 
ompare �best performan
e� from di�erent simulations, as this maybe measured in numerous ways. Best may be �minimum overhead�, �minimum laten
y�, or�maximum throughput� depending on the measurements used. And likewise the 
on
lusionsmay be very di�erent. It is therefore important to take the di�erent measurements into
onsideration when evaluating the results. The measurements we use are des
ribed inse
tions 2.3 and 5.3.1.4.3. Pra
ti
al Experien
es�Quantitative Lessons From a Full-S
ale Multi-Hop Wireless Ad Ho
 Network Testbed�[MBJ99℄ test the performan
e of DSR in a full s
ale testbed. The testbed 
onsists of 5moving nodes and 2 stationary nodes. Ea
h node was equipped with WaveLAN-I radiosand GPS re
eivers to determine ea
h node's lo
ation at a given point. The main resultsfrom the test is that jitter has to be introdu
ed in the network and there is a need forhysteresis to prevent using transient routes.1.5. Previous WorkThis se
tion will des
ribe the results of the work on our previous semester [CEH01℄ thathave in�uen
ed this proje
t.S
enario GeneratorDuring our previous semester, we designed and partially implemented a s
enario generatorto enable us to generate random s
enarios with 
ertain 
hara
teristi
s. This was to ensurethat we were able to generate numerous s
enarios with the same set of s
enario parameters.We need to generate a large quantity of s
enarios with identi
al s
enario parameters toensure the validity and generality of the results. The s
enario generator was �nished duringthis proje
t, and is des
ribed in 
hapter 4.Pra
ti
al ExperimentsWhen performing pra
ti
al experiments, we dis
overed some idiosyn
rasies of Manetsand Manet routing proto
ols. The implementation of OLSR used for these experimentswas developed by [BHJ+00℄ and reworked by Peter Jensen and ourselves.Our experiments showed that under high load, a lot of 
ontrol messages are lost dueto 
ollisions. This results in poorer performan
e, be
ause there is not enough topologyinformation di�used into the network. Hen
e, not all the nodes have information of allother nodes and data pa
kets are dropped due to route unavailability. Our experimentsindi
ated that the 
ollisions were due to syn
hronized transmissions of 
ontrol messages



1.6 Goals 21by neighboring nodes. That is, using �xed 
ontrol message intervals may impa
t the per-forman
e of the proto
ol be
ause nodes syn
hronize and, therefore, loose in the order of10 
onse
utive 
ontrol messages due to 
ollisions. By introdu
ing jitter on the transmis-sion of 
ontrol messages, the number of messages lost due to 
ollision were signi�
antlyredu
ed. Therefore our experiments indi
ated that performan
e may be substantially im-proved by enfor
ing jitter on the transmission of 
ontrol messages. This phenomenon wasalso experien
ed in [MBJ99℄.A possible explanation is, that the probability of 
ollisions is large if two neighbors begintransmitting 
ontrol messages simultaneously. If the interval between transmitting 
ontrolmessages is the same at all nodes and at all times, the messages will keep on 
olliding untilone of the nodes either moves out of range or gets out of syn
.Furthermore, our experiments showed that the links in aManet are unstable when thenodes are relatively far from ea
h other. The experiments indi
ated that OLSR handlesunstable links badly, whi
h resulted in route �apping, and that the proto
ols performan
emay be improved by dete
ting bad links and using this information in routing and/or linkstate determination. A solution to this 
ould be to use a 
onservative link hysteresis, forexample by only using links where 2 out of 3 
ontrol messages arrive. Another s
hemeto solve this is to evaluating the stability of the links thereby avoiding the use of lessstable links. This has been suggested in [BCCH01℄, where experiments have shown thatperforman
e 
an be improved by only using less stable links for routing when these are theonly links available.Preliminary SimulationsTo perform preliminary simulations, we implemented OLSR for NS2. We tested OLSRagainst AODV, but the results indi
ated that a quanti�
ation of the results is ne
essaryto ensure validity and generality in the results.Our simulations furthermore indi
ated that piggyba
king 
ontrol messages 
an improvethe di�usion of 
ontrol messages into the network be
ause more messages get through withpiggyba
king than if they were transmitted individually. This has also been 
on�rmed byexperimental results in [BCCH01℄.1.6. GoalsBesides the experimental and simulation results, there are aspe
ts of OLSR whi
h have yetto be investigated. This in
ludes the frequen
ies of 
ontrol messages.The goal of our proje
t will be to perform a 
omparison of the Optimized Link StateRouting proto
ol and the Ad Ho
 On-Demand Distan
e Ve
tor Routing proto
ol (AODV),in order to �nd out whether OLSR is a
tually better in dense networks with sporadi
 tra�
as 
laimed in the proto
ol spe
i�
ation [JMQ+01℄. Furthermore, we wish to examine theproblems of 
ontrol message loss and route �apping further, espe
ially in order to evalu-ate the proposed solutions' impa
ts on the proto
ol's performan
e. We want to perform
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tionexhaustive simulations to ensure the validity and generality of the results.The goals are to:� 
ompare the performan
e of OLSR with the performan
e of AODV in a wide rangeof s
enarios.� examine the e�e
t on the performan
e of OLSR of introdu
ing jitter on the trans-mission of 
ontrol messages.� examine the e�e
t on the performan
e of OLSR of introdu
ing piggyba
king.� examine the e�e
t on the performan
e of OLSR by 
hanging the frequen
ies of 
ontrolmessages.� examining the e�e
t of using 
onservative link dete
tion to handle route �apping andimprove the performan
e of OLSR.The next 
hapter will state the work pro
ess, theses, methods, and stru
ture of thisreport.



2. Methods and Stru
ture
In this 
hapter, we will des
ribe the methods of this proje
t and the stru
ture of the report.First, we des
ribe the work pro
ess that this M.S
. thesis is based on, and how we havearrived at using the applied methods to 
on�rm or reje
t the theses. Next, we brie�yrestate the problems des
ribed fully in se
tion 1.5 and argue their relevan
e. Furthermorewe des
ribe the applied methods and measurements. Finally, we give an overview of therest of the report.2.1. Work Pro
essOur main goal for this and the previous semester has been to evaluate the performan
e ofOLSR. We want to evaluate large test beds and perform a large number of tests. To dothis we �rst studied the fun
tionality of OLSR. We updated an existing implementationfor Linux from [BHJ+00℄ with the help of Peter Jensen. This implementation was used tomake preliminary investigations. Furthermore, we have studied the fun
tionality of AODV,as this was the proto
ol we wanted to use for 
omparison.Generally, there are three main performan
e evaluation methods; analyti
al modeling,simulation, and pra
ti
al experiments. We have 
hosen to use simulations for evaluationrather than pra
ti
al experiments and analyti
al modeling. Analyti
al work su
h as [JV00℄is at the risk of negle
ting important features and properties of a real world network,be
ause simpli�
ations and assumptions are required to enable the modeling. It is notalways pra
ti
ally possible to evaluate large s
ale situations with pra
ti
al experimentsalone, be
ause they have high resour
e requirements in form of equipment and manpoweret
. Hen
e, pra
ti
al experiments are not appli
able in our situation as we want to performnumerous, repeatable tests to ensure the validity and generality of the results. Withsimulations, it is possible to repeat tests whi
h are performed in 
ontrollable environments.This makes it easier to evaluate spe
i�
 situations. However, a

ording to [Jai91℄, when
hoosing an evaluation method, it is important to take into 
onsiderations the 
ontributionsthat the two other methods may add to the evaluation. We use pra
ti
al experiments toreveal areas of relevan
e for further investigations and furthermore use the results from theanalyti
al modeling in [JV00℄ for �nding s
enarios of interest.We have used Network Simulator 2 (NS2) [nsh℄ for simulating the wireless networks inthis proje
t as this is the simulator used in the majority of other performan
e evaluationsof Manets as des
ribed in se
tion 1.4. 23



24 2. Methods and Stru
tureDuring our investigations of related work, we found that in mu
h work, results werebased on single or few instan
es of random s
enarios while other work was based on spe
i�
s
enarios, not ne
essarily impartial to the proto
ols. We want to 
reate a large numberof s
enarios with spe
i�
 
hara
teristi
s, but still impartial to any proto
ol. Furthermorewe want to be able to test the proto
ol under di�erent 
onditions and di�erent behaviorsof a Manet. To ful�ll this, we have 
reated a s
enario generator that takes a set ofs
enario parameters and 
reate random s
enarios within the 
onstraints of the parameters.Furthermore, the s
enario generator automates the pro
ess of 
reating s
enario �les forNS2, whi
h has aided us in running a large number of simulations.To ensure that our results are valid and general, we want to eliminate the possibility ofresults appearing by 
han
e. We have a
hieved this by running numerous simulations andanalyzing the results with the aid of statisti
al methods to assure representativity.2.2. ThesesThis se
tion des
ribes the di�erent theses we advan
e. The �rst 4 ex
lusively 
on
ern theperforman
e of OLSR and enhan
ements hereof. The last thesis 
on
erns the performan
eof OLSR in 
omparison with AODV.JitterIn our pra
ti
al experiments and in simulations, we dis
overed that a lot of 
ontrol pa
ketswere lost due to 
ollisions, when a �xed 
ontrol message interval was used.We anti
ipate that introdu
ing jitter on the transmission of 
ontrol pa
kages will im-prove the performan
e of OLSR. If the number of dropped 
ontrol messages is lowered,more data pa
kets will arrive at their destination be
ause of higher route availability.We will simulate s
enarios with and without enfor
ed jitter on the 
ontrol messageintervals in order to determine the e�e
t of enfor
ing jitter.Piggyba
kingIn some simulations we experien
ed that piggyba
king 
ontrol messages in
reased the per-forman
e of OLSR. We wish to verify whether piggyba
king, in general, improves theperforman
e of the proto
ol.We will simulate s
enarios with a variable holdba
k time. The holdba
k time is thetime a message is held ba
k in an attempt to piggyba
k it with other messages.Control Message IntervalsValues for 
ontrol message intervals used in OLSR are suggested in the draft. Althoughthese values may be reasonable it has not been determined whether these values are optimal.We want to determine whether better performan
e 
an be obtained by adjusting these
ontrol message intervals.



2.3 Method 25We will simulate s
enarios with variable 
ontrol message intervals.Handling Unstable LinksPra
ti
al experiments have shown that unstable links in aManet a�e
t the performan
e ofthe proto
ol negatively. We want to investigate whether the simple method of 
onservativelink dete
tion des
ribed in se
tion 1.5 
an improve the performan
e of the proto
ol.We will simulate s
enarios with and without 
onservative link dete
tion.Performan
e Comparison with AODVIt has only been evaluated through analyti
al modeling and simpli�ed simulations howwell the OLSR proto
ol performs in 
omparison with other Manet routing proto
ols. Wewant to gain a general pi
ture of when OLSR performs well � and when it does not. For
omparison, we will use AODV (the proto
ol that has performed best in other simulations).We will use simulations to test OLSR in a wide range of s
enarios with variable mobility,node density, and tra�
 
hara
teristi
s.2.3. MethodOur main method for verifying the theses and showing the e�e
t of the various 
hanges tothe proto
ol, is to simulate wireless networks with di�erent s
enario parameters. For ea
hthesis we generate various di�erent s
enarios with the same parameters for ea
h possibilitythat is to be tested. We simulate the s
enarios in a network simulator and analyze theresults from the simulation using statisti
al tools.MeasurementsWe use the following measurements for evaluating the proto
ols:� Throughput: The number of data pa
kets that rea
h their destination. That is thenumber of re
eived pa
kets.� Overhead: The amount of bandwidth o

upied by 
ontrol tra�
. This may be mea-sured in number of pa
kets or bytes.� Pa
ket delay: The time between a pa
ket is transmitted by an appli
ation and untilit is re
eived. That is, the time from sour
e to destination.An elaboration of the 
on
rete measurements 
an be found in se
tion 5.3.
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ture2.4. Overview of the ReportChapter 3 des
ribes the OLSR proto
ol in detail with emphasis on the fun
tionality of theproto
ol. It furthermore 
ontains a des
ription of AODV, the proto
ol used for 
omparisonin this proje
t, and a dis
ussion of the proto
ols. Chapter 4 des
ribes the s
enario generatorthat we have built to automate the generation of s
enarios. The s
enario generator allowsus to generate a wide range of random s
enarios with the same set of parameters and hen
eavoid simulating only s
enarios that give good, or bad results by 
han
e.The simulator and method of simulation is des
ribed in detail in 
hapter 5. We simulatethe wireless networks using Network Simulator 2 (NS2) [nsh℄. This simulator is able tosimulate all network layers from the physi
al layer to the transport layer, and shouldtherefore provide a reasonable and realisti
 pi
ture of the performan
e of the network.Furthermore, the 
hapter 
ontains a se
tion about te
hni
al issues 
on
erning NS2.Chapter 6 des
ribes statisti
al utilities. To analyze the results of the simulations, weextra
t data su
h as throughput, delay, and 
ontrol overhead and examine these usingstatisti
al tools. We use both measures of 
entral tenden
ies and dispersion. In some 
aseswe also use the 
hi-square test of independen
e to 
al
ulate the probability that resultsmay appear by 
han
e. To lower this probability, we run at least 30 di�erent s
enarioswith the same set of s
enario parameters for ea
h test.In 
hapters 7 and 8 we present the results of the simulations we have run to observethe performan
e of OLSR and the 
omparison of OLSR and AODV, respe
tively. The
hapters 
ontain the test 
on�guration of the s
enarios, and for ea
h test set the followingwill be des
ribed: the thesis that is to be tested, the parameters whi
h are varied, and theresults. Ea
h test set is 
on
luded by an analysis of the results.Chapter 9 
on
ludes and summarizes the report. We have in
luded appendi
es to givean overview of the simulations we have run, and the data extra
ted from the results.



3. Study of Two Manet RoutingProto
ols
In this 
hapter we will des
ribe two Manet routing proto
ols. We have studied theproto
ols to understand their fun
tionality, to be able to perform exhaustive 
omparisonsbetween them. And furthermore, to be able to fully implement the Optimized Link StateRouting (OLSR) proto
ol in both a simulator (NS2) and for the Linux operating system.The Optimized Link State Routing proto
ol [JMQ+01℄ is a proa
tive link-state routingproto
ol and the Ad Ho
 On-Demand Distan
e Ve
tor (AODV) routing proto
ol [PRD01℄is a rea
tive routing proto
ol. Currently, OLSR and AODV are Internet drafts in theManet working group [IET℄ and thus proposals for a Manet routing proto
ol standard.They are as su
h to be 
onsidered as work in progress. OLSR is 
urrently in the 4th versionand AODV in the 8th version. First we des
ribe OLSR with emphasis on the fun
tionality.Next, we will give an overview of AODV. The 
hapter is 
on
luded by a 
omparison of thetwo proto
ols and the anti
ipations we have for their performan
e when 
ondu
ting testsand simulations.
3.1. Optimized Link State Routing Proto
olThe Optimized Link State Routing proto
ol [JMQ+01℄ (OLSR) is an optimization over thepure link state proto
ol. OLSR is a proa
tive routing proto
ol whi
h employs periodi
 mes-sage ex
hange to update topology information in ea
h node in the network. The proto
oluses 
ontrol messages for neighbor sensing to dis
over the neighborhood and to establishknowledge of the link status between the node and all of its neighbors. This knowledge isthen, through the use of Multi Point Relays (MPRs), �ooded into the network, providingea
h node with partial topology information, ne
essary to 
ompute optimal routes to allnodes in the network. Only nodes sele
ted as MPRs �ood topology information into thenetwork. The use of MPRs 
ombined with lo
al dupli
ate elimination is used to mini-mize the number of retransmissions in the network and thereby redu
e overhead. Likewiseoptimal routes redu
es overhead in the network as des
ribed in se
tion 1.3. 27



28 3. Study of Two Manet Routing Proto
ols3.1.1. Multi Point RelayOLSR optimizes the pro
ess of �ooding 
ontrol messages by using Multi Point Relays(MPRs). Ea
h node sele
ts a set of MPRs among its neighbors. The role of the MPRs isto retransmit the sele
ting node's 
ontrol messages. The MPR set is sele
ted so that alltwo-hop neighbors 
an be rea
hed through nodes in the MPR set. Only neighbors withsymmetri
 links1 are 
onsidered when 
hoosing MPRs. Computation of the MPR set istriggered by 
hanges in the neighborhood or two-hop neighborhood.The 
olle
tion of nodes that have sele
ted a parti
ular node as MPR is the node's MPRsele
tor set.A minimal MPR set exists, however the 
omputation hereof is an NP-hard problem asthere is no known polynomial time solution. Therefore, an heuristi
 sele
tion algorithmis used. First, all the neighbors whi
h provide the only path to one or more two-hopneighbors are sele
ted. Next, one of the neighbors that 
an rea
h most of the two-hopneighbors, not yet 
overed by the MPR set, is sele
ted and added to the MPR set. Thisstep is repeated until all two-hop neighbors 
an be rea
hed. The last step in the algorithmis an optimization of the MPR set: Ea
h node in the MPR set is examined. If the MPRset without the parti
ular node still 
overs the two-hop neighborhood, the node is removedfrom the set.If the minimal MPR set is found, fewer pa
kets are retransmitted in the network. It is,however, more important to 
over the whole two-hop neighborhood than to have a smallMPR set. This is be
ause it is ne
essary to 
onstru
t a partial topology graph with asubset of all links, yet with all nodes, to gain enough topology information to make routesfrom all nodes to all nodes.Only MPRs retransmit a 
ontrol message and only if the message 
omes from a nodein its MPR sele
tor set. Other nodes will pro
ess the pa
ket, not retransmit it.Using MPRs therefore results in a signi�
ant redu
tion in the number of retransmissionsin the network. Figure 3.1a illustrates transmission of a pa
ket in a small Manet usingpure �ooding, whereas �gure 3.1b illustrates the same situation, but with the use of MPRs.Ea
h arrow represents a transmission.The load of 
ontrol tra�
 is minimized in part be
ause only nodes sele
ted as MPRstransmits topology information, and in part be
ause only MPRs retransmit 
ontrol mes-sages for other nodes. Furthermore, the topology information only 
onsists of links to thenodes that have sele
ted the parti
ular node as MPR. This means that the 
ontrol pa
ketis smaller than if information about all links' states were di�used into the network.3.1.2. OLSR MessagesThere is only one type of OLSR pa
ket. All OLSR messages are sent as payloads inthis pa
ket. The pa
ket may 
ontain one or more messages providing the possibility ofpiggyba
king 
ontrol messages.1Symmetri
 links are links between nodes, where it is 
on�rmed that both nodes 
an re
eive pa
kets fromea
h other.
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Two-hop Neighbour Node

Neighbour Node

Sending Node(a) Pure Flooding [HJR00℄ (b) MPR Flooding [HJR00℄Figure 3.1.: A small network with full �ooding and MPR �ooding.In the 
urrent version of OLSR there are two types of messages: hello messages andtopology 
ontrol messages.Hello MessagesHello messages are broad
asted to the neighborhood at regular intervals. They 
ontaininformation about the node's known neighbors and the link status between the originatorof the hello message and its neighbors. That is, the hello message 
ontains the informationfrom the node's neighbor-table. Ea
h entry in the table is assigned a timeout value, theneighbor hold time. OLSR operates with three kinds of neighbors: Asymmetri
2, sym-metri
 and MPR. Neighbors with the link type MPR are the nodes, to whi
h there existssymmetri
 links, and that the transmitting node has sele
ted as MPRs.Upon re
eiving a hello message, the re
eiving node updates its neighbor-table. If thetransmitting node is asymmetri
 in the re
eiving node's neighbor-table and this node �nditself in the hello message, it upgrades the status of the link assigned to the neighbor tosymmetri
. If the re
eiving node has MPR status in the message it upgrades its MPRsele
tor set a

ordingly.2A link between a pair of nodes is asymmetri
 if it is 
on�rmed that data 
an be re
eived in one dire
tion,but not in both.



30 3. Study of Two Manet Routing Proto
olsTopology Control MessagesNodes with a non-empty MPR sele
tor set �ood topology 
ontrol (TC) messages into thenetwork within a minimum and maximum interval as de�ned by the draft [JMQ+01℄. Thepurpose is to inform the other nodes of the status and 
hanges in the topology so theyhave enough information to 
onstru
t routes to all other nodes. A TC message 
ontainsthe address of the originating node and a list of its MPR sele
tor set.Upon re
eption of a TC message, the node saves topology information in a topologytable, where ea
h entry is assigned a timeout value, the topology hold time. Furthermore,if it is the MPR of the node from whi
h the message was re
eived, the TC message isretransmitted.3.1.3. RoutingBased on the information in the topology table ea
h node 
al
ulates the routes to all othernodes using a shortest path algorithm, for example Dijkstra's algorithm [Dij59℄, usinghop-to-hop routing.OLSR maintains the routing tables, but leaves it up to the underlying operating systemto take 
are of pa
ket forwarding. Thereby OLSR is not a part of the proto
ol sta
k, butonly 
al
ulates routes and 
hanges the routing tables in the operating system.3.2. Ad Ho
 On-Demand Distan
e Ve
tor RoutingThis se
tion des
ribes the Ad Ho
 On-Demand Distan
e Ve
tor Routing proto
ol (AODV).Currently, the AODV routing proto
ol is an Internet Draft in the 8th version in theMANET 
harter and is to be 
onsidered as work in progress.The presented des
ription is of draft version 6 [PRD00a℄ as it is this version whi
h isused in the implementation of NS2 used in this proje
t. First, the main fun
tionality ofAODV version 6 will be des
ribed and followed by a des
ription of the di�eren
es betweenAODV version 6 and the 
urrent version 8 [PRD01℄.3.2.1. Fun
tionalityThe AODV routing proto
ol is a rea
tive routing proto
ol. A node, utilizing AODV,a
quires routes only when they are needed for data transmission, and 
a
hes them for aprede�ned period before they time out and are removed. Be
ause AODV is rea
tive, anode does not maintain routes to all destinations as for example OLSR.When a route is needed for transmitting a pa
ket, the sour
e node �oods a RouteRequest with information about the destination and a hop 
ount whi
h is initialized to 0.Upon re
eption of a Route Request, a node examines whether it has a fresh route to thedestination in its route 
a
he3 If not, it forwards the Route Request after in
rementing the3A fresh route is a route that has not timed out yet.
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Figure 3.2.: AODV Messages.hop 
ount (See �gure 3.2). Otherwise, if a node has a fresh route (or is the destination),it uni
asts a Route Reply to the sour
e node with information about the new route.To optimize the sear
h, AODV uses an expanding ring sear
h. A Route Request mes-sage is �rst �ooded with a time to live (TTL) of TTL_START. If no Route Reply arriveswithin a prede�ned amount of time, the Route Request is �ooded again with a TTL thatis in
remented with TTL_INCRE. The last step is repeated until TTL rea
hed the 
on-stant NET_DIAMETER, whi
h is also prede�ned. This means that a Route Request maybe �ooded several times. TTL_START, TTL_INCRE, and NET_DIAMETER are allde�ned in the draft [PRD01℄.In AODV, when a node re
eives a Route Reply, it saves the information in its routingtable before forwarding it in order to optimize future route requests.The nodes may use neighbor sensing by transmitting periodi
 hello messages (RouteReply with a time to live set to one hop) and that way dete
t broken links. It is alsopossible to use link layer noti�
ation. If a node dete
ts a broken link, it transmits aRoute Error message to the neighbor that has re
ently used the broken link illustrated in�gure 3.2. When the transmitting node re
eives a Route Error, it either stops transmittingor transmits a new Route Request to �repair� the broken route.3.2.2. AODV UpdatesThis se
tion will des
ribe the di�eren
es between AODV draft version 6 [PRD00a℄ andAODV draft version 8 [PRD01℄.The di�eren
e between AODV draft version 6 and AODV draft version 7 [PRD00b℄is the introdu
tion of multiple interfa
es. In version 7, handling of multiple interfa
es isadded, for example if a node has both a wired and a wireless interfa
e. However, in oursimulations all nodes have similar wireless interfa
es and only one per node.The di�eren
e between AODV draft version 7 and AODV draft version 8 is the intro-du
tion of support for unidire
tional links. However, in our simulations all links will bebidire
tional.None of the updates a�e
t the basi
 fun
tionality of the proto
ol. Therefore it will nothave any in�uen
e on the performan
e of the proto
ol, and the results of our 
omparison
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olswill valid even though the results are based on an earlier version of AODV.3.3. Proto
ol Dis
ussionIn this se
tion we will dis
uss the di�eren
es between OLSR and AODV, and how weanti
ipate that these di�eren
es will a�e
t the proto
ols' performan
e. In the following anAODV node is a node that utilizes AODV and, likewise, an OLSR node is a node utilizingOLSR.The basi
 di�eren
e between OLSR and AODV, that OLSR is proa
tive and AODV isrea
tive, indi
ates that OLSR will perform better when tra�
 is sporadi
 and that AODVwill perform better when tra�
 is stati
. That is, when the tra�
 has long duration.When talking about a proto
ol being better, we mean that the general evaluation ofthroughput, pa
ket delay, and 
ontrol overhead in networks utilizing the parti
ular proto
olis in favor of that proto
ol. The notions are des
ribed in se
tion 2.3.It is spe
ulated in [JMQ+01℄ and [JV00℄ that OLSR will perform best under sporadi
tra�
 where the proto
ol 
an bene�t from having found the routes proa
tively. Further-more, it is anti
ipated that OLSR will perform better than rea
tive proto
ols su
h asAODV when the network is rather dense be
ause OLSR generates less 
ontrol tra�
 dueto the use of MPRs.Route OptimalityAODV bases its routes on the path the initial Route Request pa
ket takes to rea
h thedestination node. This path may not be the shortest route, but it will be near optimal, asit is the route that takes the shortest time. Due to randomness in the retransmission ofthe �ooding messages, this may not 
orrespond to the route with fewest hops. OLSR, onthe other hand, will provide shortest routes given that the nodes providing the route havesu�
ient topology information.Using the routes with fewer hops may not always be an optimal strategy be
ause theroute with the fewest hops may also be the route with longer distan
es between nodes andhen
e risk being a route with more unstable links.AODV will not adapt to newly 
reated links that may provide a shorter route throughthe network. It will only rea
t on broken links. This means that if the network �bends�su
h that a short route is 
reated, AODV will 
ontinue to use the old route. OLSR willadapt and use newly 
reated links as soon as the new topology information is di�used.AODV will dete
t broken links either using link layer noti�
ation or using hello messagesand send a noti�
ation to the sour
e node, or repair the link lo
ally. OLSR will also dete
tthe broken link (when enough hello message are not re
eived or alternatively link layerinformation 
an be used if a

essible), and �ood new topology information.Route suboptimality may 
ause more overhead, be
ause of the number of retransmis-sions of data pa
kets is higher than if routes are optimal, thereby ensuring the smallestnumber of hops.
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ussion 33Control tra�
AODV nodes request routes when they are needed while OLSR nodes gather topologyinformation proa
tively. This means that the amount of 
ontrol message tra�
 that anOLSR node generates is 
onstant (with a 
onstant number of nodes), while the 
ontroltra�
 that an AODV node generates depends on the tra�
 in the network. When there isno tra�
 in the network, AODV nodes do not generate any 
ontrol tra�
, ex
ept if it usesneighbor sensing and transmit hello messages, while an OLSR node generates the sameamount as when there is tra�
. When there is a high number of a
tive/new routes in thenetwork, the AODV nodes will transmit a lot of Route Request and Route Reply messages,until it rea
hes the level where enough routes are 
a
hed. Meanwhile, OLSR nodes willkeep the amount of 
ontrol tra�
 
onstant.This indi
ates that when tra�
 is highly sporadi
 with bursts of a
tivity, the AODVproto
ol's performan
e will su�er be
ause the network will be highly loaded with 
ontroltra�
.AODV uses full �ooding when di�using Route Requests into the network. This gener-ates mu
h more 
ontrol tra�
 than using MPR �ooding su
h as OLSR, as explained inse
tion 3.1.1. In a �xed size network, the �
ost�, in terms of 
ontrol tra�
 transmitted,for performing a full �ooding in
reases linearly with the number of nodes, as all nodesretransmit the pa
ket. With MPR �ooding, the number of retransmissions with 100 nodesare only 1/5 of the retransmissions with full �ooding, and the number hardly in
reasesat all with the number of nodes when above 70 nodes [Qay00℄. Furthermore it may takelonger time for the 
ontrol messages to 
ross the network with full �ooding than with MPR�ooding. If a 
ontrol pa
ket is transmitted with full �ooding to two nodes, whi
h are ea
hother's neighbors, they are not able to retransmit simultaneously be
ause they use thesame medium. If the same situation o

urred with MPR �ooding, only one of the nodeswould have to retransmit it, unless they were both in the MPR set of the transmittingnode. The di�eren
e is that only when both nodes are MPRs to the transmitting node willthere be a problem of simultaneous attempts of retransmitting.Furthermore, AODV �oods Route Request pa
kets using expanding ring �ooding, wherethe pa
kets are �ooding with an in
reasing Time-To-Live starting at 1 and in
reasing with2 ea
h time the request times out. The 
onstants are de�ned in the AODV draft [PRD01℄.Hen
e, if two node at ea
h side of the network tries to 
ommuni
ate, large parts of thenetwork will be �ooded multiple times.Laten
yThe laten
ies in the network are of high importan
e to the performan
e. The time it takesfor a pa
ket to rea
h its destination from when it arrives in the IP sta
k of the sour
enode will have high e�e
t on the end users experien
e of the network. With OLSR, thelaten
y will be near optimal be
ause of the shortest-path-routing (given that the routes
an be found). With AODV, nodes will often have to request routes before pa
kets 
anbe transmitted. This 
an take multiple se
onds be
ause of the expanding ring �ooding
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olsstrategy.Anti
ipationsTo test the performan
e of OLSR and AODV, we will vary the test s
enario parameters
on
erning mobility, density, and tra�
.We expe
t that both AODV and OLSR will have a better performan
e with low mobilitythan with high. However, s
enarios with OLSR will have a 
onstant amount of 
ontroltra�
, while s
enarios with AODV will have an in
reasing amount of 
ontrol tra�
, be
auseof the need to transmit Route Error messages every time an a
tive route breaks.We expe
t OLSR to perform better than AODV in dense networks, be
ause the networkwill be overloaded with AODV 
ontrol tra�
, whereas the use of MPRs in OLSR shouldkeep the 
ontrol message overhead at an a

eptable moderate level.The performan
e of both proto
ols depend on the nature of the tra�
. With lowerduration and a 
onstant number of simultaneous streams, we anti
ipate that OLSR isbetter be
ause OLSR nodes have routes available when they are needed, while AODVnodes will need to request them. With long duration we expe
t AODV to perform better.We anti
ipate that the time used to make a bulk transfer of data from one node to anotherwill be higher for AODV nodes than OLSR nodes. This be
ause an AODV node willneed to transmit a Route request and wait for the Route Reply before the data 
an betransmitted, while OLSR will have the routes available beforehand.



4. S
enario Modeling and Generation
In this 
hapter, we will des
ribe the s
enario generator that we designed and implemented.We have 
reated the s
enario generator to be able to generate a large number of s
enarioswith the same set of s
enario parameters. First, we motivate the 
reation of the s
enariogenerator. Next, we des
ribe the requirements for su
h a s
enario generator. Finally,we des
ribe our s
enario generator with examples of use. The 
hapter is 
on
luded by asummary.4.1. Motivation for Creating a S
enario GeneratorAs des
ribed in se
tion 1.4, we found that simulations of Manets in related work withs
enario based simulations have been very few, either random or spe
i�
, s
enarios. We �ndit problemati
 that only few, and in the 
ase with spe
i�
 s
enarios only one, simulationsof ea
h was run. This makes it possible to pi
k a s
enario (intentionally or by 
han
e)whi
h gives one proto
ol advantages over others. Furthermore, only few parameters arevaried, and none of the related work test TCP tra�
.We want to 
reate a series of random s
enarios that have 
ertain 
hara
teristi
s, butstill are impartial to any parti
ular proto
ol. We want to test the proto
ol under di�erent
onditions and di�erent behaviors.Furthermore, we want to automate the 
reation of s
enarios be
ause we want to 
reatea large number of s
enarios with the same set of s
enario parameters in order to get morevalid, general, and representative results.4.2. Requirements of ModelingTo 
reate a s
enario generator to ful�ll our motivation, we set up the following requirements:� First of all it is important to be able to spe
ify di�erent parameters for the nodesand the area in the wireless network in order to model the 
onditions and behaviors.That is, simulation area, number of nodes, movement, and tra�
. It is important tobe able to spe
ify di�erent kinds of tra�
, both streaming and bulk tra�
.� Furthermore, to 
reate s
enarios to model realisti
 situations, it is important to havegroups of nodes with their own set of parameters as it is possible that not all nodes35



36 4. S
enario Modeling and Generationhave the same behavior. This 
ould be the 
ase at a 
onferen
e where the speakerhas one behavior (stands at the same pla
e) while the spe
tators may move around,for example, when they enter the room.� Finally, it is important that the s
enarios are impartial to any spe
i�
 proto
olsand that it is possible to generate a number of di�erent s
enarios with the same
hara
teristi
s.To ful�ll these requirements, we build a s
enario generator that takes a set of parametersand generates a s
enario from these. The parameter types are des
ribed in the followingse
tion, in
luding a semi-formal des
ription. The s
enario generator generates randoms
enarios from the set of parameters by, for example, pla
ing the nodes randomly withinthe simulation area.By generating random s
enarios from a set of parameters, we are able to generateseries of random and di�erent s
enarios whi
h still have the same 
hara
teristi
s. Thisway we ensure that the resulting data, 
olle
ted from the simulations, are not based on a
oin
iden
e. Instead, the results 
an be averaged over all of the simulations in order to geta representative result.4.3. The S
enario GeneratorThe wireless s
enario generator was introdu
ed in [CEH01℄ and has been extended and
ompleted during this proje
t. The s
enario generator was used to generate all of thes
enarios used in the simulations, presented in this report.The s
enario generator takes a set of s
enario parameters as input. The parametersin
lude the number of nodes, the size of the simulation �eld (a �at ground re
tangle of x byz meters), the duration of the simulation, the movement of the nodes, and 
hara
teristi
sof the tra�
. The s
enario generator then produ
es a s
enario des
ription that in
ludes thenodes, their position and movement, and the tra�
 in the network. The elements in thes
enario des
ription are 
reated randomly based on the s
enario parameters. As an exam-ple, the positions of the nodes are random, but within the limits of the s
enario parametersof the number of nodes, the �eld size, and the movement. The s
enario des
ription is �nally
onverted into a T
l s
ript, whi
h 
an be given dire
tly to NS2.MovementThe movement model used by our s
enario generator is a random movement model.Ea
h node sele
ts a dire
tion and a distan
e, moves, and rest at the waypoint whereit has arrived. When a node's dire
tion will 
ause it to move out of the simulation�eld, it is re�e
ted o� the border, like a ball hitting the side of a pool table.Tra�
Our s
enario generator 
an generate two types of tra�
; streaming and bulk datatransfer. The streaming tra�
 is simulated as a 
onstant bit rate transfer of equally
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Figure 4.1.: Groups of nodessized UDP pa
kets being transmitted with 
onstant interval from one node to an-other. Bulk transfers are simulated by sending a �xed amount of data over a TCP
onne
tion.GroupsThe s
enario generator 
an 
reate s
enarios with groups of nodes, 
alled 
lusters,
hara
terized by their own set of parameters des
ribing their �eld size, number,movement, and tra�
. Su
h groups of nodes 
an be 
reated re
ursively. For example,it is possible to have a group A of 20 nodes with a subgroup B with 10 nodes with asubgroup C with 5 nodes. This is illustrated with sets in �gure 4.1.A semiformal des
ription of the parameters that 
an be spe
i�ed for a s
enario is shownin table 4.1. The parameters are listed in groupings that are needed, or may optionally bein
luded, to spe
ify a s
enario.For explanatory reasons, this is a semiformal des
ription and not the a
tual syntaxused. We 
reate a simpler syntax in order to make the implementation of the parser easier.Figure 4.2 shows an example of a parameter set spe
i�ed with our syntax. This examplewill 
reate a s
enario with 40 nodes moving randomly in a �eld of 1000 by 1000 meterswith a speed of between 5 and 10 m/s and no rest time. Of these 40 nodes, 10 generatetra�
 in form of bulk transfers being sent to random nodes sele
ted from all 40 nodes.In the example, all parameter values are 
onstant ex
ept speed whi
h has range values.We have made it possible to 
reate more diverse s
enarios by spe
ifying 
onstant set orrange values to parameters. A `
onstant set' is a list of 
onstants. The s
enario generatorwill then sele
t one of these value ea
h time a value is needed. For example, if the speedparameter is spe
i�ed as `1,4,5', ea
h time a node 
hooses a new dire
tion and speed, it will
hoose a speed of either 1, 4, or 5 at random. A `range' argument to a value is spe
i�ed asa minimum and maximum value. For example, if the bulktransfer_amount is spe
i�ed as`4096-8192', the bulk transfers will be from 4 to 8 kilobytes at random.The following are the elements of the s
enario generator that have been extended and
ompleted during this proje
t. The use of groups has been implemented. Furthermore
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enario-spe
 = {simulation-time,field-size,group-spe
,[ group-spe
*, ℄};
To 
reate a s
enario, it is ne
essary to spe
-ify the time that should be simulated and thegroups of node that should be in
luded in thes
enarios generated. At least one group ofnodes must be spe
i�ed. Finally, the size ofthe �eld must be spe
i�ed. We only use re
t-angular �elds, so the �eld-size parameters isspe
i�ed as the length and width of the �eld.group-spe
 = {number-of-nodes,node-speed,node-rest-time,node-distan
e,[ stream-spe
, ℄[ transfer-spe
, ℄[ group-spe
*, ℄[ group-speed, ℄[ group-rest-time, ℄[ field-size, ℄};

A spe
i�
ation of group of nodes 
onsists ofa number of nodes, the speed with whi
hthe nodes should travel, what distan
e theyshould move at the time, and the time theyshould rest at waypoints. Optionally, tra�

an be spe
i�ed in form of streams or bulktransfers. Also optionally, a number of sub-groups 
an be spe
i�ed. Ea
h subgroup isspe
i�ed with the same parameters as group-spe
. The �eld-size parameters is used to setthe size of the �eld in whi
h the nodes 
anmove around. Optionally, the group move-ment 
an be bounded by spe
ifying �eld-size,and how the group should move, group-speedand group-rest-time is stated.stream-spe
 = {destination-group,number-of-streams,pa
ket-interval,pa
ket-size,stream-duration,};
A stream spe
i�
ation 
onsists of adestination-group whi
h is the group ofnodes that the streams should �ow to. Thenumber of streams, will be the averagenumber of streams that are a
tive at anypoint during the simulation. The durationof ea
h stream is also spe
i�ed whi
h givesa total number of streaming sessions ofnumber�of�streams�simulation�timestream�duration . Finally,the pa
ket size and the interval of pa
kettransmission are spe
i�ed.transfer-spe
 = {destination-groups,number-of-transfers,transfer-amount,};
A spe
i�
ation of bulk data transfers 
onsistof the destination group to whi
h the datashould �ow, the amount of data to transfer,and the total number of transfers to performthroughout the simulation.Table 4.1.: The parameters that a s
enario spe
i�
ation 
onsists of.



4.4 Summary 39field_size 1000 1000 # Simulation area of 1000 by 1000 meterssimulation_time 250 # Simulate 250 se
ondsgroup A 40 # Create a group `A' with 40 nodesA.speed 5-10 # All nodes, move between 5 and 10 m/sA.resttime 0 # Don't stop and rest on waypointsgroup B 10 A # Create a subgroup of A, B, with 10 nodesB.bulktransfers_to A 100 # Let B 
reate 100 bulktransfers to nodes in AB.bulktransfer_amount 10000 # Send 10000 bytes in ea
h bulk transferFigure 4.2.: Parameter Set Examplewe have implemented the possibility to pi
k a range or a 
onstant set for the value of theparameters. Finally, we have 
hanged the movement model of the s
enario generator. In[CEH01℄ ea
h node sele
ted a waypoint to move to. Now the node sele
ts a distan
e and adire
tion, and moves a

ordingly. A node is re�e
ted of the border, if it was to move outof the simulation area. This is to give a better distribution of nodes in the simulation area.4.4. SummaryWe use a s
enario generator to generate test s
enarios. The s
enarios have 
ertain 
har-a
teristi
s obtained by a set of s
enario parameters. The s
enarios are random within the
onstraints of the set of s
enario parameters.The s
enario generator enables us to 
reate a wide range of random s
enarios, whi
hmay, and often will, be di�erent but yet 
onforming to the same s
enario parameters.Thereby we ensure the generality of the results and remove the possibility of obtaining agood or bad result by 
han
e.
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5. Simulator, Setup and SimulationPro
edures
In this 
hapter, we des
ribe the simulator used (NS2) and the data extra
ted from thesimulations. We use NS2 to simulate the wireless networks de�ned in the s
enarios gen-erated by our s
enario generator, and use the data for analyses. First, we motivate theuse of simulations and the 
hoi
e of NS2. We des
ribe the 
hara
teristi
s of the simulateduniverse, how a simulation is 
reated, and the output from the simulator. Following wedes
ribe limitations 
on
erning the way NS2 works. Finally, we des
ribe how useful andappli
able data is extra
ted from the output of the simulator. The 
hapter is 
on
ludedby a summary.5.1. Motivation for using Network Simulator 2We have used Network Simulator 2 [nsh℄ for simulating the wireless networks in this proje
t.NS2 is the simulator of 
hoi
e of other performan
e 
omparison ofManet routing proto
olsby simulations as des
ribed in se
tion 1.4. One reason for using NS2 is that it performs
omplete enough simulations of all network layers from the transport layer through alllayers to the physi
al layer. Furthermore, an implementation of AODV for NS2 alreadyexists and we have an implementation of the OLSR proto
ol for NS2, primarily done inour previous proje
t.Finally, NS2 is free of 
harge and available for download.5.2. SimulatorNetwork Simulator 2 is a dis
rete event network simulator, whi
h is able to simulate manydi�erent kinds of networks, in
luding both wired and wireless networks. In this se
tion,we will only des
ribe the parts of NS2 that we use to simulate wireless networks.5.2.1. The Extent of the UniverseThe physi
al layer simulated by NS2 is radio transmission. NS2 simulates the propagationof radio signals. In our simulations we use a two-ray ground re�e
tion model. In this model,41
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edures
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Figure 5.1.: Hidden node s
enario.the radio signals propagate dire
tly between nodes and are also re�e
ted o� the ground.Nodes are pla
ed 1 meter above the ground.The media is set to emulate the Lu
ent Wavelan 
ards operating on the 914Mhz band.The preset values for transmitter power and re
eiving thresholds give a radio range of 200meters when there are no obsta
les to interfere with the transmission. The bandwidth isset to 2 Mbits/se
ond. This is equivalent to the IEEE 802.11 standard.The Medium A

ess s
heme is the IEEE 802.11's distributed 
oordinated fun
tion(DCF). This is basi
ally a Carrier Sense Multiple A

ess / Collision Avoidan
e a

esss
heme (CSMA/CA). Collision avoidan
e is used, be
ause 
ollision dete
tion is not pos-sible in a radio network. This is be
ause the node 
annot �hear� anyone but itself whenit transmits data. The 
ollision avoidan
e is implemented as a RTS/CTS s
heme, wherethe sour
e node transmits a request-to-send signal whi
h is answered with a 
lear-to-sendsignal from the destination node. Then, data is transmitted and the session is 
on
ludedwith an a
knowledgment from the destination node. This way, all nodes in radio range ofthe 
ommuni
ating nodes know that they should not begin transmitting, even if the 
annot hear the a
tual data, be
ause transmitting would 
ause 
ollision. This would o

ur fora so 
alled �hidden node� as illustrated by �gure 5.1 where node C 
annot hear the datatransmission but refrains from initiating a transmission be
ause it hears the CTS fromnode B.For broad
asting, data pa
kets are simply transmitted on the media unless the node iswaiting for other nodes to �nish transmitting.NS2 implements the Address Resolution Proto
ol (ARP) [Plu82℄ for IP to MAC addressresolution.On top of this, NS2 implements an entire TCP/IP sta
k with a variety of proto
ols.We use UDP for streaming tra�
 and TCP for bulk transfers.We have implemented OLSR for NS2 and used an existing implementation of AODV.Neither of the two implementations use link layer noti�
ation, though both AODV and



5.2 Simulator 43OLSR 
an make use hereof, it does impose assumption and hen
e dependen
e on the linklayer, and we therefore 
hoose not to use this information.5.2.2. SetupEa
h simulation is run from a T
l s
ript des
ribing the simulation parameters (su
h as radiopropagation model and simulation area), the nodes that parti
ipates in the network andthe tra�
 they generate. Ea
h node's initial lo
ation and the time and type of movementis spe
i�ed. The time and type of tra�
 is also spe
i�ed before the simulation is run.5.2.3. OutputThe output from a simulation is a tra
e �le 
ontaining a line for ea
h event that haso

urred during the simulation. The possible events are transmitting, re
eiving, droppingand forwarding of a pa
ket. Events are re
orded for all layers in the networking sta
k of ea
hnode. For example, the transmission of an UDP pa
ket from one node to another, results inlines for transmitting from agent layer (transport layer), network layer, and medium a

esslayer, and re
eiving on ea
h of the layers in the destination node. Furthermore, re
eivingon the MAC layer, forwarding on the network layer, and transmission on the MAC layeragain, is re
orded for nodes that route the pa
ket.Ea
h pa
ket generated within NS2 during a simulation is assigned a unique identi�erwhi
h allows the pa
ket to be followed through the tra
e �le. This allows us to measurepa
ket delay as the time it takes for the pa
ket to rea
h its destination from its transmissionfrom the sour
e node's appli
ation layer.Furthermore, ea
h proto
ol is assigned a �type�, depending on whi
h entity generatedthe pa
ket. In our simulation there will be agent pa
kets for normal data tra�
, OLSR orAODV pa
kets for routing 
ontrol tra�
, ARP pa
kets for address resolution, and MACpa
kets for medium a

ess 
ontrol information.An example of an extra
t from a tra
e �le is shown in �gure 5.2. The �gure showsthe tra
e of a single pa
ket (pa
ket number 3774) as it is transmitted from node number5, routed through node number 27 and re
eived at node number 25. To the right, the
orresponding events in the network sta
k of ea
h node is illustrated.5.2.4. LimitationsThe simulations performed by NS2 are 
ompletely deterministi
. That is, for the sames
enario, the output tra
e is always the same. In a real world Manet, there would be alot of fa
tors su
h as pro
essor speed, memory laten
ies, 
osmi
 ray et
. that would makethe events o

ur in a slightly random fashion. Building the s
enario generator in orderto simulate many similar s
enarios helps us avoid that the deterministi
 behavior of NS2results in a unrepresentative data set.The environment, simulated in NS2, is simpli�ed. There are no physi
al obsta
les fornodes and/or radio signal nor are there any external interferen
e with the radio signals.
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r 12.610000000 _5_  RTR  −−− 3774 cbr  64

s 12.610000000 _5_  RTR  −−− 3774 cbr  84

s 12.616517623 _5_  MAC  −−− 3774 cbr 136

r 12.617062235 _27_ MAC  −−− 3774 cbr  84

r 12.617087235 _27_ RTR  −−− 3774 cbr  84

f 12.617087235 _27_ RTR  −−− 3774 cbr  84

s 12.640214153 _27_ MAC  −−− 3774 cbr 136

r 12.640758782 _25_ MAC  −−− 3774 cbr  84

r 12.640783782 _25_ RTR  −−− 3774 cbr  84

r 12.673728306 _25_ AGT  −−− 3774 cbr  84


s 12.610000000 _5_  AGT  −−− 3774 cbr  64


Node−ID
Timestamp

Event

Layer Type
SizeID

MAC Network Agent/ApplicationPhysical

Node 25

Node 27

Node 5

Figure 5.2.: Example of an extra
t from a tra
e �le.This presumably makes the transmission of data more reliable in the simulation than in thereal world and 
auses all links to be bidire
tional if both nodes have the same transmitterpower.NS2's s
heduler does not time 
omputation time used by the networking sta
k androuting proto
ols. However, in most reasonable 
ases, the 
omputation time is negligible
ompared to the laten
ies in the transmission of pa
ket over the wireless medium.5.2.5. Te
hni
al IssuesDuring our work with the simulator, we found a bug in the routing queue 
ode used inAODV when pa
kets are queued during a route request. If the route request timed out thesimulation would loop endlessly due to the non-removal of the �rst element in the queue,in a loop supposed to remove all timed-out pa
kets. This o

urred in approximately 2out of 3 simulations. If the user of NS2 handled this situation by stopping and restartingthe simulation, hoping for a s
enario that would not 
ause the lo
k, he would leave outsimulations where AODV performs badly, that is, when there are route timeouts.Furthermore, we found bugs in AODV that would make the appli
ation 
rash under
ertain 
onditions due to assertions about the existen
e of entries in the routing table whena route breaks down. We �xed this by simply inserting routing entries with �down� statusand let the existing AODV implementation de
ide whether a route should be found or not.We also �xed a smaller issue a�e
ting only the implementation of OLSR in some of theotherwise unused parts of the NS2 
ode.Our EvaluationOur general evaluation of Network Simulator 2 is that it is a 
omprehensive tool thatsimulates enough of a real network sta
k to provide a realisti
 pi
ture of how a network
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tion in the real world.However, there are some issues about NS2 that are important. The simulator pa
kagela
ks a test suite and the 
ode is of very varying quality be
ause of the many 
ontributors.This is 
on�rmed by the number of bugs we have as des
ribed in se
tion 5.2.5. On theother hand, NS2 has a widely established user base that should have 
aught some of themore grave model errors and general bugs in the 
ode.5.3. Measured VariablesIn this se
tion, we des
ribe the data that we retrieve from the tra
e �les from NS2. Wehave used 
ustom made utilities to extra
t this data from the tra
e �les.Pa
ket delayThe pa
ket delay is measured as the time from the pa
ket leaves the sour
e node's agentlayer until it is re
eived at the destination node's agent layer. This in
ludes time spentin queues and the time for transmission over the medium. Computation time required topro
ess the pa
ket is not in
luded in the delay as NS2 does not take pro
essing time intoa

ount in its s
heduler.ThroughputThe throughput is measured as the number of appli
ation layer pa
kets, data pa
kets, thatrea
h their destination as a fra
tion of the number of pa
ket that are transmitted. Datapa
kets that do not rea
h their destination may be dropped for any reason whatsoever.Drop reasonsWe have also re
orded the reasons for dropped data pa
kets. The most interesting dropreason is route unavailability, that is, a `no-route-drop'. When using OLSR, a pa
ket willbe dropped if a route for the pa
ket's destination is not already available when the pa
ket isto be routed. When using AODV, a pa
ket will be retained until the route request su

eedsor times out. If the route request times out, the re
orded drop reason is no route-drop.BandwidthWe 
ount both the pa
kets and the bytes of all data and 
ontrol pa
kets transmitted on theMAC layer, as these are data a
tually transmitted over the medium and hen
e 
onsumingbandwidth. This allows us to get data su
h as the amount of bandwidth used on 
ontroltra�
 (
ontrol overhead) and how mu
h appli
ation layer data is a
tually transmitted overthe medium.
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eduresTransfer delayFor some of the simulations, we have re
orded the total transfer time of a TCP bulktransfer. The time is measured from the initiation of the transfer, that is, when the nodewants to begin the transfer, and until the last a
knowledgment is re
eived at the sour
enode. Therefore, these measurements in
lude the time used to set up the route (whenappli
able). The transfer delay is more 
omparable to the user's experien
e of delays thanthe pa
ket delay, be
ause it will be almost equal to the delay that the user experien
es from,for example, when he 
li
ks on a link in his browser and until the web page is 
ompletelyloaded.5.4. SummaryWe use a dis
rete event network simulator, NS2, for numerous simulations of Manets.Ea
h simulation is run from a T
l s
ript and outputs a tra
e �le from whi
h results areextra
ted.We extra
t information about the pa
ket delay, the throughput, the bandwidth, thedrop reasons, and in some 
ases the transfer delay, and evaluate upon these results.



6. Statisti
al Methods
In this 
hapter, we will des
ribe the statisti
al methods we use to analyze the simulationdata. We use statisti
al methods to ensure the validity and generality of the results.First, we motivate the use of statisti
s. We then des
ribe the des
riptive measures used toanalyze sets of sample data. Finally, we des
ribe the 
hi-square test of independen
e usedto analyze the results' dependen
ies of the various simulation parameters. This 
hapter is
on
luded by a summary.6.1. Motivation for using statisti
sOur aim is to model s
enarios with 
ertain 
hara
teristi
s, but at the same time eliminatethe possibility of results appearing by 
han
e through a favorable or unfavorable pi
k ofa spe
i�
 s
enario. We a
hieve this by running numerous simulations of random s
enar-ios with the same spe
i�
 
hara
teristi
s and using statisti
al tools to analyze the dataextra
ted from the simulations.A

ording to [Mit97℄, at least 30 s
enarios of ea
h situation should be performed tohave a good approximation of the population1 and provide enough information for a set ofsample data. In our 
ase the population is the total number of all possible s
enarios withthe spe
i�
 
hara
teristi
s. That is, with the same s
enario parameters.We use des
riptive measures2 to des
ribe ea
h set of simulations with the same parame-ter set, a test set. In some 
ases it is relevant to test the results of dependen
y of the variedparameter to 
ompare the results from di�erent test sets, for example with and withoutenfor
ed jitter on the transmission of 
ontrol pa
kets. For this we use the 
hi-square testof independen
e to 
al
ulate the possibility of results appearing by 
han
e. Unless statedotherwise the formulas are from [ASW96℄. We developed 
ustom made utilities to 
al
ulatethe des
riptive measures and to perform the 
hi-square test.6.2. Des
riptive MeasuresWe perform a number of s
enario simulations of ea
h situation with parti
ular 
hara
ter-isti
s, for example di�erent degree of mobility. From these simulations we obtain a set1A population is the entire group of all possible situations from whi
h the measures are taken.2A des
riptive measure is a single number that provides information about a set of data. 47



48 6. Statisti
al Methodsof sample data whi
h is analyzed using des
riptive measures. We use measures of 
entraltenden
ies and of diversion.Measures of Central Tenden
yThe purpose of these measures is to determine the sample mean, x, whi
h is the numeralaverage of the data.Measures of DiversionThe purpose of these measures is to show the dispersion in the results. That is, thetenden
ies of data values to s
atter about the mean. We determine the variation, s2, andthe standard deviation, s, as follows:sample varian
e = s2 = P (x� x)2n� 1sample standard deviation = s = sP (x� x)2n� 1Be
ause we do not examine the entire population, (that would be all possible s
enariosthat 
omply to a spe
i�
 set of s
enario parameters) but only samples (a random subsetof the population), we use the formula for the sample varian
e and standard deviationand not the formula for population varian
e and standard deviation3. Be
ause the datasets may have di�erent means, we also 
al
ulate the relative variation within ea
h set, the
oe�
ient of variation, CV . The 
oe�
ient of variation is determined as:
oe�e
ient of variation = CV = sx � 100We use the standard deviation and the 
oe�
ient of variation to des
ribe the dispersionin the results.6.3. Chi-Square Test of Independen
eWhen 
omparing di�erent results it is important to be able to determine the probabilitythat the results appear by 
han
e, that is, if there exists a dependen
y between the resultsand the varied parameters or not. We use the 
hi-square test of independen
e for thispurpose in this proje
t. To illustrate the use of the 
hi-square test of independen
e, wewill use a �
tive example of simulations with and without the use of enfor
ed jitter. Whentesting the dependen
ies we always advan
e the following two general hypotheses:� H0: The results are independent3The formulas are �2 = P (x��)2N and � =qP (x��)2N , where N is the number of the entire populationand � is the population mean.



6.3 Chi-Square Test of Independen
e 49Noroute dropInterval 0-1000 1001-2000 2001-3000 Row totalWith jitter 60 (60) 20 (30) 40 (30) 120Without jitter 40 (40) 30 (20) 10 (20) 80Column total 100 50 50 200Chi-square 16.66Degree of freedom 2Q(�2jdf) 0.9998Table 6.1.: Contingen
y table and dependen
y 
al
ulation for a �
tive jitter test.� Ha: The results are dependentThe results of the tests are summarized in a 
ontingen
y table with the number ofo

urren
es, O. Table 6.1 shows su
h a table with the number of pa
kets dropped be
ause ofroute unavailability from our �
tive example. The numbers in parenthesis are the expe
tedvalues, E, with no dependen
ies.First the expe
ted value is 
al
ulated as E = (row total)(
olumn total)n where the row totaland 
olumn total are those of the parti
ular 
ell, and n is the total number of o

urren
es.In the example the expe
ted value of o

urren
es with jitter in the interval 0-1000 will be:E = 120�100200 = 60.Chi-square, �2, is then 
al
ulated as �2 = P (O�E)2E . In the example �2 is 16.66. Nextwe 
al
ulate the probability that H0 is true � that is, the probability that the resultsare independent. To do this we need the degree of freedom, df 4. This is 
al
ulated as(k � 1)(m � 1), k being the number of 
olumns and m being the number of rows. In theexample df is 2. The probability integral is P (�2jdf) and is 
al
ulated as follows5.P (�2jdf) = 2�12 dff�(12df)g�1 Z �20 e� 12xx 12df�1dx [PH76℄The probability that the results are dependent and that Ha is true, Q(�2jdf), is1 � P (�2jdf), be
ause the two hypotheses are mutually ex
luding. In the example thisprobability is 0.9998, whi
h means that there is a 0.02% 
han
e that the results are inde-pendent of the use of jitter.We use this value to determine whether the results appear by 
han
e or whether the
hange in s
enario parameters a�e
t the results.4The degree of freedom expresses the number of options available within a variable or spa
e.5The � fun
tion is �(�) = R10 y��1e�ydy [BL96℄.



50 6. Statisti
al Methods6.4. SummaryThis 
hapter brie�y des
ribes the statisti
al methods we will use to analyze the results ofthe simulations. For ea
h set of sample data, we 
al
ulate des
riptive measures: the mean,x, the standard deviation, s, and the 
oe�
ient of variation, CV . We will furthermore usethe 
hi-square test of independen
e to 
al
ulate the probability of results' dependen
ies ofthe parameters in some 
ases.We use the des
riptive measure to make the large amount of data produ
ed by thesimulations 
omprehensible and to have a representative result to 
on
lude upon. Themeasures of 
entral tenden
y are used to get an idea about the average performan
e of thenetwork/proto
ol. The measures of dispersion are used to get an idea about the stability ofthe results from a parti
ular type of s
enario. We use the 
hi-square test of independen
eto ensure that there is a low probability that our 
on
lusions are invalidated be
ause ofresults that has appeared by 
han
e.



7. OLSR Performan
e
In this 
hapter, we will present the results of the simulations whi
h are designed to testthe impa
ts of the improvements to the OLSR proto
ol. Namely, the introdu
tion ofjitter, piggyba
king, link hysteresis, and adjustments of the 
ontrol message intervals, asdes
ribed in se
tion 2.2. First, we des
ribe the default test 
on�guration of the tests.Next, we des
ribe the tests with jitter, piggyba
king, 
ontrol message intervals, and linkstate dete
tion, respe
tively. Ea
h test se
tion will des
ribe a test set with the followingelements: the thesis that is to be tested, explanation of the varied parameters, resultsof the simulations, and �nally, an analysis of the results. The 
hapter is 
on
luded by asummary of the results of the analyses.7.1. Test Con�gurationThe theses tested in this 
hapter, are those stated in 
hapter 2 whi
h ex
lusively 
on
ernthe performan
e of OLSR. To examine these theses, a test set of at least 30 s
enarios (asdes
ribed in 
hapter 6) for ea
h set of s
enario parameters were generated and run in NS2.The s
enarios were generated by the s
enario generator des
ribed in 
hapter 4 from thedefault parameters stated in table 7.1, unless otherwise stated. The measures used in theresult se
tions are those stated in se
tion 5.3, although we may leave our some measures intests when they are not relevant. For ea
h test set we state the results used for analyzingthe parti
ular set. For explanatory reasons, the results are shown as numerals, graphs, and�gures depending on the 
ontext. The 
omplete set of the results in numerals, is in
ludedin appendix B.7.2. JitterWhen using �xed intervals between transmitting 
ontrol messages, we observed in ourpra
ti
al experiments that numerous pa
kets were lost due to 
ollisions. We anti
ipatethat introdu
ing jitter in the transmission of 
ontrol messages will have e�e
ts on theperforman
e of OLSR.Jitter is enfor
ed on both types of 
ontrol message, that is on both the hello and theTC messages. The jitter is implemented by adding a random amount of time, �, to the
ontrol message interval, I, and transmitting the 
ontrol message after I+� se
onds. Testsets with jitter and without jitter were performed. In the simulations with jitter, � was51



52 7. OLSR Performan
eNumber of nodes 50 nodesField size 1000 � 1000 metersSimulation time 250 se
ondsNode speed 1-5 meters/se
ondNode resttime 0-6 se
ondsNode distan
e 1000 metersNumber of streams 25 streamsPa
ket size 64 bytesPa
ket interval 0.10 se
ondsStream Duration 250 se
ondsTable 7.1.: Default parameters used in the simulations
��
��
��
��

����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����

����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����
����

����
����
����
����
����
����
����
����
����
����
����
����

����
����
����
����
����
����
����
����
����
����
����
����

����
����
����
����

����
����
����
����

0

10000

20000

30000

40000

50000

60000

70000

N
um

be
r 

of
 P

ac
ke

ts

Sent Received No route drop

With jitter
Without jitter

Figure 7.1.: Number of pa
kets sent, re
eived and dropped due to route unavailability withand without jitter.
hosen from the interval [�0:5; 0:5℄. In the simulations without jitter, � was 0. The hellomessage interval is 2 se
onds and the TC message interval is 5 se
onds as re
ommended inthe OLSR draft [JMQ+01℄. At the beginning of the simulation, the nodes are �turned on�(and begin transmitting hello messages) randomly within the period of a hello interval.ResultsFigure 7.1 shows the average number of pa
kets that were sent and re
eived, as well asthose dropped be
ause of route unavailability. Without jitter half as many pa
kets rea
hedtheir destination as with jitter, while the amount of pa
kets lost due to route unavailabilitywas more than four times the amount of the simulations with jitter.Table 7.2 shows the des
riptive measures of pa
kets dropped be
ause of route unavail-ability and pa
kets re
eived, respe
tively. The standard deviation and the 
oe�
ient ofvarian
e are 
onsistently higher without jitter than with jitter, meaning that both theregular dispersion and the relative dispersion is higher without jitter.



7.2 Jitter 53Noroute drop Re
eivedWith jitter Without jitter With jitter Without jitterMean 9,430 41,600 27,900 14,100Standard deviation 2,630 14,100 3,810 6,780Coe�
ient of variation 27.92 % 33.93 % 13.67 % 48.00 %Table 7.2.: Des
riptive measures from jitter tests.Without jitter With jitterTC �ooding number 12.8 nodes 32.1 nodesOLSR overhead 2560 bytes/se
ond 3850 bytes/se
ondPa
ket delay 0.174 se
onds 0.596 se
ondsTable 7.3.: Sele
ted results from jitter tests.AnalysisThe higher throughput is 
onsistent with the lower number of pa
kets lost due to routeunavailability. The fa
t that the drop rate 
aused by route unavailability is signi�
antlylower with enfor
ed jitter indi
ates that more nodes in the Manet have enough topologyinformation to have routes to all nodes, be
ause that more TC messages arrive at thenodes. In table 7.3 the average TC �ooding number is shown. The TC �ooding numberis the average number of nodes a TC message rea
hes in the network. It is 
lear thatthe topology information is di�used to a greater part of the network and thereby nodeswill have knowledge of a larger number of nodes in the network. This also means thatthe overhead OLSR produ
es will be higher with jitter than without. This overhead is,however, a desired and ne
essary overhead, be
ause we want the topology information tobe di�used as far out in the network as possible. The overhead with jitter is 50% higher,as seen in table 7.3, but still relatively small.The average pa
ket delay without and with jitter is show in table 7.3. The larger delaywith jitter 
an be explained by the larger throughput of data pa
kets. The pa
kets that getthrough without jitter are those with short routes, whi
h are not as dependent on topologyinformation, as those with long routes. Not only do more pa
kets get through with jitter,but pa
kets destined for nodes farther away get through (whi
h they would not, otherwise).Thereby, the average delay is larger than without jitter.Figure 7.2 shows the number of simulations as a fun
tion of the number of pa
ketsdropped due to route unavailability to visualize the dispersion of results without jitter
ompared to that with jitter. The �gure shows that without jitter, the dispersion is high,that is, the simulations are s
attered around in many intervals, while with jitter, thesimulations are 
on
entrated in few intervals.Likewise �gure 7.3 shows the dispersion of number of pa
kets re
eived with and without
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52−56 56−6044−48 48−5236−4028−32 32−3624−2820−2416−2012−168−124−8 41−44Figure 7.2.: The number of tests as a fun
tion of number of pa
kets lost due to route un-availability. The number of pa
kets is showed in intervals of thousands.jitter. The �gure shows that with this, the number of re
eived pa
kets is 
on
entrated infour intervals, while without jitter, they are dispersed in 7 intervals.The �gures and the measures in table 7.2 show that the dispersion of the results withoutjitter was substantially larger than those with jitter. This means that the performan
e withenfor
ed jitter is not only better, but also more stable than without jitter.The 
hi-square test of independen
e on both the number of re
eived pa
kets and thenumber of pa
kets lost due to route unavailability shows that the probability that theresults are dependent on the use o� jitter 1.0000 (when rounded o� due to 
al
ulationimpre
ision). This indi
ates that there is a very high dependen
y between the throughputand the use of jitter. See tables B.3 and B.4 for a 
al
ulation of the results.The general 
on
lusion is that jitter improves the throughput and lower the number ofpa
kets dropped be
ause of route unavailability. The 
ost of enfor
ing jitter only the e�ortto implement it.7.3. Piggyba
kingThe preliminary simulations indi
ated that piggyba
king 
ontrol messages had an im-pa
t on the number of 
ontrol pa
kets dropped 
ollisions, and thereby indire
tly on thethroughput. We therefore anti
ipate that the simulations will show an improvement in theperforman
e of OLSR when piggyba
king 
ontrol messages. That is, higher throughputand lower overhead.Piggyba
king of 
ontrol messages is enfor
ed by holding ba
k in
oming 
ontrol messagesthat are to be retransmitted for up to a prede�ned amount of time, holdba
k time, before
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Figure 7.3.: The number of tests as a fun
tion of number of pa
kets re
eived. The numberof pa
kets are showed in intervals of thousands.retransmitting them. If a lo
ally generated 
ontrol message is transmitted from the nodebefore the end of the holdba
k time, the in
oming messages in the bu�er are transmitted,piggyba
ked with the outgoing message. Test sets with holdba
k time of 0.0, 0.2, 0.4,0.6, 0.8 and 1.0 se
onds were performed. A holdba
k time of 0.0 is equivalent to notimplementing piggyba
king be
ause in
oming message are retransmitted as soon as theyarrive, if the node is MPR to the nodes, where the messages are sent from. To make surethat the impa
t shown in the results were due to piggyba
king, three test sets were run:One with jitter and with piggyba
king, one with only piggyba
king, and one with jitterand piggyba
king and no mobility.ResultsGraph 7.1 shows the average number of pa
kets that were sent, re
eived, and dropped due toroute unavailability in the situation where the nodes enfor
ed both jitter and piggyba
kingwith variable holdba
k time. The graph shows some �u
tuation. The throughput is 8%and 6% higher at holdba
k times of 0.2 and 0.8 se
onds than with no holdba
k time. Thenumber of pa
kets lost due to route unavailability are 22 and 16% lower than withoutpiggyba
king.Graph 7.2 shows the average number of pa
kets that were sent, re
eived, and droppeddue to route unavailability with variable holdba
k time, in the situation where the nodesenfor
ed only piggyba
king and no jitter. The number of lost pa
kets due to route unavail-ability is high at all holdba
k times with peaks at holdba
k times of 0.2 and 0.8 se
ondsand lows at no and maximum holdba
k times.Graph 7.3 shows the average number of pa
kets that were sent, re
eived, and droppeddue to route unavailability with variable holdba
k time, in the situation where the nodesenfor
ed both jitter and piggyba
king, and without mobility. The graph shows slight�u
tuation. However, there is a 5% higher throughput and 24% lower droprate due toroute unavailability than with no piggyba
king.
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Graph 7.1: The number of pa
kets sent, re
eived, and dropped due to route unavailabilitywith both jitter and piggyba
king with variable holdba
k time.
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eived, and dropped due to route unavailabilitywith only piggyba
king with variable holdba
k time.
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king 57Re
eivedHoldba
k time 0.0 0.2 0.4 0.6 0.8 1.0Mean 26300 28400 26800 25300 27800 27000Standard deviation 4480 4380 3970 4000 4660 4850Coe�
ient of variation 17.0 % 15.4 % 14.5 % 15.8 % 16.8 % 17.9 %Noroute dropHoldba
k time 0.0 0.2 0.4 0.6 0.8 1.0Mean 8740 6610 8100 8560 7330 7650Standard deviation 2840 2720 2250 3010 3090 2650Coe�
ient of variation 32.5 % 41.1 % 27.8 % 35.1 % 42.1 % 34.6 %Table 7.4.: Des
riptive measures from piggyba
king tests with jitter.Re
eivedHoldba
k time 0.0 0.2 0.4 0.6 0.8 1.0Mean 14900 13000 13300 13000 13400 15500Standard deviation 7790 6580 6360 8000 6180 8870Coe�
ient of variation 52.3 % 50.5 % 47.7 % 61.6 % 46.1 % 27.0 %Noroute dropHoldba
k time 0.0 0.2 0.4 0.6 0.8 1.0Mean 40200 45900 44000 43300 45700 39400Standard deviation 15600 11500 13500 16300 11600 17200Coe�
ient of variation 38.7 % 25.1 % 60.6 % 37.6 % 25.4 % 43.8 %Table 7.5.: Des
riptive measures from piggyba
king tests with no jitter.AnalysisThe simulations show that there is a small e�e
t in throughput of piggyba
king as seen intables 7.4, 7.6, and 7.6. This 
an be explained by the fa
t that fewer pa
kets are lost dueto 
ollisions, but ea
h pa
ket 
ontains more messages, so the same amount of messages arelost.Graphs 7.4 and 7.6 show that the amount of 
ontrol tra�
 be
omes smaller, as ex-pe
ted, when the holdtime be
omes longer in the s
enarios where jitter is enfor
ed. This isexpe
ted, as there are more messages in ea
h pa
ket, making the overhead smaller, be
ausefewer pa
ket headers are transmitted on the medium. As seen in graph 7.5 the amount of
ontrol tra�
 without jitter be
omes smaller when piggyba
king is used, but shows little�u
tuation at di�erent holdba
k times.We have performed the 
hi-square test of independen
e on the number of re
eivedpa
kets and the number of pa
kets dropped due to route unavailability, and the per
entagesrange from 60% to 96%, thus the numbers do not lead to any solid 
on
lusions. In the test



58 7. OLSR Performan
e

0

10000

20000

30000

40000

50000

60000

70000

0 0.2 0.4 0.6 0.8 1

N
um

be
r 

of
 p

ac
ke

ts

Holdback time

Sent
Received

Noroute drops

Graph 7.3: The number of pa
kets sent, re
eived, and dropped due to route unavailabilitywith piggyba
king and jitter in a network without mobility and with variable holdba
k time.
Re
eivedHoldba
k time 0.0 0.2 0.4 0.6 0.8 1.0Mean 48700 51100 49300 50200 51000 50400Standard deviation 5560 6440 5780 5790 6520 7150Coe�
ient of variation 11.4 % 12.6 % 11.7 % 11.5 % 12.8 % 14.2 %Noroute dropHoldba
k time 0.0 0.2 0.4 0.6 0.8 1.0Mean 8530 6480 7340 7800 6800 7432.6Standard deviation 4500 4110 4120 5190 5010 6360Coe�
ient of variation 52.7 % 63.5 % 56.1 % 66.5 % 73.7 % 85.6 %Table 7.6.: Des
riptive measures from piggyba
king tests with jitter and no mobility.
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Figure 7.4.: The average number of pa
kets from test sets with jitter, with piggyba
king,with both piggyba
king and jitter, and with no jitter or piggyba
king.
with piggyba
king and with jitter the dependen
y of the number of pa
kets dropped dueto route unavailability on the use of di�erent holdba
k times is 96%, meaning that whenapplying piggyba
king on a network, whi
h already use jitter, an e�e
t is very likely toappear. See tables B.7, B.8, B.11, B.12, B.15 and B.16 for a 
al
ulation of the results. Itseems that the best e�e
t of piggyba
king is when it is enfor
ed together with jitter andwith mobility.Graph 7.7 shows that that the average pa
ket delay in
reases slightly when applyingpiggyba
king in a setting with jitter. The in
rease from not using piggyba
king to aholdba
k time of 1.0 se
ond is 9%. Graph 7.9 show a slight de
rease in pa
ket delay as theholdba
k time get larger. This 
ould be be
ause the short routes are more stable, but thelong routes take longer time to be dis
overed, and as the pa
ket delay is larger for pa
ketsthat are destined farther away, the average pa
ket delay will be smaller if a smaller fra
tionof pa
kets with long routes rea
h their destination. However the �u
tuation in the graphmakes it hard to 
on
lude upon. Graph 7.8 shows great �u
tuation in the average pa
ketdelay, whi
h just 
on�rms the earlier result that jitter is very important to get a stableresult.Figure 7.4 shows the average number of pa
kets sent, re
eived, and dropped due toroute unavailability from the test sets with plain OLSR, with enfor
ed jitter, with jitter andpiggyba
king (holdba
k time: 0.2 se
onds), and �nally without jitter but with piggyba
king(holdba
k time: 1.0 se
onds). We have 
hosen to show the results with those holdba
ktimes, be
ause they gave the best results in the respe
tive tests. The �gures shows thatpiggyba
king works best in 
ombination with jitter.We re
ommend that piggyba
king is applied. The positive e�e
t on the throughput issmall, but there is no 
ost of enfor
ing piggyba
king and the overhead be
omes smaller.
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7.4 Control Message Intervals 637.4. Control Message IntervalsThe 
onstant values for hello and TC intervals spe
i�ed in the OLSR draft [JMQ+01℄ are
hosen mainly on the analyti
al evaluation of the advantages and disadvantages of havinghigher or lower intervals. We have tested the OLSR proto
ol with di�erent settings forthese 
onstants in order to 
he
k if more optimal values exists.7.4.1. The Hello IntervalWe performed simulations where the OLSR proto
ol uses a variable hello interval. Thehello interval is the interval between two hello messages. Test sets with hello interval of0.5, 1.0, 1.5, 2.0, 2.5, 3.0, and 3.5 se
onds were performed. The neighbor hold time waskept at 3 times the hello interval, whi
h is 6 se
onds when the interval is as de�ned bythe OLSR draft [JMQ+01℄. The test was made with jitter on the transmission of 
ontrolpa
kets be
ause of the results stated above. At a hello interval of 0.5 se
onds the jitterinterval is �0:25s, and �0:5s at the other intervals. Piggyba
king was not enabled forhello messages in this test. That is, hello message are sent immediately when they aregenerated.Simulation ResultsThe number of sent and re
eived pa
kets per se
ond is shown in graph 7.10. The graphshows that the throughput is not a�e
ted mu
h by 
hanging the hello interval, ex
ept athigh hello intervals where it drops a little.The average pa
ket delay is shown in graph 7.11. It is hard to see any tenden
y in thepa
ket delay when the hello interval is 
hanged.AnalysisThe graphs shows that the throughput and average pa
ket delay is not a�e
ted mu
hby 
hanging the interval. At a higher hello interval, the throughput drops a little. Thisis be
ause the proto
ol adapts slower to topology 
hanges. At a lower interval than 2.0se
onds, the throughput neither in
reases nor de
reases. This may be be
ause the in
reasedability to adapt to topology 
hanges is outweighed by the additional load in 
ontrol tra�
put on the network. The 
ontrol tra�
 in number of bytes per se
ond is shown in graph7.12. At a hello interval of 0.5 se
onds, the amount of 
ontrol tra�
 is around 14 kilobyteswhi
h is a little more than 1/20 of the available bandwidth.7.4.2. The TC IntervalWe have performed simulations with variable TC message intervals to test whether perfor-man
e 
an be improved by using other values than the 5 se
onds spe
i�ed by the OLSRdraft [JMQ+01℄. Test sets with TC message intervals of 1 to 12 se
onds in intervals of1 se
ond were performed. In all 
ases, a random jitter of at maximum 25% of the TC
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eived pa
kets with variable hello message interval.
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7.5 Link Stability 65message interval was used. Lo
ally generated TC messages were never piggyba
ked in thistest, while in
oming TC message from other nodes 
ould be held ba
k in an attempt topiggyba
k for up to 0.2 se
onds. The topology hold time was set to 3.2 times the TCmessage interval in all settings. This 
orresponds to the settings de�ned by the OLSRdraft of 5 se
onds TC message interval and 16 se
onds topology hold time.ResultsThe throughput for the simulated networks is plotted for ea
h tested TC message intervalin graph 7.13. The throughput is not a�e
ted mu
h by 
hanging the TC message intervals,ex
ept when the interval is high and the throughput drops a little.The average pa
ket delay is plotted in graph 7.14. The graph shows that the averagepa
ket delay in
reases slightly when the TC message interval is in
reased.The amount of 
ontrol tra�
 sent on the medium is shown in graph 7.15.AnalysisThe throughput is mostly un
hanged when adjusting the TC message interval. At high TCintervals, the throughput drops only a little. The reason that the throughput drops withlonger TC message intervals is be
ause the topology information in ea
h node is updatedless frequently and hen
e is more likely to be outdated.The average pa
ket delay is also very little a�e
ted by 
hanging the TC message interval,but it does get a little lower value when the topology information is updated more oftenand a little higher when the information is updated less frequently. This is expe
table: Theoptimality of the routes depend on how 
orre
t topology nodes has. When this topologyget updates less frequently, the routes gets less optimal and hen
e the transmission delaysget longer.The gain from lowering the TC interval 
ould be expe
ted to be more signi�
ant whenthere is a more dynami
 topology in the network be
ause then it is more important to get
orre
t topology information faster. We ran the same test with TC intervals from 1 to 7se
onds with mobility 12.5 meters per se
ond. The throughput is shown in graph 7.16.Not even in this situation is the throughput a�e
ted by lowering the TC message interval.7.5. Link StabilityBe
ause the links in a wireless network are relatively unstable and 
an be very sporadi
 ifthe distan
e between the two nodes is near the radio range of the antennas, it is importantto investigate routing methods that take the quality of link into a

ount. A method,suggested to us by one of the designers of the OLSR proto
ol, is to use a simple linkhysteresis where it is required to re
eive more than 1 hello message in order to qualify thelink as usable (after whi
h the usual asymmetri
/symmetri
 negotiation is done). Withthe 
urrent OLSR draft, only 1 hello message must be re
eived in order to qualify the linkas asymetri
 or symmetri
. If instead we require that at least 2 hello messages within 3
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eRe
eived Noroute DropsHysteresis 1/1 2/3 1/1 2/3Pa
kets per se
ond mean 101.5 97.4 53.9 52.8Standard deviation 9.87 7.33 12.18 11.29Coe�
ient of variation 9.73% 7.53% 22.58% 21.37%Table 7.7.: Des
riptive measures for s
enarios with and without the simple 2/3 link hys-teresis.hello message intervals must be re
eived, we might be able to avoid using links that areonly sporadi
ly available. If a single hello message arrives, we simply ignore it.The simulations done here were performed with a stream duration of 50 se
onds.ResultsThe measures of tenden
y and dispersion for the number of pa
kets per se
ond that arere
eived or dropped due to route unavailability are shown in table 7.7. 4.2% fewer pa
ketsget through the network with the 2/3 hysteresis and 2% fewer pa
kets are dropped due toroute unavailability.AnalysisThe simple link hysteresis tested here does not seem to make mu
h of a di�erent for thethroughput in the network. However, note that the 
oe�
ient of variation for re
eivedpa
kets is a little lower with the hysteresis than without. This means that the networksusing the link hysteresis are a little more stable than networks using the plain OLSRproto
ol, even though a little fewer pa
kets get through the network.7.6. SummaryThese tests have shown that the use of enfor
ed jitter on the transmission of 
ontrol pa
ketsin OLSR is of very high importan
e to the performan
e and stability of the network. Thee�e
ts of piggyba
king 
ontrol messages with ea
h other are not signi�
ant, although thenetwork tends to be a little more stable when using piggyba
king.There is little e�e
t of 
hanging the 
ontrol message intervals. Even with a highlydynami
 topology, lowering the TC message interval does give a readable e�e
t.The simple link hysteresis of requiring 2 out of 3 hello messages before qualify a linkas usable does not give a signi�
ant performan
e improvement.
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8. Comparison of OLSR and AODV
In this 
hapter, we will present the results of the simulations 
omparing the performan
eof OLSR with that of AODV. First, we des
ribe the default test 
on�guration of thesimulations. Next, we present the thesis that is to be testes and the assumptions we havemade about the results. Then, we des
ribe the test with varied mobility, density, andtra�
, respe
tively. The 
hapter is 
on
luded by a summary that summarized the resultsof the analyses.8.1. Test Con�gurationThe thesis tested in this 
hapter, is the one stated in 
hapter 2 whi
h 
on
ern the per-forman
e of OLSR 
ompared to that of AODV. To examine this thesis, a test set of atleast 30 s
enarios for ea
h set of s
enario parameters were generated and run in NS2. Thes
enarios were generated by the s
enario generator des
ribed in 
hapter 4 from the samedefault parameters stated in table 8.1, unless otherwise stated. The measures used in theresult se
tions are sele
ted from those stated in se
tion 5.3. For ea
h test set we state theresults used for analyzing the parti
ular set. For explanatory reasons the results are shownas numerals, graphs, and �gures depending on the 
ontext. The 
omplete set of the resultsin numerals, is in
luded in appendix B.Number of nodes 50 nodesField size 1000 x 1000 metersSimulation Time 250 se
ondsNode Speed 1 to 5 meters/se
ondNode Rest Time 0 to 5 se
ondsStreams 25 streamsPa
ket Size 64 bytesPa
ket Interval 0.10 se
ondsStream Duration 10 se
ondsTable 8.1.: Default parameters used in the simulations.

71



72 8. Comparison of OLSR and AODV8.2. Thesis and AssumptionsTo our knowledge, there has been no 
omprehensive, simulation based 
omparison of OLSRand other Manet routing proto
ols. [Qay00℄ performs various 
omparisons of OLSR withthe DSR proto
ol, but he uses a 
ustom build simulator with several issues as des
ribed inse
tion 1.4. We will 
ompare it to AODV be
ause this is the Manet proto
ol that have
onsistently shown the best performan
e in related works (for elaboration, see se
tion 1.4).In se
tion 3.3 we have des
ribed our assumptions on how we expe
t OLSR and AODV toperform in di�erent types of s
enarios.We have performed a number of simulations to show how well OLSR performs when
ompared to AODV. We have varied the mobility in order to test how well the proto
olsperform when the topology 
hanges frequently. We have varied the density of the networkto see how well ea
h proto
ol performs in large and dense network, and small and sparsenetworks. We have varied the tra�
 to see how the proto
ols perform under sporadi
tra�
 and under more stati
 tra�
 patterns. In other words, our work aims at un
overingwhen OLSR and AODV, respe
tively, ex
el.8.3. Performan
e with Variable MobilityIn order to determine how OLSR and AODV perform under variable mobility, 7 testsets with node mobility from 0 to 15 m/s were performed. 0 m/s is no mobility and 15m/s 
orresponds to a slow moving 
ar (54 km/h). Higher mobility is impra
ti
al for thisparti
ular type of medium (IEEE 802.11). With a speed of 15 m/s, a node moving throughthe radio range of another stationary node would only have radio 
onta
t for less than halfa minute.ResultsThe number of sent and re
eived pa
kets for the simulation is shown in graph 8.1. Thethroughput for ea
h proto
ol is nearly equal in both s
enarios with little or no mobilityand with high mobility. With little mobility, OLSR seems to perform slightly better thanAODV, with 5% more pa
kets re
eived at no mobility. In networks with high mobility,AODV seems to have a little advantage over OLSR with 21% more pa
kets re
eived at anaverage speed of 15 meters per se
ond.The average pa
ket delays are plotted in graph 8.2. The graph shows that the averagepa
ket delay always is higher in networks using AODV than in networks using OLSR.However, in networks with medium speed (2 to 8 meters/se
ond), the average pa
ket delayin AODV networks is not signi�
antly higher than that of OLSR networks.The amount of bandwidth used for 
ontrol tra�
 for ea
h proto
ol are plotted in graph8.3. The graph shows that the 
ontrol tra�
 of OLSR is the same at all levels of mobility,while that of AODV in
reases with in
reasing mobility. At no mobility, the 
ontrol tra�
of AODV is signi�
antly lower than with mobility, but it is still higher than that of OLSR.
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Graph 8.1: Number of sent and re
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74 8. Comparison of OLSR and AODVAnalysisAODV manages to get more pa
kets through the network than OLSR when there is a highmobility (links break and are 
reated more frequently). This is expe
table � the AODVproto
ol rea
ts faster than OLSR to 
hanges in network topology. In networks usingOLSR, the new or newly broken links will have to be dete
ted (two-way negotiation),MPRs sele
ted, and new topology information di�used into the network before the routing
an utilize the 
hanges to the topology. AODV will only have to dete
t that the link hasbroken before performing a lo
al route repair. In 
ase AODV 
hooses to send a RouteError pa
ket ba
k to the sour
e node, the route will have to be requested, whi
h will takesubstantially more time than performing a lo
al route repair.The average pa
ket delay is higher with AODV than with OLSR. This 
an be explainedby the sub-optimal routes that AODV provides (as des
ribed in se
tion 3.3). Anotherpossible explanation is the that the �rst pa
kets sent in a stream are delayed while AODVrequests the route and waits for the route reply. It is interesting to see that the pa
ketdelay with AODV is lower with a moderate mobility than with no mobility. It may beexplained by that the extra pa
kets that does at no mobility (a

ording to graph 8.1 arethose that have to take the longest routes through the network.The big di�eren
e in 
ontrol tra�
 with AODV between no and some mobility 
anbe explained by the introdu
tion of link breakage and 
reation with mobility. With nomobility, links are stati
 and a route will only have to be requested on
e, while with somemobility, a route may have to be repaired or re-requested during the session, hen
e theextra 
ontrol tra�
. OLSR's 
ontrol tra�
 is 
onstant as it is not a�e
ted by the 
reationor breakage of links.8.4. Performan
e with Variable DensityThis test was designed to show how ea
h proto
ol operates in networks with di�erent nodedensity. In a simulation area of 1000 by 1000 meters, test sets with the following numberof nodes were performed: 10, 20, 50, 75, 100, and 125.8.4.1. Variable Amount of Tra�
The number of streams in this test is dependent on the number of nodes, namely 50 streamsper 100 nodes. We have done this, be
ause in most real networks, we assume that ea
hnode would, on average, generate the same amount of tra�
. Hen
e, the total amount oftra�
 in the network would in
rease linearly with the number of nodes.ResultsGraph 8.4 shows the number of sent and re
eived pa
kets, with variable density. The graphshows that the number of sent pa
kets 
limbs linearly with the number of nodes, as we havede�ned. The number of re
eived pa
ket with AODV and OLSR is almost equal in networks



8.4 Performan
e with Variable Density 75

0

5000

10000

15000

20000

25000

30000

0 2 4 6 8 10 12 14 16

B
yt

es
/s

ec
on

d

Average speed in meters/second

AODV
OLSR

Graph 8.3: Amount of 
ontrol tra�
 with variable mobility.

0

100

200

300

400

500

600

700

0 20 40 60 80 100 120 140

N
um

be
r 

of
 p

ac
ke

ts

Nodes

OLSR sent
OLSR received

AODV sent
AODV received

Graph 8.4: Number of sent and re
eived pa
kets with variable density.



76 8. Comparison of OLSR and AODVwith less than 50 nodes. In networks with more than 50 nodes, AODV throughput dropswhile OLSR throughput remains nearly the same.Graph 8.5 shows the pa
ket delay with ea
h proto
ol and with variable density. Thegraph shows that the average pa
ket delay in
reases with the number of nodes in thenetwork for both proto
ols. With OLSR, the average pa
ket delay 
limbs faster than thatof AODV.AnalysisThe main reason that the throughput with AODV drops signi�
antly is be
ause of the
ontrol tra�
 that the proto
ol generates. The 
ontrol tra�
 is plotted in graph 8.6. OLSR
ontrol tra�
 in
rease with the number of nodes in the network, whi
h is expe
table sin
eea
h node generates extra hello and TC message. At 125 nodes, OLSR 
ontrol tra�
 isaround 26000 bytes per se
ond. AODV's 
ontrol tra�
 in
reases mu
h more than thatof OLSR. At 100 and 125 nodes, the AODV 
ontrol tra�
 is 5 times that of OLSR. Theamount of 
ontrol tra�
 that AODV generates is mainly determined by the tra�
 in thenetwork, and sin
e we have in
reased the amount of tra�
 linearly with the number ofnodes, we would expe
t the 
ontrol tra�
 to in
rease.The average pa
ket delay with OLSR is lower than with AODV in networks with lowdensity. The 
an be explained by that AODV queues pa
kets while requesting routes andmay 
hoose inoptimal routes as explained in se
tion 3.3. In high density networks, networksusing OLSR has a higher pa
ket delay than networks using AODV. This 
an be explainedby AODV's lower throughput in these networks. The pa
kets that does get through thenetwork are most likely the pa
ket following shorter routes, while in OLSR networks, thethroughput is higher and hen
e more pa
kets travel longer routes and hen
e the averagepa
ket delay is higher.8.4.2. Constant Amount of Tra�
In order to test whether the di�eren
e in throughput is 
aused only by the extra tra�
in the network performed the simulations again, but this time with the same amount oftra�
 in all s
enarios (25 streams).ResultsGraph 8.7 shows the throughput with variable density and 
onstant amount of tra�
. Thegraph shows that the proto
ols 
ompare up to about 50 nodes. In networks with morethan 50 nodes OLSR is able to get more pa
kets through the network than AODV. At 100nodes, AODV gets 26% less pa
kets through the network, and at 125 nodes 34% less.Graph 8.8 shows that the average pa
ket delay for AODV and OLSR. The graph showsthat when the proto
ols 
ompare in throughput, AODV has a higher pa
ket delay thanOLSR. In high density network, where OLSR has a higher throughput, AODV has a loweraverage pa
ket delay than OLSR.
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8.5 Performan
e with Various Types of Tra�
 79Graph 8.9 shows the amount of 
ontrol tra�
 transmitted with ea
h proto
ol. The
ontrol tra�
 in networks using AODV is approximately 100 Kb/s. That is 2.5 timeshigher than in networks using OLSR whi
h is around 40 Kbps.AnalysisThe throughput of AODV drops in high density networks, even in this test where theamount of tra�
 is 
onstant. This, we think, is mainly 
aused by the extra 
ontrol overheadof AODV. When there are more nodes, the �ooding of route request pa
kets 
onsumes mu
hmore bandwidth. This is also true for OLSR, but the amount 
ontrol tra�
 in
reases at amu
h lower rate than that of AODV be
ause of the use of MPRs in OLSR.The 
ause of AODV's lower pa
ket delay is, most likely, the fa
t that the throughputis also lower and that the pa
kets that do get through the network are pa
kets whi
h haveonly a short route to travel. This is 
onsistent with the results when there is variable tra�
(graph 8.5), but the di�eren
e here is smaller be
ause there is less tra�
.8.5. Performan
e with Various Types of Tra�
In order to test how OLSR and AODV perform under various types of tra�
, we haverun simulations with sporadi
 and stati
 streaming tra�
 (se
tion 8.5.1). We have alsorun tra�
 with TCP sessions in order to test how well the proto
ols handle bulk datatransfers (se
tion 8.5.2). In this test we have measured both the 
ommon performan
eparameters su
h as throughput and delay, but also the transfer time, that is the time ittakes to perform an entire TCP transfer.8.5.1. Variable DurationWe anti
ipate that OLSR performs better with sporadi
 tra�
 and AODV better withstati
 tra�
. Therefore, we 
reated s
enarios with variable duration of the stream in thenetwork. Test sets with a variable stream duration with values of 10, 20, 40, 80, 120 and240 se
onds were performed. The average number of simultaneous streams in these testsis 25. That means that with a stream duration t, there will be a total of 25 t250 streamingsessions (250 se
onds is simulated).ResultsGraph 8.10 shows the throughput as the number of pa
kets re
eived per se
ond in thesimulated networks. The throughput using OLSR and AODV is equal, ex
ept in theboundary 
ases. At very low duration, that is, when the number of streaming sessions ishigh, the AODV throughput drops while the OLSR throughput remains the same. At highduration, that is, when the is only a few streaming session in the entire simulation, theAODV throughput in
reases a little more than the OLSR throughput.
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8.5 Performan
e with Various Types of Tra�
 81The average pa
ket delay is shown in graph 8.11. The graph shows that the averagepa
ket delay of AODV is a little higher than that of OLSR (10-15%), ex
ept with veryshort duration where the pa
ket delay is equal.The amount of 
ontrol tra�
 sent by ea
h proto
ol is shown in graph 8.12. At lowduration, the 
ontrol tra�
 of AODV in
reases signi�
antly while the 
ontrol tra�
 ofOLSR remain 
onstant. Also, note that the 
ontrol message overhead when using AODVis at least twi
e the overhead of OLSR 
ontrol tra�
, in all s
enarios.AnalysisAt low duration, when the number of streaming sessions is high, the performan
e of AODVdrops signi�
antly. This may be explained by that AODV's a
tivity depends on the tra�
.When the number of sessions in
reases, AODV must request routes mu
h more often andhen
e overloads the network with 
ontrol tra�
.In 
ases where OLSR and AODV do not exhibit the same throughput it is hard to
ompare the average pa
ket delay, be
ause the lower throughput may be 
aused mainlyby lost pa
kets in long paths (many hops), while short paths (few hops) may give thesame throughput. If the average pa
ket distan
e, that is, the number of hops a pa
ketuses to travel from its sour
e to its destination, is lower, the average pa
ket delay will alsobe lower. But, when the throughput is equal for AODV and OLSR, that is between aduration of approximately 20 and 150, we 
an assume that the average number of hops apa
ket uses is the same for both proto
ols. It is interesting that the average pa
ket delayis a little higher with AODV than with OLSR. We anti
ipate that this is be
ause OLSRuses optimal routes, provided that enough topology information is available, while AODVuses the route over whi
h the Route Request �rst rea
hes its destination, whi
h may besuboptimal.8.5.2. Bulk Transfer TestTo test ea
h of the proto
ols under various loads and using bulk transfers over TCP insteadof streaming tra�
, test sets with 6, 8, 10, 12, 14, 16, and 18 TCP transfers per se
ondwere performed, ea
h transferring 16 Kb of data. The pa
ket size used in ea
h TCP sessionwas set to 1024 bytes. Therefore, the number of queued pa
kets per se
ond is on average16 � t, where t is the number of transfers per se
ond. The tra�
 in these s
enarios isvery sporadi
 be
ause the transfers are very short. Hen
e, the tra�
 is similar to that ofstreaming with low duration.ResultsThe throughput as number of pa
kets sent and re
eived is shown in graph 8.13. The graphalso shows the number of queued pa
kets in the TCP �ows (16 per transfer in this s
enario).The number of sent pa
kets is the number of pa
kets that leave the nodes. Hen
e, pa
ketsthat are not send due to TCP 
ongestion handling are not in
luded in the graph.
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8.5 Performan
e with Various Types of Tra�
 83The 
ontrol tra�
 overhead is shown in graph 8.14. This graph shows that the 
ontrolmessage overhead of AODV is 4 to 6 times that of OLSR. The AODV maximum overheadrea
hes 50 Kb/s. The OLSR 
ontrol message overhead is around 10 Kb/s.AnalysisGraph 8.13 shows that the networks using OLSR both manage to send more pa
kets andget more pa
kets through than AODV. The reason that the number of sent pa
kets doesnot follow the number of queued pa
ket is retransmission and 
ongestion handling in TCP.The number of re
eived pa
kets is higher that the number of queued pa
ket, in some 
ases,be
ause of retransmissions that result in dupli
ate re
eption at the destination node. Thenumber of re
eived pa
kets as a fra
tion of the number of queued pa
kets is shown in graph8.15. The graph shows that OLSR manages to get signi�
antly more pa
kets through thanthe AODV proto
ol. The major reason for this is the amount of 
ontrol tra�
 that AODVsends on the network.The reason that the OLSR bandwidth drops and higher loads is that the graph onlyin
ludes 
ontrol messages a
tually transmitted over the medium, and at higher loads, theinterfa
e queues get more 
ongested and more 
ontrol tra�
 is dropped.Generally, the TCP transport layer proto
ol performs badly over wireless network be-
ause of the relatively high drop rates due to 
ollisions and interferen
e. TCP assumesthat the reason for drops is 
ongestion and therefore lowers the data rate, hoping to getmore data through by avoiding 
ongestion. However, with a �xed probability for pa
ketdrop of for example 20%, 80 Kb/s will get through if the sour
e sends 100 Kb/s, and only40 Kb/s if the rate is lowered to 50 Kb/s.TCP's adaptive behavior make this test a bad measure of how the proto
ols performunder various load, while it is still a good measure of how it performs under this parti
ulartype of tra�
.8.5.3. Transfer TimeIn order to test the a
tual transfer time used to perform a bulk TCP transfer, we have runsimulations of networks with TCP transfers of 16 kilobytes of data transferred betweenrandom nodes. We measured the transfer time as the time from the initiation of the TCPtransfer, when the �rst pa
ket is sent from the appli
ation layer, and until the �nal pa
ketis re
eived at the destination nodes appli
ation layer. In ea
h s
enario, 100 bulk transferswere performed within the 250 simulated se
onds.ResultsThe measures of tenden
y and dispersion for the bulk TCP transfer time are shown intable 8.2. The average time for a TCP transfer is approximately 10% higher with AODVthan with OLSR.
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kets withvariable number of transfers per se
ond.
OLSR AODVAverage bulk transfer time 3.25 se
onds 3.56 se
ondsStandard deviation 0.66 1.16Varian
e 
oe�
ient 20.44% 32.67%Table 8.2.: Des
riptive measures for bulk TCP transfer times.



86 8. Comparison of OLSR and AODVAnalysisThe higher bulk transfer time is most likely 
aused by AODV queuing pa
kets while re-questing routes and possibly be
ause it uses suboptimal routes. The varian
e 
oe�
ient isa little higher for AODV than for OLSR. This means that the networks using OLSR arealso more stable than AODV, that is, with AODV there is a higher risk of a bad 
ase.8.6. Performan
e with Variable LoadIn order to test how ea
h proto
ol performs under variable load we have run a series ofsimulations with variable number of streams with UDP tra�
. We have simulated networkswith 0, 5, 10, 15, 20, 25, 50, and 100 simultaneous streams. We have used 512 byte pa
ketsin this test. At 5 streams, the nodes try to send 25 Kb/s. When the number of stream isover 100, the load is quite extreme. At 100 streams the nodes tries to transmit 512 Kb/s,that is, twi
e the expe
ted bandwidth in a lo
al region. Be
ause the network spans morethan the radio range of a single node, a higher total throughput than the 2 Mbit total 
anbe expe
ted, but it should be taken into 
onsideration that pa
kets transmitted in thistest take multiple hops to rea
h their destination and, hen
e, will use the medium multipletimes.ResultsThe number of pa
kets sent and re
eived for networks with less than 100 streams areshown in graph 8.16. The line plotting the number of sent pa
kets has been 
ut to showthe di�eren
e in number of re
eived pa
kets for the proto
ols. The number of sent pa
ketsin
reases linearly with the number of streams. The graph shows that both proto
ols onlyget a small fra
tion of the number of sent pa
kets through the network. At more than 25streams, the two proto
ols di�er more and more in number of re
eived pa
kets. At 100streams, the number of re
eived pa
kets with OLSR is 119% higher than with AODV.The average pa
ket delay is plotted in graph 8.17. The graph shows that the averagepa
ket delay when using AODV is 
onsistently slightly higher than with OLSR. At mediumload (25 streams), the delay with AODV is around 25% higher than with OLSR. At higherload (50-100 streams), the di�eren
e is smaller, namely only 10% higher than with OLSR.The amount of 
ontrol tra�
 with ea
h proto
ol is shown in graph 8.18. The graphshows that the 
ontrol tra�
 with AODV is signi�
antly higher than with OLSR in mostsituations. Only in networks with very little tra�
 (5 or less simultaneous streams), the
ontrol tra�
 with AODV is lower.AnalysisThe di�eren
e in throughput in this test is very signi�
ant in networks with high loads.OLSR manages to get more than twi
e the pa
kets through when 
ompared to AODV, innetworks with 100 simultaneous streams.
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88 8. Comparison of OLSR and AODVBig group Small groupNumber of nodes 30-50 nodes 3-7 nodesNode speed 0-1 meters/se
 0-10 meters/se
Stream to other group 5-15 stream 15-30 streamPa
ket size 64 bytes 64 bytesBulk transfers to other group 15-25 transfers 80-120 transfersBulk transfer amount 8-24 kilobytes 8-24 kilobytesSimulated time 250 se
ondsField size 1000�1000Table 8.3.: Simulation parameters for the 
luster test.The pa
ket delay with AODV is higher than with OLSR. This has already been dis-
ussed in previous se
tions and the same explanations apply here.The 
ontrol tra�
 with AODV in
reases with the number of streams, whi
h is ex-pe
table be
ause there are more a
tive routes in the network, and hen
e AODV nodeshave to request and maintain more routes. The amount of OLSR 
ontrol tra�
 in thenetworks drops with in
reasing number of streams. This is 
aused by the medium get-ting saturated and hen
e more OLSR pa
kets are dropped in the interfa
e queues (the
ontrol tra�
 is measured as the a
tual number of bytes transmitted on the medium, notthe amount generated by the proto
ol implementations, des
ribed in se
tion 5.3). At lowtra�
 rate, the overhead with OLSR is high be
ause it make the same e�ort to dete
tneighbors and di�use topology information as with tra�
. The overhead with AODV islow here be
ause there is no tra�
 in the network and no routes are requested. The 
ontroltra�
 that AODV nodes transmit when there is no data tra�
 is the hello messages usedto dete
t broken links.8.7. ClustersAll of the networks we have simulated so far have been homogeneous in terms of nodepla
ement, mobility and tra�
. In the real world, it is likely that the tra�
 in the networkwill be fo
used on a subset of the nodes, providing spe
ial servi
es. That is, there will bea small group of nodes 
ommuni
ating with a larger group of nodes. This model appliesto many realisti
 s
enarios su
h as those simulated by [JLH+99℄. An example of su
h anetwork is an o�
e environment where people tend to mostly use the network to a

ess�le or print servers, or gateways to other networks (for example the Internet).In order to test the two proto
ols' performan
e in su
h networks, we have simulatednetworks with one large group (30 to 50 nodes) and one small group (3 to 7 nodes). Thea
tual parameters are shown in table 8.3.



8.8 Summary 89OLSR AODVRe
eived pa
kets per se
ond (mean) 139.42 134.46Re
eived pa
kets per se
ond, standard deviation 24.39 17.63Re
eived pa
kets per se
ond, 
oe�
ient of variation 17.50% 13.11%Pa
ket delay, mean 0.39 0.77Pa
ket delay, Standard deviation 0.15 0.20Pa
ket delay, Coe�
ient of variation 38.78% 26.35%Control tra�
, mean 3199 bytes 10856 bytesTable 8.4.: Des
riptive measures for ea
h proto
ol in the 
luster test.ResultsThe des
riptive measures for the results of these simulations are shown in table 8.4. Thenumbers show that the proto
ols a
hieve similar throughput, but that the average pa
ketdelay with OLSR is near the half of that with AODV. The 
ontrol tra�
 produ
ed inAODV networks is 2.5 times that in OLSR networks.AnalysisIn the average 
ase, the two proto
ols have the almost the same throughput. The pa
ketdelay with OLSR is, however, signi�
antly lower than in networks using AODV. This is
aused by the already dis
ussed reasons of pa
ket queuing during route requests and routesuboptimality. The 
oe�
ient of varian
e is lower for the number of re
eived pa
kets andthe pa
ket delay is lower with AODV than with OLSR. This means that networks usingAODV tend to be slightly more stable than networks using OLSR.The 
ontrol overhead in AODV networks is substantially higher in than in OLSR net-works, but still not 
riti
ally high be
ause amount of tra�
 in the simulation networks isrelatively low.8.8. SummaryThese test have shown that the two proto
ols, Optimized Link State Routing proto
oland the Ad-Ho
 On-Demand Distan
e Ve
tor proto
ol perform very equal in terms ofthroughput, ex
ept in boundary 
ases. In a highly mobile network with frequent topology
hanges AODV has a slight advantage over OLSR. In networks with little or no mobility,that is, with a stati
 topology, OLSR has a slight advantage over AODV. In high densitynetworks, OLSR has a big advantage over AODV be
ause AODV loads the network with
ontrol tra�
. In low and medium density network, the proto
ol 
ompare in throughput.Under very sporadi
 and short lived tra�
 sessions, streaming or bulk, OLSR has a bigadvantage over AODV be
ause it has the routes available beforehand. With very stati




90 8. Comparison of OLSR and AODVstreaming tra�
, AODV has a slight advantage over OLSR.In almost all types of s
enarios, OLSR gives a slightly lower pa
ket delay than AODV.The time to transfer a 16Kb data load using TCP is slightly higher with AODV than withOLSR.In almost all 
ases, the 
ontrol message overhead of AODV is substantially higher thanthat of OLSR. Espe
ially, the AODV overhead in
reases an order of magnitude faster withparameters su
h as number of nodes and number of tra�
 sessions in the network.
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9. Con
lusion
In this proje
t, and our major (hovedfag), we have performed an empiri
al study of Manetrouting proto
ols and simulation methods. We have performed s
enario based simulationsto gain results about the performan
e of the Manet routing proto
ols. In this 
hapter,we will summarize the produ
ts of our work, the methods we have applied and the resultsthat we have arrived at. Finally, we will mention possible future works.
Produ
tsWe have implemented the Optimized Link State Routing proto
ol for NS2. This is oneof at least seven implementations of the proto
ol (although our implementation does nothave the interfa
es required to work in a real network).We have designed and implemented a s
enario generator whi
h is able to generate
ompletely random s
enarios under the 
onstraints of a given set of s
enario parameters.The use of this s
enario generator allows us to simulate a wide range of s
enarios withidenti
al parameters in order to get a general pi
ture of the Manet routing proto
ols'performan
e in parti
ular types of s
enarios.We have developed a framework for running simulations of wireless proto
ols. Thisframework 
onsist of the simulator, NS2, the s
enario generator and a set of utilities toset up simulations, gather results from the tra
e �les, and 
al
ulate des
riptive measuressu
h as mean, deviation, and 
oe�
ient of variation, and perform the 
hi square test ofindependen
e. This framework allows the user to provide the s
enario parameters andask for a 
ertain number of simulations to be run, and then, nearly automati
ally, thedes
riptive measures will be delivered. Without this framework, the exe
ution of all theindividual simulations in this proje
t (more than 5000) would have been a tedious work.In addition, we are 
o-authors of a paper to appear in the Fourth International Sympo-sium on Wireless Personal Multimedia Communi
ations, namely [BCCH01℄. Our 
ontri-bution to the paper is a des
ription of the OLSR proto
ol and an analysis of the e�e
ts ofenfor
ing jitter and using piggyba
king. Furthermore, the paper in
ludes a do
umentationof pra
ti
al experiments with OLSR. The paper is in
luded with this report. 93



94 9. Con
lusionMethodsWe have used the s
enario generator to generate an exhaustive set of simulations on varioustypes of s
enarios. A list of all the s
enarios we have simulated, and in
luded in the results
hapters, is in
luded in appendix A. We have performed simulations of at least 30 s
enarioswith ea
h set of parameters. For example, when varying parameters su
h as density, wehave simulated at least 30 s
enarios with ea
h number of nodes that we have sele
ted forthe test. These exhaustive simulations ensure that the results are representative for theparti
ular type of s
enario. If exhaustive simulations are not performed, the result risksbeing based on a parti
ular lu
ky or unlu
ky 
on�guration of nodes, movement and tra�
.We have tested how the proto
ols perform with TCP bulk transfers. This has notbeen done in any of the related simulations of Manet routing proto
ols (des
ribed inse
tion 1.4). Testing the proto
ols' performan
e with bulk transfers using TCP is importantbe
ause su
h tra�
 is very 
ommon in real networks. A

ording to [TMW97℄, 90% of thetra�
 on the Internet is TCP, and hen
e bulk transfers. Although TCP has performan
eproblems in wireless networks due to 
ongestion handling me
hanisms, it is likely that itwill be used in the real world, for example, to transfer �les, and to a

ess gateways to theInternet.Even though the universe modeled by the simulator is quite 
omprehensive and in
ludesa 
omplete networking sta
k and a model of the physi
al layer, the simulation model is stilla simpli�
ation of the real world. The simulations do not in
lude any external entities thatmay interfere with the radio 
ommuni
ation in the real world, su
h as physi
al obsta
lesand radio interferen
e from other devi
es. The a
tual throughput may be overestimated (oreven underestimated) be
ause of a too perfe
t or imperfe
t model and we have therefore notdrawn 
on
lusion about the individual performan
e of a proto
ol in a parti
ular s
enario,but only the relative performan
e.Simulation ResultsOLSR Performan
eWe have shown that the use of enfor
ed jitter in OLSR on the transmission of 
ontrolpa
kets is of utmost importan
e to the performan
e and stability of the routing proto
ol.There is no dire
t 
ost of enfor
ing jitter. In general, we strongly re
ommend that im-plementations of the OLSR proto
ol implement enfor
ed jitter on all transmitted 
ontrolpa
kets.We have tested the e�e
t of piggyba
king 
ontrol messages in OLSR and shown thatthe e�e
t is minimal. It may make the network perform better, and slightly more stable.However, the gain is small. We re
ommend that piggyba
king is in
luded in implementa-tions of the OLSR proto
ol, be
ause of the possibility of improvement, and be
ause it iswithout 
ost. Under any 
ir
umstan
e, the overhead will be slightly redu
ed be
ause fewerpa
kets is sent on the medium.



95We have tested OLSR with variable hello and TC message intervals in order to seewhether the performan
e 
ould be improved by adjusting them. We have shown thatnothing 
an be gained by lowering the intervals, and that only a degradation of performan
e
an be a
hieved by in
reasing them.We have tested the simple, 
onservative link hystereses of requiring 2 out of 3 hellopa
kets to be re
eived in order to qualify a link as asymmetri
 or symmetri
. The testshowed little improvement. We have not had the time to further investigate in othermethods of handling poor link quality, in parti
ular other hystereses su
h as requiring 3out of 4 hello messages to be re
eived.Comparison of OLSR and AODVWe have tested the OLSR and AODV proto
ols in various types of s
enarios in order todetermine how well they perform in 
omparison to ea
h other. The main result of thesimulations is that the two proto
ols perform very similar in many types of s
enarios.However, in some parti
ular types of s
enarios they di�er in performan
e.In a highly mobile network with frequent topology 
hanges AODV has a slight advan-tage over OLSR proto
ol. In networks with little or no mobility, that is, with a stati
topology, OLSR has a slight advantage over AODV.In high density networks, OLSR has a substantially higher throughput than AODVbe
ause AODV loads the network with 
ontrol tra�
. In low and medium density networks,the proto
ols 
ompare in throughput. Under very sporadi
 and short lived tra�
 sessions,streaming or bulk, OLSR has a big advantage over AODV be
ause it has the routes availablebeforehand. In networks with very stati
 streaming tra�
, AODV has a slight advantageover OLSR. When the tra�
 in a network is mostly bulk transfers (TCP tra�
), thethroughput when using OLSR is substantially higher than when using AODV.In most types of s
enarios, OLSR gives a slightly lower pa
ket delay than the AODVproto
ol. The time to transfer a 16 Kb data load using TCP is slightly higher with AODVthan with OLSR.In most 
ases, the 
ontrol message overhead of AODV is substantially higher than thatof OLSR. Espe
ially, the AODV overhead in
reases an order of magnitude faster withparameters su
h as number of nodes and number of tra�
 sessions in the network.In environments where sporadi
 bulk transfer tra�
 is typi
al su
h as an o�
e envi-ronment where people surf the web, transfer �les or print on network printers, OLSR hasa big advantage over AODV.Our general 
on
lusion is that the Optimized Link State Routing proto
ol performsjust as good as AODV in a wide range of s
enarios, but has important and substantialadvantages in parti
ular s
enarios su
h as networks with highly sporadi
 tra�
 and highdensity networks. This is 
onsistent with the 
laims in [JMQ+01℄, [Qay00℄, and [JV00℄.Only in networks with very stati
 tra�
, AODV performs better than OLSR. This is
ontrary to the 
on
lusions in [JLH+99℄ that say that proa
tive proto
ols generally performworse than rea
tive ones, albeit OLSR is not in
luded in the tests.



96 9. Con
lusionGenerally, we �nd that OLSR is more appli
able than AODV in the widest range ofs
enarios. It generally generates less 
ontrol tra�
, gets equal or higher throughput andhas lower pa
ket delays. Only in networks with extremely stati
 tra�
, for example, twonodes far away in the network streams tra�
 without interruption, AODV has a higherthroughput, but still gets a longer pa
ket delay.Future WorkIt would be a logi
al step to perform large s
ale tests of Manet routing proto
ols, in
ludingOLSR and AODV, in real networks in order to get quantitative results about the real lifeperforman
e. This may reveal new features and problems with the proto
ols be
ause ofreal world properties that are not simulated in NS2 or other simulators.It would be interesting to further investigate in methods for handling the potentiallylow and di�erentiating link qualities in Manets. We anti
ipate that it will be possible toimprove the performan
e of the proto
ols by avoiding the use of low quality links, eitherby requiring a 
ertain level of quality in order to a

ept a link into the topology, or bytaking some measure of link quality into a

ount when 
al
ulating routes.Both proto
ol draft allow the use of link layer noti�
ation. We anti
ipate that it 
animprove the performan
e of OLSR and AODV, but it would be interesting to investigatethe improvement quantitatively and relatively between the proto
ols.



Vo
abulary
This vo
abulary states the terms, de�nitions, and abbreviations used in this report.AODV: Ad ho
 On-Demand Distan
e Ve
tor (Routing Proto
ol).AODV node: A node utilizing AODV.Broad
ast: To transmit pa
kets to all nodes within radio range.CBR Tra�
: Stream tra�
 with a 
onstant bit rate.Control Overhead: The amount of bandwidth o

upied by 
ontrol tra�
. This may bemeasured in number of pa
kets or bytes.Control Pa
ket: Pa
ket with 
ontrol information for use in routing proto
ols.Data Pa
ket: Pa
ket with appli
ation data.Flooding: Te
hnique for transmitting pa
kets to all parts of the network, where everyin
oming pa
ket is retransmitted.Full Flooding: Flooding of a network where all nodes retransmit pa
kets as long asthe time to live (TTL) value is larger than 0. Usually a

ompanied by lo
al dupli
ateretransmission to avoid transmitting pa
ket until they time out.MANET: Mobile Ad ho
 NETwork � self organizing network 
onne
ted by wireless links.See se
tion 1.3MPR: Multi Point Relay - a node whi
h is sele
ted to forward 
ontrol pa
kets on behalfof other nodes.MPR Flooding: Flooding of a network, where only MPRs retransmit pa
kets meant for�ooding. 97



98 9. Con
lusionMPR sele
tor set: The set of neighbors whi
h has sele
ted a node as MPR.MPR set: The set of neighbors whi
h a node has 
hosen as MPRs.Neighbor: A node with dire
t radio 
onta
t to the node in question.Neighborhood: The total set of neighbors (of a node).Neighbor sensing: The a
t of dis
overing whi
h nodes are in the neighborhood.Node: A host or router in a MANET.NS2: Network Simulator 2.OLSR: Optimized Link State Routing (Proto
ol).OLSR node: A node utilizing OLSR.Pa
ket Delay: The time from a pa
ket is transmitted by an appli
ation and until it isre
eived.Performan
e: The 
ombined evaluation of quantitative parameter su
h as throughput,pa
ket delay and 
ontrol overhead.Proa
tive Routing: Routing method whi
h maintain routing tables up-to-date for everynode in a network at all times.Rea
tive Routing: Routing method whi
h �nd routes in a network, only when needed.S
enario: A spe
i�
 setup of nodes, a spe
i�
ation of how they move, and what tra�
they generate.S
enario parameters: The parameters used for 
hara
terizing the settings of a s
enario.In parti
ular the parameters feed to the s
enario generator.TC: Topology Control.Test set: The set of s
enarios generated from the same s
enario parameters.



99Throughput: The number of data pa
kets that rea
h their destination. Also named thenumber of re
eived pa
kets.Two-hop neighbor: A node rea
hable through a neighbor.Two-hop neighborhood: The set of all one- and two-hop neighbors.
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A. Simulation Overview
Jitter testWith jitter 30 testsWithout jitter 30 testsPiggyba
k test with jitterHoldba
k time in se
onds0.0 30 tests0.2 30 tests0.4 30 tests0.6 30 tests0.8 30 tests1.0 30 testsPiggyba
k test without jitterHoldba
k time in se
onds0.0 32 tests0.2 32 tests0.4 32 tests0.6 34 tests0.8 31 tests1.0 32 testsPiggyba
k test with jitter without mobilityHoldba
k time in se
onds0.0 33 tests0.2 32 tests0.4 32 tests0.6 32 tests0.8 32 tests1.0 32 tests
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106 A. Simulation OverviewConstant test - hello intervalHello interval in se
onds0.5 30 tests1.0 30 tests1.5 30 tests2.0 30 tests2.5 30 tests3.0 30 tests3.5 30 testsConstant test - TC intervalTC interval in se
onds1.0 32 tests2.0 32 tests3.0 33 tests4.0 32 tests5.0 35 tests6.0 32 tests7.0 32 tests8.0 35 tests9.0 32 tests10.0 32 tests11.0 32 tests12.0 32 testsLink status testLink rate1:1 32 tests2:3 32 testsMobility testNode speed in m/s OLSR AODV0.0 32 tests 32 tests2.5 32 tests 32 tests5.0 32 tests 32 tests7.5 36 tests 32 tests10.0 32 tests 32 tests12.5 31 tests 32 tests15.0 35 tests 32 tests



107Density test - variable tra�
Number of nodes OLSR AODV10 31 tests 31 tests20 30 tests 30 tests50 32 tests 32 tests75 35 tests 32 tests100 32 tests 36 tests125 32 tests 32 testsDensity test - 
onstant tra�
Number of nodes OLSR AODV10 30 tests 31 tests20 35 tests 34 tests50 32 tests 32 tests75 32 tests 32 tests100 32 tests 32 tests125 32 tests 32 testsVariable duration testStream Duration in se
onds OLSR AODV1.0 32 tests 32 tests5.0 32 tests 32 tests10.0 32 tests 32 tests20.0 32 tests 32 tests40.0 32 tests 32 tests80.0 32 tests 34 tests120.0 32 tests 36 tests190.0 32 tests 32 tests240.0 32 tests 32 testsBulk transfer testTCP transfer pr se
ond OLSR AODV6.0 32 tests 32 tests8.0 35 tests 32 tests10.0 36 tests 32 tests12.0 32 tests 32 tests14.0 32 tests 32 tests16.0 33 tests 32 tests18.0 32 tests 32 tests



108 A. Simulation OverviewTransfer time testOLSR AODV31 tests 30 testsVariable load testNumber of streams OLSR AODV0 31 tests 30 tests5 32 tests 30 tests10 32 tests 32 tests15 32 tests 33 tests20 32 tests 32 tests25 32 tests 32 tests50 32 tests 32 tests75 32 tests 32 tests100 32 tests 32 testsCluster test OLSR AODV31 tests 32 tests



B. Simulation Data
This appendix states the results from the simulations � all numbers are stated with threesigni�
ant digits. For ea
h test set there is a table with mean values and a table withdeviations.The measured variables are listed in the leftmost 
olumns. Measures of the form
ount-* are total 
ounts for the entire simulation (250 se
onds). Measures of the formrate-* are measures of bytes or pa
kets per se
onds. time-avgpa
ketdelay is the av-erage pa
ket delay of appli
ation layer data pa
kets. rate-bandwidth-* is measures ofbandwidth usage. rate-{MAC,RTR,IFQ}-* are measures of the drop reasons. The wordsafter rate are, respe
tively, the layer that dropped the pa
ket, the reason for the drop,and the type of pa
ket that was dropped.If the 
hi-square test of independen
e has been performed for a parti
ular set of numbersit is also stated in this 
hapter.
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B.SimulationData

Jitter Test - Standard DeviationsOLSR0.0 1.0Number of simulations 30.0 30.0
ount-noroutedrop 14100. 2630.
ount-olsr_hello .000 12.1
ount-olsr_t
 70.5 57.2
ount-olsr_total 70.5 59.0
ount-re
eived 6780. 3810.
ount-sent .000 .000rate-IFQ_�_ARP .925 1.02rate-IFQ_�_OLSR .734 .531rate-IFQ_�_
br 14.1 7.86rate-IFQ_ARP_
br 2.79 1.87rate-IFQ_END_
br .0158 .0131rate-MAC_�_ARP 1.07 .819rate-MAC_�_OLSR 12.0 4.48rate-MAC_�_
br 11.9 3.05rate-MAC_BSY_MAC .0966 .0821rate-MAC_COL_MAC 33.0 22.6rate-MAC_RET_MAC 9.47 2.31rate-RTR_LOOP_
br .523 .522rate-RTR_NRTE_
br 56.6 10.5rate-RTR_TTL_
br .591 .370rate-bandwidth_byterate_ARP 228. 92.3rate-bandwidth_byterate_MAC 27800. 5440.rate-bandwidth_byterate_OLSR 359. 127.rate-bandwidth_byterate_
br 21400. 4650.rate-bandwidth_pa
ketrate_ARP 2.85 1.15rate-bandwidth_pa
ketrate_MAC 674. 132.rate-bandwidth_pa
ketrate_OLSR 4.98 1.76rate-bandwidth_pa
ketrate_
br 158. 34.2time-avgpa
ketdelay .212 .115

TableB.1.:JitterTest-StandardDeviations.

Jitter Test - Means OLSR0.0 1.0Number of simulations 30.0 30.0
ount-noroutedrop 41600. 9430.
ount-olsr_hello 6250. 6250.
ount-olsr_t
 1670. 1750.
ount-olsr_total 7920. 8000.
ount-re
eived 14100. 27900.
ount-sent 62300. 62300.rate-IFQ_�_ARP 2.11 3.51rate-IFQ_�_OLSR 1.36 3.65rate-IFQ_�_
br 29.2 60.2rate-IFQ_ARP_
br 3.94 8.15rate-IFQ_END_
br .0248 .0352rate-MAC_�_ARP 1.49 3.23rate-MAC_�_OLSR 19.6 47.9rate-MAC_�_
br 11.1 37.6rate-MAC_BSY_MAC .179 .480rate-MAC_COL_MAC 27.9 121.rate-MAC_RET_MAC 9.17 28.1rate-RTR_LOOP_
br .916 1.64rate-RTR_NRTE_
br 166. 37.6rate-RTR_TTL_
br 1.13 1.92rate-bandwidth_byterate_ARP 197. 642.rate-bandwidth_byterate_MAC 27000. 92800.rate-bandwidth_byterate_OLSR 2560. 3850.rate-bandwidth_byterate_
br 22000. 72700.rate-bandwidth_pa
ketrate_ARP 2.46 8.02rate-bandwidth_pa
ketrate_MAC 659. 2250.rate-bandwidth_pa
ketrate_OLSR 35.5 53.5rate-bandwidth_pa
ketrate_
br 162. 535.time-avgpa
ketdelay .174 .596

TableB.2.:JitterTest-Means.
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Re
eivedInterval Without jitter With jitter Sum4001-8000 6 0 68001-12000 8 0 812001-16000 5 0 516001-20000 4 0 420001-24000 4 4 824001-28000 2 12 1428001-32000 1 8 932001-36000 0 6 6Sum 30 30 60Chi-square 41.5873Degree of freedom 7Q(�2jdf) 1.0000Table B.3.: The 
al
ulation of the dependen
y probability of pa
kets re
eived 
aused by jitterwith an interval of 4000.



112 B. Simulation Data

Noroute dropInterval Without jitter With jitter Sum4001-8000 0 10 108001-12000 0 15 1512001-16000 2 5 716001-20000 1 0 120001-24000 1 0 124001-28000 2 0 228001-32000 3 0 332001-36000 1 0 136001-40000 2 0 240001-44000 1 0 144001-48000 1 0 148001-52000 7 0 752001-56000 7 0 756001-60000 2 0 2Sum 30 30 60Chi-square 54.2857Degree of freedom 13Q(�2jdf) 1.0000Table B.4.: The 
al
ulation of the dependen
y probability of pa
kets dropped due to routeunavailability 
aused by jitter with an interval of 4000.
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Piggyba
k Test With Jitter and Mobility - MeansOLSR0.0 0.2 0.4 0.6 0.8 1.0Number of simulations 30.0 30.0 30.0 30.0 30.0 30.0
ount-noroutedrop 8740. 6610. 8100. 8560. 7330. 7650.
ount-olsr_hello 8370. 8360. 8380. 8370. 8370. 8370.
ount-olsr_t
 1920. 1940. 1920. 1920. 1930. 1940.
ount-olsr_total 10300. 10300. 10300. 10300. 10300. 10300.
ount-re
eived 26300. 28400. 26800. 25300. 27800. 27000.
ount-sent 62300. 62300. 62300. 62300. 62300. 62300.rate-IFQ_�_ .000 .00667 .000 .00667 .000 .000rate-IFQ_�_ARP 4.18 4.29 4.27 4.33 4.42 4.53rate-IFQ_�_OLSR 12.8 6.36 4.75 4.14 3.70 3.53rate-IFQ_�_
br 67.4 69.2 67.4 71.7 68.0 69.4rate-IFQ_ARP_
br 9.78 9.46 9.88 10.0 10.2 10.4rate-IFQ_END_
br .056 .0553 .0622 .0622 .0578 .056rate-MAC_�_ARP 3.74 3.48 3.37 3.63 3.58 3.71rate-MAC_�_OLSR 69.9 70.2 48.7 40.8 38.4 34.7rate-MAC_�_
br 38.4 37.7 38.5 38.6 37.3 37.2rate-MAC_BSY_MAC .427 .406 .423 .420 .430 .440rate-MAC_COL_MAC 120. 117. 106. 112. 117. 116.rate-MAC_RET_MAC 28.8 27.9 29.8 29.2 27.8 27.7rate-RTR_LOOP_
br 1.43 1.14 1.35 1.33 1.25 1.49rate-RTR_NRTE_
br 34.9 26.3 32.3 34.1 29.2 30.5rate-RTR_TTL_
br 1.64 1.32 1.38 1.55 1.31 1.47rate-bandwidth_byterate_ARP 745. 704. 731. 761. 743. 766.rate-bandwidth_byterate_MAC 91400. 89900. 89500. 90800. 89300. 91400.rate-bandwidth_byterate_OLSR 8720. 5440. 4410. 3950. 3730. 3560.rate-bandwidth_byterate_
br 69800. 68600. 67500. 68700. 68000. 70600.rate-bandwidth_pa
ketrate_ARP 9.31 8.79 9.13 9.51 9.29 9.57rate-bandwidth_pa
ketrate_MAC 2220. 2180. 2170. 2200. 2170. 2220.rate-bandwidth_pa
ketrate_OLSR 121. 75.5 61.2 54.8 51.8 49.4rate-bandwidth_pa
ketrate_
br 513. 505. 496. 505. 500. 519.time-avgpa
ketdelay .573 .587 .618 .620 .603 .624

TableB.5.:Piggyba
kTestWithJitterandMobility-Means.
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B.SimulationData

Piggyba
k Test With Jitter and Mobility - Standard DeviationsOLSR0.0 0.2 0.4 0.6 0.8 1.0Number of simulations 30.0 30.0 30.0 30.0 30.0 30.0
ount-noroutedrop 2840. 2720. 2250. 3010. 3090. 2650.
ount-olsr_hello 25.2 25.4 21.1 24.3 21.3 26.2
ount-olsr_t
 85.7 94.5 111. 87.7 100. 94.4
ount-olsr_total 80.2 96.3 113. 91.8 104. 99.9
ount-re
eived 4480. 4380. 3870. 4000. 4660. 4850.
ount-sent 23.0 17.3 15.3 21.5 21.8 26.1rate-IFQ_�_ .000 .000 .000 .000 .000 .000rate-IFQ_�_ARP 1.54 1.82 1.54 1.25 1.54 1.28rate-IFQ_�_OLSR 2.97 1.22 1.05 .675 .792 .599rate-IFQ_�_
br 12.0 12.7 11.6 9.58 12.0 11.4rate-IFQ_ARP_
br 2.95 2.96 2.60 2.17 2.78 2.16rate-IFQ_END_
br .0233 .0201 .0179 .0222 .024 .024rate-MAC_�_ARP 1.31 1.19 .920 1.08 .885 1.18rate-MAC_�_OLSR 13.2 7.70 5.31 6.18 4.53 4.44rate-MAC_�_
br 4.77 3.70 5.62 3.91 5.45 4.55rate-MAC_BSY_MAC .0906 .104 .112 .0983 .130 .0954rate-MAC_COL_MAC 24.9 30.3 26.1 24.9 28.4 28.1rate-MAC_RET_MAC 3.18 2.60 4.06 3.62 4.03 3.38rate-RTR_LOOP_
br .462 .513 .788 .693 .545 .684rate-RTR_NRTE_
br 11.4 10.8 8.99 12.0 12.3 10.6rate-RTR_TTL_
br .478 .468 .465 .508 .325 .559rate-bandwidth_byterate_ARP 145. 137. 150. 117. 133. 119.rate-bandwidth_byterate_MAC 6710. 8150. 8030. 5590. 7740. 7860.rate-bandwidth_byterate_OLSR 742. 301. 190. 121. 112. 118.rate-bandwidth_byterate_
br 5400. 6880. 5940. 5540. 6600. 6880.rate-bandwidth_pa
ketrate_ARP 1.82 1.71 1.88 1.46 1.66 1.49rate-bandwidth_pa
ketrate_MAC 162. 199. 193. 137. 188. 191.rate-bandwidth_pa
ketrate_OLSR 10.3 4.18 2.63 1.68 1.55 1.64rate-bandwidth_pa
ketrate_
br 39.7 50.6 43.7 40.7 48.5 50.6time-avgpa
ketdelay .142 .172 .178 .123 .170 .134

TableB.6.:Piggyba
kTestWithJitterandMobility-StandardDeviations.
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Re
eivedHoldba
k timeInterval 0.0 0.2 0.4 0.6 0.8 1.0 Sum16001-20000 3 0 0 2 1 1 720001-24000 5 6 6 9 4 5 3524001-28000 10 6 13 11 12 13 6528001-32000 8 13 8 7 6 6 4832001-36000 4 5 3 1 7 3 2336001-40000 0 0 0 0 0 2 2Sum 30 30 30 30 30 30 180Chi-square 31.3002Degree of freedom 25Q(�2jdf) 0.8207Table B.7.: The 
al
ulation of the dependen
y probability of pa
kets re
eived 
aused by pig-gyba
king and jitter with an interval of 4000.

Noroute dropHoldba
k timeInterval 0.0 0.2 0.4 0.6 0.8 1.0 Sum0-4000 0 5 1 3 1 1 14001-8000 13 20 15 11 21 16 968001-12000 14 4 13 11 5 10 5712001-16000 3 1 1 5 2 3 1516001-20000 0 0 0 0 1 0 1Sum 30 30 30 30 30 30 180Chi-square 32.5318Degree of freedom 20Q(�2jdf) 0.9620Table B.8.: The 
al
ulation of the dependen
y probability of pa
kets dropped due to routeunavailability 
aused by piggyba
king and jitter with an interval of 4000.
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B.SimulationData

Piggyba
k Test Without Jitter and With Mobility - MeansOLSR0.0 0.2 0.4 0.6 0.8 1.0Number of simulations 32.0 32.0 32.0 34.0 31.0 32.0
ount-noroutedrop 40200. 45900. 44000. 43300. 45700. 40000.
ount-olsr_hello 6250. 6250. 6250. 6250. 6250. 6170.
ount-olsr_t
 1620. 1620. 1630. 1630. 1620. 1620.
ount-olsr_total 7870. 7870. 7880. 7880. 7870. 7700.
ount-re
eived 14900. 13000. 13300. 13000. 13400. 15400.
ount-sent 62300. 62300. 62300. 62300. 62300. 62300.rate-IFQ_�_ARP 2.11 1.71 1.84 2.45 1.36 2.02rate-IFQ_�_OLSR 4.25 1.05 1.51 1.68 .888 1.20rate-IFQ_�_
br 31.6 18.8 31.0 34.0 17.5 29.0rate-IFQ_ARP_
br 4.07 2.78 3.69 3.84 2.93 4.48rate-IFQ_END_
br .0273 .0239 .0233 .0277 .0259 .0362rate-MAC_�_ARP 1.93 1.05 1.39 2.46 1.29 2.16rate-MAC_�_OLSR 24.9 16.5 17.4 17.9 14.5 18.3rate-MAC_�_
br 11.7 6.58 8.48 10.2 6.59 11.5rate-MAC_BSY_MAC .223 .192 .189 .238 .164 .231rate-MAC_COL_MAC 40.6 13.9 30.0 34.5 15.9 37.4rate-MAC_RET_MAC 9.38 5.74 6.79 8.09 5.55 9.01rate-RTR_LOOP_
br .944 .932 .829 .969 .523 1.07rate-RTR_NRTE_
br 161. 184. 176. 173. 183. 160.rate-RTR_TTL_
br 1.35 .886 .976 1.35 .933 1.43rate-bandwidth_byterate_ARP 217. 120. 145. 196. 121. 222.rate-bandwidth_byterate_MAC 29800. 16900. 22200. 25100. 17100. 29700.rate-bandwidth_byterate_OLSR 3470. 2440. 2480. 2470. 2370. 2440.rate-bandwidth_byterate_
br 24300. 14500. 18500. 20400. 14600. 24500.rate-bandwidth_pa
ketrate_ARP 2.71 1.50 1.82 2.45 1.51 2.78rate-bandwidth_pa
ketrate_MAC 727. 414. 542. 611. 417. 724.rate-bandwidth_pa
ketrate_OLSR 48.1 33.9 34.5 34.2 32.9 33.9rate-bandwidth_pa
ketrate_
br 179. 107. 136. 150. 108. 180.time-avgpa
ketdelay .181 .0817 .140 .163 .0744 .169

TableB.9.:Piggyba
kTestWithoutJitterandWithMobility-Means.
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Piggyba
k Test Without Jitter and With Mobility - Standard DeviationsOLSR0.0 0.2 0.4 0.6 0.8 1.0Number of simulations 32.0 32.0 32.0 34.0 31.0 32.0
ount-noroutedrop 15600. 11500. 13500. 16300. 11600. 16900.
ount-olsr_hello .000 .000 .000 .000 .000 442.
ount-olsr_t
 78.8 66.9 84.6 94.0 82.1 136.
ount-olsr_total 78.8 66.9 84.6 94.0 82.1 755.
ount-re
eived 7790. 6580. 6360. 7980. 6180. 8790.
ount-sent 27.9 25.8 25.1 24.7 26.9 25.2rate-IFQ_�_ARP 1.03 1.07 1.27 1.18 1.02 1.17rate-IFQ_�_OLSR 2.60 .921 .946 .779 .811 .831rate-IFQ_�_
br 17.5 15.2 19.8 19.9 17.3 19.5rate-IFQ_ARP_
br 2.79 2.88 3.00 3.61 2.70 3.18rate-IFQ_END_
br .0146 .021 .0169 .0191 .0179 .0239rate-MAC_�_ARP .931 1.20 1.21 1.54 1.11 1.29rate-MAC_�_OLSR 18.6 11.1 11.6 11.5 7.43 10.2rate-MAC_�_
br 12.6 8.46 11.4 12.9 9.99 12.9rate-MAC_BSY_MAC .140 .147 .160 .162 .173 .142rate-MAC_COL_MAC 42.6 25.5 43.8 44.7 31.2 44.4rate-MAC_RET_MAC 9.74 6.86 8.53 9.65 7.81 9.72rate-RTR_LOOP_
br .637 .714 .653 .606 .506 .611rate-RTR_NRTE_
br 62.3 46.2 53.9 65.1 46.4 66.7rate-RTR_TTL_
br .763 .735 .628 .790 .896 .669rate-bandwidth_byterate_ARP 243. 201. 217. 276. 197. 269.rate-bandwidth_byterate_MAC 30100. 21300. 28300. 31300. 22900. 31900.rate-bandwidth_byterate_OLSR 1460. 332. 374. 319. 196. 221.rate-bandwidth_byterate_
br 23200. 16900. 21900. 24300. 17600. 24800.rate-bandwidth_pa
ketrate_ARP 3.04 2.51 2.71 3.45 2.47 3.37rate-bandwidth_pa
ketrate_MAC 730. 519. 688. 761. 556. 774.rate-bandwidth_pa
ketrate_OLSR 20.3 4.61 5.19 4.42 2.72 3.07rate-bandwidth_pa
ketrate_
br 170. 124. 161. 179. 130. 183.time-avgpa
ketdelay .226 .162 .236 .241 .156 .224

TableB.10.:Piggyba
kTestWithoutJitterandWithMobility-StandardDeviations.
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Re
eivedHoldba
k timeInterval 0.0 0.2 0.4 0.6 0.8 1.0 Sum0-4000 3 1 0 0 0 1 54001-8000 4 7 8 12 4 5 408001-12000 7 8 9 10 12 9 5512001-16000 2 8 6 3 8 4 3116001-20000 8 3 4 2 2 2 2120001-24000 5 2 2 2 2 2 1524001-28000 2 1 2 3 2 3 1328001-32000 0 2 1 1 1 4 932001-36000 1 0 0 1 0 0 2Sum 32 32 32 34 31 30 190Chi-square 45.3530Degree of freedom 40Q(�2jdf) 0.7414Table B.11.: The 
al
ulation of the dependen
y probability of pa
kets re
eived 
aused bypiggyba
king and without jitter with an interval of 4000.
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Noroute dropHoldba
k timeInterval 0.0 0.2 0.4 0.6 0.8 1.0 Sum0-4000 1 0 0 1 0 0 28001-12000 1 0 1 2 0 1 512001-16000 1 0 1 2 2 4 1016001-20000 1 3 2 1 1 2 1020001-24000 2 0 0 0 0 1 324001-28000 1 1 1 1 0 2 628001-32000 3 1 0 1 1 0 632001-36000 3 1 2 1 1 0 836001-40000 2 0 3 1 1 1 840001-44000 2 2 0 0 1 2 744001-48000 0 5 4 1 4 2 1648001-52000 4 8 6 9 14 3 4452001-56000 7 6 11 11 4 9 4856001-60000 4 5 1 3 2 3 18Sum 32 32 32 34 31 30 191Chi-square 68.9838Degree of freedom 65Q(�2jdf) 0.6557Table B.12.: The 
al
ulation of the dependen
y probability of pa
kets dropped due to routeunavailability 
aused by piggyba
king and without jitter with an interval of4000.
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B.SimulationData

Piggyba
k Test With Jitter and Without Mobility - MeansOLSR0.0 0.2 0.4 0.6 0.8 1.0Number of simulations 33.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop 8530. 6480. 7340. 7800. 6800. 7430.
ount-olsr_hello 5010. 5000. 5000. 5010. 5000. 5000.
ount-olsr_t
 1460. 1490. 1500. 1450. 1490. 1450.
ount-olsr_total 6470. 6490. 6500. 6460. 6490. 6460.
ount-re
eived 48700. 51100. 49300. 50200. 51000. 50400.
ount-sent 62300. 62300. 62300. 62300. 62300. 62300.rate-IFQ_�_ARP .0444 .0815 .0536 .0426 .100 .0664rate-IFQ_�_OLSR 1.96 .552 .420 .244 .298 .254rate-IFQ_�_
br 15.5 13.6 16.4 11.9 12.8 13.8rate-IFQ_ARP_
br .352 .283 .363 .254 .316 .317rate-IFQ_END_
br .004 .004 .004 .004 .004 .004rate-MAC_�_ARP .490 .462 .531 .442 .535 .489rate-MAC_�_OLSR 85.7 75.5 56.2 45.7 42.9 36.7rate-MAC_�_
br 23.1 22.9 25.7 25.0 23.5 22.7rate-MAC_BSY_MAC .909 .924 .957 .947 .906 .917rate-MAC_COL_MAC 264. 277. 290. 280. 270. 256.rate-MAC_RET_MAC 3.99 4.17 4.27 4.03 4.07 3.85rate-RTR_LOOP_
br 1.16 .815 .887 .708 .806 .838rate-RTR_NRTE_
br 34.0 25.9 29.3 31.2 27.1 29.7rate-RTR_TTL_
br .640 .574 .617 .622 .695 .573rate-bandwidth_byterate_ARP 89.8 82.8 96.4 81.6 87.6 81.6rate-bandwidth_byterate_MAC 109000. 111000. 114000. 113000. 109000. 107000.rate-bandwidth_byterate_OLSR 7270. 4670. 3680. 3160. 2960. 2710.rate-bandwidth_byterate_
br 100000. 101000. 104000. 103000. 100000. 98300.rate-bandwidth_pa
ketrate_ARP 1.12 1.03 1.21 1.02 1.10 1.02rate-bandwidth_pa
ketrate_MAC 2680. 2730. 2800. 2760. 2690. 2620.rate-bandwidth_pa
ketrate_OLSR 101. 64.8 51.0 43.9 41.2 37.6rate-bandwidth_pa
ketrate_
br 736. 745. 764. 757. 738. 723.time-avgpa
ketdelay .423 .401 .443 .353 .369 .333

TableB.13.:Piggyba
kTestWithJitterandWithoutMobility-Means.
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Piggyba
k Test With Jitter and Without Mobility - Standard DeviationsOLSR0.0 0.2 0.4 0.6 0.8 1.0Number of simulations 33.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop 4500. 4110. 4120. 5190. 5010. 6360.
ount-olsr_hello 9.54 7.96 7.29 8.62 7.25 6.67
ount-olsr_t
 169. 177. 108. 172. 138. 147.
ount-olsr_total 169. 178. 108. 172. 137. 145.
ount-re
eived 5570. 6440. 5780. 5790. 6520. 7150.
ount-sent .000 .000 .000 .000 .000 .000rate-IFQ_�_ARP .0535 .0652 .045 .0484 .118 .0628rate-IFQ_�_OLSR 1.47 .648 .340 .182 .251 .272rate-IFQ_�_
br 12.9 15.4 13.1 9.71 11.5 15.3rate-IFQ_ARP_
br .274 .273 .260 .200 .292 .251rate-IFQ_END_
br .000 .000 .000 .000 .000 .000rate-MAC_�_ARP .358 .257 .261 .205 .343 .325rate-MAC_�_OLSR 30.3 14.7 9.97 8.75 9.35 8.74rate-MAC_�_
br 11.4 10.3 9.40 10.9 10.7 11.4rate-MAC_BSY_MAC .320 .344 .252 .325 .309 .314rate-MAC_COL_MAC 115. 107. 82.2 103. 102. 111.rate-MAC_RET_MAC 3.10 2.78 2.14 2.39 2.41 2.27rate-RTR_LOOP_
br 1.07 .650 .729 .601 .659 .737rate-RTR_NRTE_
br 18.0 16.4 16.5 20.7 20.0 25.5rate-RTR_TTL_
br .493 .246 .287 .409 .364 .429rate-bandwidth_byterate_ARP 34.3 30.4 29.8 23.5 29.5 28.3rate-bandwidth_byterate_MAC 20600. 18400. 13200. 17100. 18100. 23200.rate-bandwidth_byterate_OLSR 981. 634. 297. 326. 200. 203.rate-bandwidth_byterate_
br 14300. 12000. 9350. 11300. 12300. 17700.rate-bandwidth_pa
ketrate_ARP .429 .380 .373 .293 .368 .354rate-bandwidth_pa
ketrate_MAC 496. 442. 316. 410. 434. 562.rate-bandwidth_pa
ketrate_OLSR 13.6 8.80 4.12 4.52 2.78 2.83rate-bandwidth_pa
ketrate_
br 105. 87.9 68.7 83.2 90.7 130.time-avgpa
ketdelay .337 .358 .309 .246 .291 .317

TableB.14.:Piggyba
kTestWithJitterandWithoutMobility-StandardDeviations.
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Re
eivedHoldba
k timeInterval 0.0 0.2 0.4 0.6 0.8 1.0 Sum24001-28000 0 0 0 0 0 1 132001-36000 1 0 1 1 0 0 336001-40000 0 2 0 1 3 0 640001-44000 5 4 8 3 4 4 2844001-48000 10 3 3 4 0 7 2748001-52000 7 7 6 9 8 5 4252001-56000 7 6 12 9 9 5 4856001-60000 3 9 2 5 7 10 3660001-64000 0 1 0 0 1 0 2Sum 33 32 32 32 32 32 193Chi-square 50.9722Degree of freedom 40Q(�2jdf) 0.8855Table B.15.: The 
al
ulation of the dependen
y probability of pa
kets re
eived 
aused bypiggyba
king and jitter with an interval of 4000 and with no mobility.
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Noroute dropHoldba
k timeInterval 0.0 0.2 0.4 0.6 0.8 1.0 Sum0-4000 3 11 5 9 13 9 504001-8000 17 12 16 10 9 13 778001-12000 6 6 7 8 7 5 3912001-16000 4 1 3 4 1 4 1716001-20000 2 2 0 0 1 0 520001-24000 1 0 1 0 0 0 224001-28000 0 0 0 0 1 0 128001-32000 0 0 0 1 0 0 132001-36000 0 0 0 0 0 1 1Sum 33 32 32 32 32 32 193Chi-square 41.6762Degree of freedom 40Q(�2jdf) 0.6023Table B.16.: The 
al
ulation of the dependen
y probability of pa
kets dropped due to routeunavailability 
aused by piggyba
king and jitter with an interval of 4000 andwith no mobility.
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B.SimulationData

Constant Test, Hello Interval - MeansOLSR0.5 1.0 1.5 2.0 2.5 3.0 3.5Number of simulations 30.0 30.0 30.0 33.0 30.0 30.0 30.0
ount-noroutedrop 5470. 7590. 9290. 11400. 13200. 13300. 13500.
ount-olsr_hello 24800. 12500. 8310. 6250. 5000. 4180. 3590.
ount-olsr_t
 1920. 1910. 1880. 1570. 1590. 1610. 1630.
ount-olsr_total 26800. 14400. 10200. 7820. 6590. 5790. 5210.
ount-re
eived 25900. 26100. 27100. 26000. 23800. 23000. 21400.
ount-sent 62300. 62300. 62300. 62300. 62300. 62300. 62300.rate-IFQ_�_ARP 5.26 4.62 4.33 3.65 3.73 3.94 4.32rate-IFQ_�_OLSR 22.6 15.9 12.3 8.73 8.70 8.96 8.98rate-IFQ_�_
br 82.9 73.7 63.4 60.7 59.8 60.4 62.0rate-IFQ_ARP_
br 11.0 10.1 9.76 8.55 8.96 9.73 11.2rate-IFQ_END_
br .0624 .0582 .0571 .0523 .0569 .0627 .0822rate-MAC_�_ARP 3.57 3.65 3.36 3.67 3.10 3.04 3.26rate-MAC_�_OLSR 116. 83.2 67.1 56.8 48.0 43.2 38.2rate-MAC_�_
br 38.0 37.7 36.9 36.1 37.6 38.7 40.4rate-MAC_BSY_MAC .355 .412 .418 .459 .394 .322 .274rate-MAC_COL_MAC 109. 115. 114. 120. 102. 83.3 71.4rate-MAC_RET_MAC 28.0 28.2 27.8 26.9 29.5 31.8 34.4rate-RTR_LOOP_
br .798 1.15 1.16 1.66 1.24 .887 .616rate-RTR_NRTE_
br 21.9 30.3 37.0 45.3 52.6 53.0 53.9rate-RTR_TTL_
br .770 1.23 1.40 1.96 1.89 1.26 1.19rate-bandwidth_byterate_ARP 708. 718. 728. 681. 663. 703. 752.rate-bandwidth_byterate_MAC 86500. 89200. 89300. 90400. 85400. 79700. 76700.rate-bandwidth_byterate_OLSR 13900. 10100. 8690. 6730. 6280. 6110. 5750.rate-bandwidth_byterate_
br 62900. 67100. 68700. 71100. 65100. 58600. 54600.rate-bandwidth_pa
ketrate_ARP 8.85 8.98 9.10 8.51 8.29 8.79 9.41rate-bandwidth_pa
ketrate_MAC 2090. 2160. 2170. 2200. 2070. 1930. 1850.rate-bandwidth_pa
ketrate_OLSR 193. 141. 121. 93.4 87.2 84.8 79.8rate-bandwidth_pa
ketrate_
br 463. 493. 505. 523. 479. 431. 401.time-avgpa
ketdelay .559 .560 .531 .599 .561 .528 .552

TableB.17.:ConstantTest,HelloInterval-Means.



125

Constant Test, Hello Interval - Standard DeviationsOLSR0.5 1.0 1.5 2.0 2.5 3.0 3.5Number of simulations 30.0 30.0 30.0 33.0 30.0 30.0 30.0
ount-noroutedrop 2290. 2700. 3430. 3320. 3420. 3820. 3810.
ount-olsr_hello 61.9 19.0 12.7 12.0 9.55 7.00 5.08
ount-olsr_t
 94.6 113. 134. 56.6 66.6 78.3 60.3
ount-olsr_total 122. 120. 131. 59.3 65.2 78.4 60.5
ount-re
eived 4020. 4130. 4100. 4570. 2750. 4100. 4460.
ount-sent 28.8 17.4 22.4 24.1 24.8 23.7 26.1rate-IFQ_�_ARP 1.29 1.42 1.61 1.11 1.06 1.60 1.54rate-IFQ_�_OLSR 4.68 3.08 3.09 1.88 1.65 1.98 1.87rate-IFQ_�_
br 12.1 13.8 12.2 11.7 9.05 11.8 11.4rate-IFQ_ARP_
br 2.21 2.48 2.89 2.08 1.66 2.65 2.51rate-IFQ_END_
br .0234 .0178 .0203 .0213 .0219 .019 .0263rate-MAC_�_ARP .932 1.37 1.26 1.24 .943 .687 .940rate-MAC_�_OLSR 20.2 13.9 14.6 11.3 10.1 11.0 8.10rate-MAC_�_
br 4.14 4.38 4.46 4.65 4.14 4.36 3.93rate-MAC_BSY_MAC .0964 .0895 .0846 .0905 .0951 .100 .0586rate-MAC_COL_MAC 22.7 23.6 28.9 22.7 24.2 21.3 15.3rate-MAC_RET_MAC 3.33 3.39 3.32 3.69 3.19 4.30 3.15rate-RTR_LOOP_
br .471 .512 .601 .715 .516 .463 .330rate-RTR_NRTE_
br 9.15 10.7 13.7 13.3 13.7 15.3 15.2rate-RTR_TTL_
br .277 .435 .497 .566 .482 .523 .505rate-bandwidth_byterate_ARP 93.4 145. 143. 112. 87.2 120. 99.4rate-bandwidth_byterate_MAC 5460. 6160. 6510. 6130. 5780. 6110. 4650.rate-bandwidth_byterate_OLSR 869. 976. 949. 564. 568. 726. 529.rate-bandwidth_byterate_
br 5100. 4950. 5140. 5140. 4630. 6100. 4240.rate-bandwidth_pa
ketrate_ARP 1.17 1.81 1.79 1.40 1.09 1.50 1.24rate-bandwidth_pa
ketrate_MAC 133. 149. 157. 149. 140. 150. 113.rate-bandwidth_pa
ketrate_OLSR 12.1 13.6 13.2 7.83 7.88 10.1 7.35rate-bandwidth_pa
ketrate_
br 37.5 36.4 37.8 37.8 34.0 44.8 31.2time-avgpa
ketdelay .110 .120 .134 .139 .100 .130 .149

TableB.18.:ConstantTest,HelloInterval-StandardDeviations.
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B.SimulationData

Constant Test, TC Interval - MeansOLSR1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 11.0 12.0Number of simulations 32.0 32.0 33.0 32.0 35.0 32.0 32.0 35.0 32.0 32.0 32.0 32.0
ount-noroutedrop 7850. 8170. 9040. 10000. 11000. 11700. 11200. 13800. 12200. 12400. 13000. 13700.
ount-olsr_hello 6250. 6250. 6250. 6250. 6250. 6250. 6250. 6250. 6250. 6250. 6250. 6250.
ount-olsr_t
 8730. 4350. 2860. 2190. 1730. 1460. 1240. 1080. 954. 854. 769. 693.
ount-olsr_total 15000. 10600. 9100. 8430. 7980. 7710. 7490. 7330. 7200. 7100. 7020. 6940.
ount-re
eived 26700. 27300. 27200. 26000. 26900. 25800. 26000. 26100. 24800. 24400. 23400. 23200.
ount-sent 62300. 62300. 62300. 62300. 62300. 62300. 62300. 62300. 62300. 62300. 62300. 62300.rate-IFQ_�_ARP 3.54 3.44 3.59 3.83 3.32 3.44 3.47 2.77 3.68 3.89 3.93 3.63rate-IFQ_�_OLSR 51.8 25.1 15.9 12.5 9.39 8.45 7.10 5.78 5.54 5.04 4.64 4.31rate-IFQ_�_
br 76.0 69.5 65.7 65.2 59.0 58.6 59.5 52.6 60.2 60.2 60.7 59.7rate-IFQ_ARP_
br 7.74 7.82 8.26 8.44 7.82 8.28 8.32 6.87 8.91 9.13 9.30 8.80rate-IFQ_END_
br .0346 .033 .0402 .0375 .039 .0421 .0409 .0387 .0376 .0436 .040 .0396rate-MAC_�_ARP 3.45 3.24 3.43 3.33 3.02 3.42 3.43 2.81 3.71 4.02 3.93 3.91rate-MAC_�_OLSR 260. 129. 89.4 73.9 59.2 56.0 49.7 44.5 43.2 39.1 37.8 36.3rate-MAC_�_
br 37.0 37.8 37.6 38.4 36.3 38.3 37.5 35.3 37.2 36.3 36.8 35.7rate-MAC_BSY_MAC .496 .476 .468 .474 .476 .444 .510 .426 .505 .532 .566 .547rate-MAC_COL_MAC 151. 129. 128. 131. 120. 124. 127. 119. 136. 139. 146. 146.rate-MAC_RET_MAC 25.3 27.5 27.6 28.0 27.2 28.7 27.9 26.3 26.8 26.2 26.3 25.4rate-RTR_LOOP_
br 1.30 1.25 1.51 1.67 1.75 1.65 2.24 1.77 2.68 3.23 3.58 3.87rate-RTR_NRTE_
br 31.3 32.6 36.1 39.9 43.9 46.5 44.7 54.9 48.4 49.1 51.5 54.2rate-RTR_TTL_
br .847 1.23 1.56 1.83 2.05 2.08 2.66 2.30 3.13 3.62 4.03 4.21rate-bandwidth_byterate_ARP 590. 615. 645. 636. 628. 660. 651. 576. 691. 674. 687. 664.rate-bandwidth_byterate_MAC 93300. 92100. 92000. 94200. 91600. 91800. 94300. 88900. 95700. 97300. 99100. 98100.rate-bandwidth_byterate_OLSR 26700. 14600. 10200. 8500. 7260. 6610. 5660. 5450. 4770. 4330. 4070. 3870.rate-bandwidth_byterate_
br 71800. 70700. 71400. 73400. 72300. 71400. 74600. 70800. 77000. 78600. 80400. 80400.rate-bandwidth_pa
ketrate_ARP 7.37 7.69 8.07 7.96 7.85 8.26 8.14 7.20 8.64 8.42 8.58 8.30rate-bandwidth_pa
ketrate_MAC 2270. 2230. 2230. 2290. 2230. 2230. 2290. 2160. 2330. 2370. 2410. 2390.rate-bandwidth_pa
ketrate_OLSR 370. 203. 142. 118. 101. 91.8 78.7 75.7 66.2 60.1 56.6 53.7rate-bandwidth_pa
ketrate_
br 528. 520. 525. 540. 532. 525. 549. 521. 566. 578. 591. 591.time-avgpa
ketdelay .530 .537 .565 .601 .559 .587 .601 .562 .625 .643 .667 .660

TableB.19.:ConstantTest,TCInterval-Means.
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Constant Test, TC Interval - Standard DeviationsOLSR1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 11.0 12.0Number of simulations 32.0 32.0 33.0 32.0 35.0 32.0 32.0 35.0 32.0 32.0 32.0 32.0
ount-noroutedrop 2170. 1990. 2180. 2400. 2960. 2530. 2960. 3330. 2690. 2810. 2440. 2870.
ount-olsr_hello 11.6 12.2 11.5 10.6 11.8 15.1 10.2 10.6 10.2 13.2 8.65 10.4
ount-olsr_t
 304. 139. 123. 70.5 57.4 46.6 40.0 44.9 31.2 33.9 27.6 26.4
ount-olsr_total 307. 143. 123. 68.8 58.0 42.0 41.2 47.8 33.8 35.8 27.1 27.6
ount-re
eived 2770. 2930. 3280. 3030. 3950. 2860. 3580. 3040. 4130. 2290. 2980. 2810.
ount-sent 54.2 .000 59.3 .000 54.2 .000 59.1 .000 55.6 .000 .000 .000rate-IFQ_�_ARP 1.04 .924 1.06 .988 .774 .892 1.10 .680 .967 1.03 1.23 1.21rate-IFQ_�_OLSR 8.39 3.88 2.60 1.90 1.60 1.50 1.26 1.11 .960 1.03 .857 .930rate-IFQ_�_
br 7.97 9.93 9.21 5.45 8.58 7.67 8.79 7.55 9.43 8.25 7.70 9.59rate-IFQ_ARP_
br 1.71 1.57 1.83 1.68 1.34 1.64 1.99 1.10 1.78 1.86 2.25 2.16rate-IFQ_END_
br .0114 .0132 .0132 .0137 .0147 .0148 .0135 .0132 .0123 .0148 .0157 .013rate-MAC_�_ARP .852 .704 .907 1.07 .624 .858 .920 .615 .785 1.16 1.05 .981rate-MAC_�_OLSR 50.8 20.4 18.2 12.2 9.94 7.70 7.44 7.89 6.77 7.74 4.76 5.32rate-MAC_�_
br 2.67 2.84 3.87 3.01 3.09 3.55 3.56 2.91 4.05 3.33 3.22 3.59rate-MAC_BSY_MAC .0891 .0739 .064 .0765 .0932 .084 .0931 .0733 .0909 .0824 .0948 .0775rate-MAC_COL_MAC 17.5 19.4 22.7 19.1 19.0 18.8 23.8 23.8 24.3 23.4 21.9 21.2rate-MAC_RET_MAC 2.15 2.40 3.02 2.41 2.74 2.53 2.41 2.31 2.55 2.28 2.32 2.45rate-RTR_LOOP_
br .383 .457 .567 .457 .510 .413 .744 .630 .824 .894 1.06 1.14rate-RTR_NRTE_
br 8.67 7.94 8.72 9.54 11.7 10.1 11.8 13.3 10.8 11.2 9.70 11.5rate-RTR_TTL_
br .271 .406 .241 .359 .495 .457 .636 .496 .769 .589 .793 .834rate-bandwidth_byterate_ARP 75.6 74.5 93.8 100. 78.2 92.8 103. 66.1 95.1 98.7 119. 112.rate-bandwidth_byterate_MAC 5080. 5140. 5620. 5020. 5320. 5300. 5900. 5440. 6880. 6000. 5610. 5010.rate-bandwidth_byterate_OLSR 3060. 1400. 946. 696. 580. 420. 372. 409. 294. 269. 231. 218.rate-bandwidth_byterate_
br 4400. 4450. 4080. 4210. 4620. 4320. 5120. 4710. 5880. 5100. 4650. 4170.rate-bandwidth_pa
ketrate_ARP .945 .931 1.17 1.26 .977 1.16 1.29 .827 1.19 1.23 1.48 1.40rate-bandwidth_pa
ketrate_MAC 124. 125. 135. 122. 130. 129. 144. 133. 168. 146. 136. 121.rate-bandwidth_pa
ketrate_OLSR 42.5 19.5 13.1 9.67 8.05 5.83 5.17 5.68 4.09 3.73 3.21 3.02rate-bandwidth_pa
ketrate_
br 32.3 32.7 30.0 31.0 33.9 31.8 37.6 34.6 43.3 37.5 34.2 30.7time-avgpa
ketdelay .0857 .0999 .107 .0781 .106 .115 .125 .122 .131 .139 .146 .153

TableB.20.:ConstantTest,TCInterval-StandardDeviations.



128
B.SimulationData

Link Hysteresis Test - Means OLSR1.1 2.3Number of simulations 32.0 32.0
ount-noroutedrop 13500. 13200.
ount-olsr_hello 6250. 6250.
ount-olsr_t
 1710. 1740.
ount-olsr_total 7960. 7990.
ount-re
eived 25400. 24300.
ount-sent 62600. 62600.rate-IFQ_�_ARP 3.12 3.68rate-IFQ_�_OLSR 8.16 8.97rate-IFQ_�_
br 58.5 62.4rate-IFQ_ARP_
br 7.62 8.34rate-IFQ_END_
br .0297 .0358rate-MAC_�_ARP 3.37 3.66rate-MAC_�_OLSR 55.3 55.3rate-MAC_�_
br 35.6 35.4rate-MAC_BSY_MAC .453 .431rate-MAC_COL_MAC 126. 120.rate-MAC_RET_MAC 25.9 26.3rate-RTR_LOOP_
br 1.62 1.76rate-RTR_NRTE_
br 53.6 52.6rate-RTR_TTL_
br 1.68 1.69rate-bandwidth_byterate_ARP 613. 631.rate-bandwidth_byterate_MAC 86600. 84800.rate-bandwidth_byterate_OLSR 7360. 7360.rate-bandwidth_byterate_
br 68100. 65700.rate-bandwidth_pa
ketrate_ARP 7.67 7.89rate-bandwidth_pa
ketrate_MAC 2100. 2060.rate-bandwidth_pa
ketrate_OLSR 102. 102.rate-bandwidth_pa
ketrate_
br 501. 483.time-avgpa
ketdelay .590 .634

TableB.21.:LinkHysteresisTest-Means.

Link Hysteresis Test - Standard DeviationsOLSR1.1 2.3Number of simulations 32.0 32.0
ount-noroutedrop 3050. 2820.
ount-olsr_hello 10.9 9.25
ount-olsr_t
 69.3 70.5
ount-olsr_total 70.6 70.3
ount-re
eived 2470. 1830.
ount-sent 3.28 3.98rate-IFQ_�_ARP 1.09 .782rate-IFQ_�_OLSR 1.72 1.52rate-IFQ_�_
br 8.48 7.77rate-IFQ_ARP_
br 1.84 1.46rate-IFQ_END_
br .00979 .013rate-MAC_�_ARP .851 .850rate-MAC_�_OLSR 9.49 10.1rate-MAC_�_
br 2.40 2.63rate-MAC_BSY_MAC .076 .0769rate-MAC_COL_MAC 18.7 20.4rate-MAC_RET_MAC 1.98 2.11rate-RTR_LOOP_
br .479 .529rate-RTR_NRTE_
br 12.1 11.3rate-RTR_TTL_
br .373 .428rate-bandwidth_byterate_ARP 90.6 84.1rate-bandwidth_byterate_MAC 4320. 5220.rate-bandwidth_byterate_OLSR 570. 609.rate-bandwidth_byterate_
br 3820. 4480.rate-bandwidth_pa
ketrate_ARP 1.13 1.05rate-bandwidth_pa
ketrate_MAC 105. 127.rate-bandwidth_pa
ketrate_OLSR 7.91 8.45rate-bandwidth_pa
ketrate_
br 28.1 33.0time-avgpa
ketdelay .111 .098

TableB.22.:LinkHysteresisTest-StandardDeviations.
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Mobility Test - MeansOLSR AODV0.0 2.5 5.0 7.5 10.0 12.5 15.0 0.0 2.5 5.0 7.5 10.0 12.5 15.0Number of simulations 32.0 32.0 32.0 36.0 32.0 31.0 35.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop 7870. 12700. 13100. 14000. 14600. 16000. 15900. 1830. 8250. 9510. 10100. 10500. 10900. 11300.
ount-olsr_hello 6250. 6250. 6250. 6250. 6250. 6250. 6250. n/a
ount-olsr_t
 1560. 1690. 1800. 1880. 1940. 1990. 2040. n/a
ount-olsr_total 7800. 7940. 8050. 8130. 8190. 8240. 8290. n/a
ount-re
eived 45500. 26200. 21200. 18000. 16000. 13900. 12600. 43100. 27000. 21500. 19400. 16800. 15300. 14700.
ount-sent 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600.rate-IFQ_�_AODV n/a .000 6.78 8.02 6.54 5.94 5.36 4.77rate-IFQ_�_ARP .176 3.04 5.10 5.64 5.67 5.26 5.37 .119 2.82 6.26 6.33 7.44 7.41 7.07rate-IFQ_�_OLSR 3.43 8.29 9.30 8.84 8.57 7.56 7.10 n/arate-IFQ_�_
br 31.1 61.7 62.1 56.7 52.8 45.6 43.1 59.2 87.0 92.4 91.3 92.4 91.6 89.4rate-IFQ_ARP_AODV n/a .133 2.49 4.45 4.61 5.49 5.49 5.57rate-IFQ_ARP_
br .819 6.89 12.1 15.1 17.1 19.3 21.1 .250 2.33 4.86 5.05 5.79 6.02 5.75rate-IFQ_END_AODV n/a .004 .0169 .0389 .0641 .104 .122 .129rate-IFQ_END_
br .004 .0226 .0645 .108 .154 .193 .235 .000 .0045 .00661 .0076 .0117 .0132 .0137rate-MAC_�_AODV n/a 87.4 139. 139. 134. 135. 138. 140.rate-MAC_�_ARP 1.07 3.26 4.63 5.05 5.44 5.90 6.28 1.11 7.04 11.5 11.0 12.3 12.6 11.9rate-MAC_�_OLSR 87.8 58.4 48.8 43.3 39.9 37.7 35.9 n/arate-MAC_�_
br 27.4 33.9 43.2 52.6 59.1 65.7 72.1 28.8 24.3 26.2 30.9 35.5 38.7 42.4rate-MAC_BSY_MAC .848 .506 .340 .257 .217 .174 .145 1.01 .690 .561 .461 .408 .375 .349rate-MAC_COL_MAC 287. 142. 89.4 63.3 49.1 39.2 32.0 356. 240. 182. 149. 130. 118. 109.rate-MAC_RET_MAC 5.10 22.8 36.2 47.5 55.1 62.8 69.8 4.93 12.6 21.2 30.7 38.8 45.1 51.6rate-RTR_CBK_
br n/a 5.13 11.5 19.5 26.4 32.8 37.1 41.2rate-RTR_IFQ_AODV n/a .000 .0194 .00836 .0126 .0085 .008 .0224rate-RTR_IFQ_
br n/a 6.32 5.91 6.74 6.40 6.77 7.64 6.89rate-RTR_LOOP_
br 1.06 1.88 1.61 1.82 1.60 1.81 1.72 .557 2.96 3.33 3.79 3.61 3.82 3.89rate-RTR_NRTE_AODV n/a .0243 1.29 1.53 1.44 1.60 1.69 1.77rate-RTR_NRTE_
br 31.4 50.6 52.2 55.8 58.1 63.8 63.2 7.29 31.7 36.5 38.9 40.5 42.1 43.5rate-RTR_TOUT_AODV n/a .000 .004 .000 .000 .00533 .010 .000rate-RTR_TOUT_
br n/a 1.72 .371 .190 .131 .124 .116 .125rate-RTR_TTL_AODV n/a 7.68 13.2 14.1 14.4 15.5 15.9 16.2rate-RTR_TTL_
br .288 1.73 1.66 1.59 1.48 1.53 1.26 .310 .990 1.23 1.01 1.29 1.07 1.05rate-bandwidth_byterate_AODV n/a 8800. 21000. 22400. 22500. 22900. 23300. 24000.rate-bandwidth_byterate_ARP 135. 535. 886. 1130. 1260. 1440. 1550. 126. 661. 1150. 1280. 1430. 1500. 1480.rate-bandwidth_byterate_MAC 101000. 89200. 81400. 76700. 73500. 71400. 69600. 114000. 113000. 108000. 104000. 103000. 102000. 101000.rate-bandwidth_byterate_OLSR 7600. 7230. 7190. 7210. 7180. 7110. 7120. n/arate-bandwidth_byterate_
br 89500. 71400. 58400. 49700. 44100. 40000. 36000. 96100. 80600. 71900. 64800. 60900. 56400. 53700.rate-bandwidth_pa
ketrate_AODV n/a 89.5 212. 226. 227. 231. 235. 241.rate-bandwidth_pa
ketrate_ARP 1.68 6.69 11.1 14.1 15.7 17.9 19.3 1.57 8.27 14.4 15.9 17.9 18.7 18.5rate-bandwidth_pa
ketrate_MAC 2480. 2170. 1970. 1840. 1760. 1700. 1660. 2800. 2750. 2620. 2530. 2500. 2450. 2440.rate-bandwidth_pa
ketrate_OLSR 106. 100. 99.9 100. 99.7 98.8 99.0 n/arate-bandwidth_pa
ketrate_
br 658. 525. 429. 366. 324. 294. 264. 707. 593. 528. 476. 448. 415. 395.time-avgpa
ketdelay .654 .640 .642 .600 .608 .566 .559 1.20 .724 .669 .714 .780 .840 .829

TableB.23.:MobilityTest-Means.
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B.SimulationData

Mobility Test - Standard DeviationsOLSR AODV0.0 2.5 5.0 7.5 10.0 12.5 15.0 0.0 2.5 5.0 7.5 10.0 12.5 15.0Number of simulations 32.0 32.0 32.0 36.0 32.0 31.0 35.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop 6060. 2470. 2110. 1630. 1870. 1740. 1710. 760. 921. 833. 635. 597. 712. 780.
ount-olsr_hello 13.5 12.4 13.7 10.5 11.1 11.3 12.0 n/a
ount-olsr_t
 159. 79.6 46.0 32.1 32.6 28.4 27.3 n/a
ount-olsr_total 158. 77.7 47.9 35.8 32.8 29.0 30.0 n/a
ount-re
eived 4700. 2710. 1800. 1740. 1460. 1370. 1250. 4030. 2720. 2570. 2410. 1660. 1860. 1310.
ount-sent 2.90 4.23 3.04 3.31 3.60 2.93 3.65 3.50 3.73 3.02 3.46 3.81 3.20 3.32rate-IFQ_�_AODV n/a .000 2.61 2.48 1.57 1.65 1.86 1.52rate-IFQ_�_ARP .187 .716 1.14 1.10 1.29 .966 .885 .193 1.29 2.45 1.89 2.16 2.36 1.85rate-IFQ_�_OLSR 1.63 1.65 1.16 1.08 1.16 .922 .869 n/arate-IFQ_�_
br 12.4 9.48 6.74 6.01 6.57 5.61 4.83 18.7 9.17 8.92 6.55 7.71 6.21 5.72rate-IFQ_ARP_AODV n/a .066 .935 1.69 1.04 1.13 1.46 1.23rate-IFQ_ARP_
br .563 1.34 1.89 1.86 2.71 2.25 2.24 .187 .914 1.60 1.25 1.50 1.41 1.10rate-IFQ_END_AODV n/a .000 .00973 .0167 .0213 .0243 .0283 .0359rate-IFQ_END_
br .000 .00848 .0128 .0188 .0248 .0324 .0337 .000 .00141 .00354 .00365 .00565 .0066 .00651rate-MAC_�_AODV n/a 16.7 24.3 18.7 14.3 12.4 12.5 11.1rate-MAC_�_ARP .593 .891 1.01 .801 1.06 .866 .942 .451 2.47 3.28 2.26 2.30 2.46 2.01rate-MAC_�_OLSR 28.3 10.8 4.61 4.35 4.23 3.64 3.22 n/arate-MAC_�_
br 7.68 2.84 3.35 2.81 3.34 2.61 3.35 4.46 1.84 2.23 2.37 2.42 2.89 2.76rate-MAC_BSY_MAC .247 .0714 .050 .0385 .0418 .0272 .0273 .182 .0844 .0628 .0664 .0637 .0445 .0423rate-MAC_COL_MAC 77.3 19.5 12.4 7.33 6.82 4.73 3.59 42.2 19.4 15.5 9.68 8.79 9.52 8.00rate-MAC_RET_MAC 2.03 1.90 3.00 2.69 3.17 2.61 3.31 2.29 1.21 1.66 2.14 2.64 3.18 2.87rate-RTR_CBK_
br n/a 2.30 1.29 2.07 2.40 2.75 2.83 2.87rate-RTR_IFQ_AODV n/a .000 .0196 .00454 .0154 .00542 .00566 .0285rate-RTR_IFQ_
br n/a 11.7 4.33 3.25 3.09 2.08 3.06 2.08rate-RTR_LOOP_
br .707 .557 .462 .420 .471 .572 .365 .965 1.62 1.50 1.46 1.12 1.35 .964rate-RTR_NRTE_AODV n/a .0262 .595 .644 .438 .396 .471 .540rate-RTR_NRTE_
br 24.2 9.83 8.39 6.52 7.44 7.01 6.81 3.03 3.40 3.37 2.53 2.46 2.83 3.12rate-RTR_TOUT_AODV n/a .000 .000 .000 .000 .00231 .00849 .000rate-RTR_TOUT_
br n/a 1.39 .286 .0899 .0466 .135 .067 .0402rate-RTR_TTL_AODV n/a .902 2.32 1.84 1.19 1.42 1.31 1.39rate-RTR_TTL_
br .287 .294 .375 .315 .379 .349 .298 .392 .808 .710 .553 .832 .574 .588rate-bandwidth_byterate_AODV n/a 735. 2490. 1930. 1160. 1130. 1380. 1410.rate-bandwidth_byterate_ARP 48.9 81.2 83.4 96.2 139. 133. 124. 28.5 134. 218. 159. 179. 169. 125.rate-bandwidth_byterate_MAC 16900. 4150. 3780. 2400. 3140. 2590. 2570. 9470. 5610. 5780. 4230. 3660. 4470. 3360.rate-bandwidth_byterate_OLSR 1260. 572. 343. 305. 325. 292. 275. n/arate-bandwidth_byterate_
br 13100. 3710. 3130. 2120. 2440. 2460. 1890. 7640. 6100. 5490. 4240. 4020. 3200. 2890.rate-bandwidth_pa
ketrate_AODV n/a 7.17 25.3 19.6 11.8 11.4 13.9 14.3rate-bandwidth_pa
ketrate_ARP .611 1.02 1.04 1.20 1.73 1.66 1.55 .356 1.67 2.72 1.99 2.23 2.12 1.57rate-bandwidth_pa
ketrate_MAC 410. 101. 91.3 58.2 75.5 63.2 61.5 230. 138. 141. 104. 90.2 108. 81.8rate-bandwidth_pa
ketrate_OLSR 17.5 7.94 4.77 4.24 4.51 4.06 3.83 n/arate-bandwidth_pa
ketrate_
br 96.7 27.3 23.0 15.6 17.9 18.1 13.9 56.2 44.9 40.4 31.2 29.6 23.6 21.2time-avgpa
ketdelay .301 .135 .0929 .0848 .113 .0966 .0919 .297 .119 .0878 .0867 .104 .0846 .0615

TableB.24.:MobilityTest-StandardDeviations.
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Density Test, Variable Tra�
 - MeansOLSR AODV10.0 20.0 50.0 75.0 100.0 125.0 10.0 20.0 50.0 75.0 100.0 125.0Number of simulations 31.0 30.0 32.0 35.0 32.0 32.0 31.0 30.0 32.0 32.0 36.0 32.0
ount-noroutedrop 9050. 13800. 12400. 19600. 31800. 45700. 59.2 706. 8740. 14000. 16600. 17500.
ount-olsr_hello 1250. 2500. 6250. 9380. 12500. 15600. n/a
ount-olsr_t
 117. 489. 1910. 3100. 4220. 5350. n/a
ount-olsr_total 1370. 2990. 8160. 12500. 16700. 21000. n/a
ount-re
eived 3140. 8940. 25200. 29200. 31300. 32000. 3400. 10900. 25100. 20100. 14400. 11900.
ount-sent 12500. 25000. 62600. 92700. 125000. 155000. 12500. 25000. 62600. 92700. 125000. 155000.rate-IFQ_�_AODV n/a .000 .179 7.58 58.8 224. 453.rate-IFQ_�_ARP .000 .146 3.44 8.20 13.3 18.5 .100 .100 4.26 28.0 96.9 171.rate-IFQ_�_OLSR .004 .149 9.24 26.9 49.7 79.4 n/arate-IFQ_�_
br .0988 2.31 62.7 117. 169. 212. .175 2.37 88.3 195. 299. 384.rate-IFQ_ARP_AODV n/a .00867 .0341 3.15 27.1 97.2 171.rate-IFQ_ARP_
br .0597 .441 8.04 18.8 30.9 42.9 .102 .182 3.33 12.8 29.1 42.6rate-IFQ_END_AODV n/a .00533 .00622 .0221 .128 .930 2.58rate-IFQ_END_
br .004 .0068 .0353 .0882 .173 .285 .004 .004 .00545 .0096 .0296 .0527rate-MAC_�_AODV n/a .0726 2.27 141. 653. 1850. 3710.rate-MAC_�_ARP .000 .0384 3.81 17.1 43.9 86.1 .016 .0865 8.41 60.5 177. 297.rate-MAC_�_OLSR .0154 .540 60.3 244. 569. 1130. n/arate-MAC_�_
br 1.37 6.57 36.5 55.3 70.2 81.7 1.19 5.96 24.8 24.8 21.0 17.8rate-MAC_BSY_MAC .000 .020 .479 .789 .923 1.00 .000 .0419 .674 .727 .634 .579rate-MAC_COL_MAC .117 2.95 131. 250. 334. 402. .184 8.08 220. 380. 521. 616.rate-MAC_RET_MAC 1.37 6.36 26.2 36.3 45.7 52.8 1.19 5.62 15.0 20.7 25.5 28.6rate-RTR_CBK_
br n/a 1.24 5.62 14.1 21.4 35.7 48.2rate-RTR_IFQ_AODV n/a .000 .000 .00889 .0516 .185 .327rate-RTR_IFQ_
br n/a 32.1 41.3 6.33 9.65 27.4 47.8rate-RTR_LOOP_
br .000 .209 1.84 2.16 2.18 2.00 1.46 1.35 3.11 3.33 3.52 2.95rate-RTR_NRTE_AODV n/a .000 .008 1.40 9.21 18.5 23.8rate-RTR_NRTE_
br 36.2 55.2 49.4 78.2 127. 182. .408 2.82 33.6 46.8 47.8 46.1rate-RTR_TOUT_AODV n/a .000 .000 .052 .00737 .0315 .0795rate-RTR_TOUT_
br n/a 1.34 1.96 .246 .172 .378 .870rate-RTR_TTL_AODV n/a .123 .711 13.3 44.9 99.3 168.rate-RTR_TTL_
br .032 .198 1.63 1.44 1.11 .910 1.19 1.19 1.25 .856 .407 .215rate-bandwidth_byterate_AODV n/a 1280. 3300. 21500. 59000. 103000. 140000.rate-bandwidth_byterate_ARP 8.38 57.6 625. 1350. 2110. 2820. 20.1 69.8 823. 2710. 4970. 6300.rate-bandwidth_byterate_MAC 2840. 14900. 88500. 120000. 139000. 154000. 4190. 22200. 111000. 152000. 179000. 191000.rate-bandwidth_byterate_OLSR 433. 1390. 7800. 14200. 20300. 27000. n/arate-bandwidth_byterate_
br 2640. 13000. 69300. 88200. 97100. 105000. 4190. 21000. 78000. 75900. 64000. 54100.rate-bandwidth_pa
ketrate_AODV n/a 13.1 33.4 217. 594. 1030. 1400.rate-bandwidth_pa
ketrate_ARP .105 .720 7.81 16.9 26.4 35.3 .252 .873 10.3 33.8 62.1 78.8rate-bandwidth_pa
ketrate_MAC 69.9 365. 2150. 2910. 3360. 3710. 104. 547. 2710. 3680. 4310. 4600.rate-bandwidth_pa
ketrate_OLSR 6.02 19.4 108. 197. 282. 375. n/arate-bandwidth_pa
ketrate_
br 19.4 95.8 509. 648. 714. 769. 30.8 155. 574. 558. 471. 397.time-avgpa
ketdelay .00542 .0633 .616 1.12 1.53 1.95 .375 .529 .693 .916 1.03 1.15

TableB.25.:DensityTest,VariableTra�
-Means.
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B.SimulationData

Density Test, Variable Tra�
 - Standard DeviationsOLSR AODV10.0 20.0 50.0 75.0 100.0 125.0 10.0 20.0 50.0 75.0 100.0 125.0Number of simulations 31.0 30.0 32.0 35.0 32.0 32.0 31.0 30.0 32.0 32.0 36.0 32.0
ount-noroutedrop 1450. 2840. 2260. 2150. 2150. 2740. 143. 459. 753. 1090. 1110. 1070.
ount-olsr_hello 4.91 6.47 9.95 14.5 16.1 14.2 n/a
ount-olsr_t
 37.8 64.6 72.5 60.2 75.8 88.4 n/a
ount-olsr_total 38.7 62.4 73.3 62.2 80.3 92.1 n/a
ount-re
eived 1320. 2010. 2640. 2200. 2020. 3000. 1730. 2450. 2360. 2750. 1470. 2110.
ount-sent 1.65 2.32 2.69 4.39 5.13 4.70 1.43 2.45 3.31 3.69 4.51 4.85rate-IFQ_�_AODV n/a .000 .231 1.96 13.9 26.4 47.8rate-IFQ_�_ARP .000 .127 .911 1.32 1.21 2.22 .000 .183 1.27 6.92 16.2 23.0rate-IFQ_�_OLSR .000 .121 1.63 2.99 4.37 5.79 n/arate-IFQ_�_
br .134 1.78 7.40 5.73 7.91 8.08 .225 1.43 8.20 9.70 11.0 14.5rate-IFQ_ARP_AODV n/a .00817 .028 .953 7.11 16.0 23.7rate-IFQ_ARP_
br .032 .355 1.80 2.52 2.02 4.23 .078 .162 .945 2.59 4.40 4.71rate-IFQ_END_AODV n/a .00231 .00211 .00985 .0394 .262 .581rate-IFQ_END_
br .000 .00369 .0133 .0241 .0289 .0382 .000 .000 .0027 .00447 .0137 .0176rate-MAC_�_AODV n/a .060 .913 19.7 75.6 139. 268.rate-MAC_�_ARP .000 .0536 1.13 3.17 5.25 10.9 .0191 .0666 2.34 13.6 24.0 29.6rate-MAC_�_OLSR .0136 .328 11.5 28.6 57.3 84.9 n/arate-MAC_�_
br .728 2.81 2.70 2.85 2.45 3.45 .758 1.67 2.07 2.57 1.58 1.81rate-MAC_BSY_MAC .000 .0169 .0705 .0918 .0938 .076 .000 .0318 .0968 .0712 .0627 .0638rate-MAC_COL_MAC .324 2.85 18.6 17.6 17.4 22.4 .343 5.22 21.3 17.6 17.4 14.3rate-MAC_RET_MAC .725 2.69 2.31 2.17 2.35 2.37 .751 1.59 1.51 1.24 1.16 1.35rate-RTR_CBK_
br n/a .735 1.56 1.70 2.87 4.60 4.91rate-RTR_IFQ_AODV n/a .000 .000 .00558 .0294 .0522 .0832rate-RTR_IFQ_
br n/a 7.39 11.5 3.50 3.30 5.54 7.26rate-RTR_LOOP_
br .000 .214 .462 .523 .544 .434 1.86 1.05 1.72 1.10 1.37 1.03rate-RTR_NRTE_AODV n/a .000 .000 .558 1.44 1.59 1.53rate-RTR_NRTE_
br 5.78 11.4 9.08 8.52 8.59 10.9 .708 1.84 2.98 4.89 4.09 4.21rate-RTR_TOUT_AODV n/a .000 .000 .000 .00406 .0194 .0304rate-RTR_TOUT_
br n/a .617 .997 .314 .116 .289 .477rate-RTR_TTL_AODV n/a .0454 .116 1.85 4.14 5.13 8.54rate-RTR_TTL_
br .000 .172 .552 .351 .288 .250 1.22 1.29 .889 .684 .310 .272rate-bandwidth_byterate_AODV n/a 58.0 210. 1780. 3510. 2850. 2980.rate-bandwidth_byterate_ARP 4.85 26.4 125. 144. 120. 203. 15.7 27.1 148. 358. 407. 420.rate-bandwidth_byterate_MAC 1660. 5580. 4900. 5450. 4430. 4680. 3200. 6490. 6120. 6670. 6260. 5390.rate-bandwidth_byterate_OLSR 44.7 210. 564. 681. 1030. 1190. n/arate-bandwidth_byterate_
br 1580. 4640. 4290. 4840. 4040. 4580. 3340. 6170. 6290. 7200. 4530. 4490.rate-bandwidth_pa
ketrate_AODV n/a .561 2.04 18.1 35.6 29.2 29.9rate-bandwidth_pa
ketrate_ARP .0606 .329 1.56 1.80 1.50 2.54 .196 .339 1.85 4.48 5.09 5.26rate-bandwidth_pa
ketrate_MAC 41.0 136. 120. 133. 108. 115. 79.4 160. 151. 164. 153. 132.rate-bandwidth_pa
ketrate_OLSR .620 2.92 7.83 9.45 14.3 16.5 n/arate-bandwidth_pa
ketrate_
br 11.7 34.1 31.5 35.6 29.7 33.7 24.5 45.4 46.2 53.0 33.3 33.0time-avgpa
ketdelay .0108 .0423 .101 .146 .177 .238 .358 .228 .124 .130 .128 .175

TableB.26.:DensityTest,VariableTra�
-StandardDeviations.
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Density Test, Constant Tra�
 - MeansOLSR AODV10.0 20.0 50.0 75.0 100.0 125.0 10.0 20.0 50.0 75.0 100.0 125.0Number of simulations 30.0 35.0 32.0 32.0 32.0 32.0 31.0 34.0 32.0 32.0 32.0 32.0
ount-noroutedrop 45800. 35500. 12000. 5730. 4130. 4160. 483. 2570. 8780. 10100. 11100. 11600.
ount-olsr_hello 1250. 2500. 6250. 9380. 12500. 15600. n/a
ount-olsr_t
 123. 508. 1940. 3120. 4290. 5500. n/a
ount-olsr_total 1370. 3010. 8190. 12500. 16800. 21100. n/a
ount-re
eived 14800. 20100. 25300. 25800. 26000. 25900. 13700. 22500. 24900. 23600. 20000. 15900.
ount-sent 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600. 62600.rate-IFQ_�_AODV n/a .440 1.44 7.60 21.5 81.1 230.rate-IFQ_�_ARP .060 .298 3.49 5.60 6.57 6.88 .120 .776 3.84 9.79 34.4 81.6rate-IFQ_�_OLSR .0836 .641 9.97 24.4 43.2 62.3 n/arate-IFQ_�_
br 3.69 15.3 63.1 74.8 74.6 70.5 5.50 30.9 87.6 93.9 106. 115.rate-IFQ_ARP_AODV n/a .016 .130 2.89 11.7 47.2 110.rate-IFQ_ARP_
br .104 .764 8.12 13.5 16.7 19.1 .239 .767 3.10 4.90 7.74 10.8rate-IFQ_END_AODV n/a .000 .00667 .0229 .064 .433 1.80rate-IFQ_END_
br .004 .0058 .0335 .082 .131 .197 .000 .004 .00444 .00655 .0102 .0144rate-MAC_�_AODV n/a .442 7.92 138. 463. 1230. 2620.rate-MAC_�_ARP .00857 .0909 3.55 11.0 21.2 36.9 .0263 .327 8.01 30.5 102. 214.rate-MAC_�_OLSR .0488 1.31 63.9 246. 644. 1370. n/arate-MAC_�_
br 4.72 12.7 37.3 47.0 51.9 55.6 3.48 11.4 24.9 24.3 20.4 17.1rate-MAC_BSY_MAC .0275 .0745 .488 .547 .525 .469 .0337 .270 .665 .661 .593 .541rate-MAC_COL_MAC 1.52 15.0 137. 175. 198. 218. 5.70 57.9 221. 288. 388. 484.rate-MAC_RET_MAC 4.59 11.5 26.6 33.6 36.7 39.3 3.13 7.48 14.4 19.3 24.0 28.0rate-RTR_CBK_
br n/a 3.32 7.85 13.5 15.4 16.4 17.9rate-RTR_IFQ_AODV n/a .004 .008 .0145 .0143 .0324 .0919rate-RTR_IFQ_
br n/a 177. 100. 7.14 3.62 6.67 13.7rate-RTR_LOOP_
br .346 .472 1.74 1.22 .621 .511 4.45 4.87 3.89 1.96 1.26 1.15rate-RTR_NRTE_AODV n/a .000 .0333 1.20 4.90 12.3 18.9rate-RTR_NRTE_
br 183. 142. 47.7 22.8 16.5 16.6 1.93 10.3 33.9 35.6 32.0 27.6rate-RTR_TOUT_AODV n/a .000 .004 .004 .0048 .013 .0536rate-RTR_TOUT_
br n/a .753 2.22 .343 .064 .145 .439rate-RTR_TTL_AODV n/a .279 1.30 13.2 35.9 76.0 133.rate-RTR_TTL_
br .124 .314 1.70 1.32 1.05 .743 2.19 3.14 1.37 .488 .212 .111rate-bandwidth_byterate_AODV n/a 1990. 5100. 21300. 42600. 75000. 109000.rate-bandwidth_byterate_ARP 15.4 85.8 633. 1070. 1400. 1700. 59.8 163. 780. 1580. 3130. 4620.rate-bandwidth_byterate_MAC 13600. 34600. 89700. 98000. 99000. 96500. 21400. 58200. 113000. 127000. 145000. 158000.rate-bandwidth_byterate_OLSR 433. 1320. 8090. 17200. 29000. 43300. n/arate-bandwidth_byterate_
br 12500. 29600. 69900. 71600. 69600. 65500. 21900. 53600. 80300. 72400. 60000. 48600.rate-bandwidth_pa
ketrate_AODV n/a 19.9 51.1 214. 430. 755. 1090.rate-bandwidth_pa
ketrate_ARP .193 1.07 7.91 13.4 17.5 21.2 .748 2.03 9.75 19.8 39.1 57.7rate-bandwidth_pa
ketrate_MAC 334. 845. 2180. 2370. 2390. 2320. 530. 1430. 2740. 3070. 3510. 3820.rate-bandwidth_pa
ketrate_OLSR 6.01 18.3 112. 239. 403. 601. n/arate-bandwidth_pa
ketrate_
br 91.6 218. 514. 527. 512. 482. 161. 394. 591. 532. 441. 358.time-avgpa
ketdelay .0401 .138 .643 .885 1.02 1.13 .131 .443 .684 .806 .933 .945

TableB.27.:DensityTest,ConstantTra�
-Means.
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B.SimulationData

Density Test, Constant Tra�
 - Standard DeviationsOLSR AODV10.0 20.0 50.0 75.0 100.0 125.0 10.0 20.0 50.0 75.0 100.0 125.0Number of simulations 30.0 35.0 32.0 32.0 32.0 32.0 31.0 34.0 32.0 32.0 32.0 32.0
ount-noroutedrop 5160. 5660. 2510. 1200. 791. 732. 493. 1310. 1000. 973. 904. 1080.
ount-olsr_hello 3.90 7.99 11.0 11.4 13.7 18.4 n/a
ount-olsr_t
 33.9 49.7 67.0 75.4 88.4 83.9 n/a
ount-olsr_total 33.2 51.9 69.1 74.3 91.0 86.4 n/a
ount-re
eived 4070. 3650. 2280. 1990. 1900. 1900. 4650. 3610. 2190. 3670. 5150. 4270.
ount-sent 3.27 3.53 4.11 3.47 3.89 3.72 4.00 4.14 3.60 3.65 3.46 4.08rate-IFQ_�_AODV n/a .264 1.15 2.99 13.5 36.3 52.9rate-IFQ_�_ARP .000 .389 .794 1.26 1.12 .662 .221 .738 1.83 5.77 16.1 22.1rate-IFQ_�_OLSR .0792 .337 1.52 2.97 4.21 4.91 n/arate-IFQ_�_
br 4.18 8.41 6.41 4.36 5.37 4.67 8.42 18.8 8.93 11.7 18.6 12.5rate-IFQ_ARP_AODV n/a .022 .0928 1.24 6.17 20.8 27.7rate-IFQ_ARP_
br .0947 .696 1.47 2.10 2.08 1.21 .147 .585 1.24 2.11 2.49 2.91rate-IFQ_END_AODV n/a .000 .00462 .0135 .023 .252 .451rate-IFQ_END_
br .000 .00204 .0131 .0192 .0292 .0305 .000 .000 .00133 .0037 .00601 .010rate-MAC_�_AODV n/a .393 2.99 23.2 80.3 186. 281.rate-MAC_�_ARP .00877 .102 .918 1.98 3.13 5.66 .0286 .282 3.02 12.0 31.0 43.8rate-MAC_�_OLSR .0355 .668 10.7 37.7 66.4 174. n/arate-MAC_�_
br 2.07 2.71 2.76 2.91 2.68 2.92 1.43 3.00 2.01 1.71 3.01 2.84rate-MAC_BSY_MAC .0536 .0492 .0785 .0771 .0718 .0572 .0362 .116 .0738 .0811 .0737 .0687rate-MAC_COL_MAC 1.84 9.93 18.1 25.0 19.9 17.1 8.64 28.3 25.4 24.9 35.7 39.1rate-MAC_RET_MAC 2.01 2.30 2.37 2.76 1.92 1.92 1.07 1.43 1.01 1.24 2.30 1.89rate-RTR_CBK_
br n/a 1.08 1.53 1.52 1.74 2.55 2.28rate-RTR_IFQ_AODV n/a .000 .00566 .0172 .0139 .032 .0381rate-RTR_IFQ_
br n/a 27.9 32.3 5.22 1.47 2.16 3.67rate-RTR_LOOP_
br .0456 .349 .471 .319 .235 .175 3.49 2.37 1.97 1.01 .592 .770rate-RTR_NRTE_AODV n/a .000 .0273 .494 2.01 3.85 3.43rate-RTR_NRTE_
br 20.7 22.7 9.99 4.79 3.15 2.93 1.97 5.24 3.82 3.70 3.44 2.98rate-RTR_TOUT_AODV n/a .000 .000 .000 .00179 .00768 .0371rate-RTR_TOUT_
br n/a .363 1.25 .180 .032 .148 .297rate-RTR_TTL_AODV n/a .0764 .178 2.35 4.61 9.22 12.1rate-RTR_TTL_
br .0978 .194 .316 .372 .249 .213 1.92 1.39 1.08 .333 .203 .0997rate-bandwidth_byterate_AODV n/a 127. 391. 2140. 5700. 11500. 11900.rate-bandwidth_byterate_ARP 6.53 39.1 87.0 81.6 120. 95.7 26.0 73.2 176. 394. 665. 742.rate-bandwidth_byterate_MAC 5420. 8750. 4220. 4770. 4860. 3330. 12100. 14500. 6540. 6000. 7790. 8560.rate-bandwidth_byterate_OLSR 28.7 119. 629. 1030. 1540. 1890. n/arate-bandwidth_byterate_
br 4850. 7620. 3640. 3990. 4080. 2590. 12700. 12500. 6540. 7650. 8070. 7220.rate-bandwidth_pa
ketrate_AODV n/a 1.25 4.00 21.6 57.7 116. 120.rate-bandwidth_pa
ketrate_ARP .0816 .489 1.09 1.02 1.51 1.20 .325 .915 2.20 4.92 8.31 9.27rate-bandwidth_pa
ketrate_MAC 133. 214. 103. 116. 118. 80.4 301. 354. 160. 146. 186. 204.rate-bandwidth_pa
ketrate_OLSR .399 1.66 8.73 14.3 21.3 26.3 n/arate-bandwidth_pa
ketrate_
br 35.6 56.0 26.7 29.4 30.0 19.1 93.7 91.7 48.1 56.3 59.4 53.1time-avgpa
ketdelay .0351 .0592 .0914 .130 .146 .125 .0966 .166 .120 .106 .169 .161

TableB.28.:DensityTest,ConstantTra�
-StandardDeviations.
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Duration Test - MeansOLSR AODV1.0 5.0 10.0 20.0 40.0 80.0 120.0 190.0 240.0 1.0 5.0 10.0 20.0 40.0 80.0 120.0 190.0 240.0Number of simulations 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 34.0 36.0 32.0 32.0
ount-noroutedrop 12300. 10500. 10400. 11500. 11900. 13700. 15800. 12500. 10300. 11300. 9780. 9270. 8780. 8980. 8510. 8240. 8430. 8380.
ount-olsr_hello 6250. 6250. 6250. 6250. 6250. 6250. 6250. 6250. 6250. n/a
ount-olsr_t
 1750. 1740. 1750. 1720. 1740. 1730. 1720. 1740. 1740. n/a
ount-olsr_total 8000. 7990. 8000. 7960. 7990. 7980. 7960. 8000. 7990. n/a
ount-re
eived 27100. 26600. 26400. 25600. 25500. 24800. 23400. 24000. 27500. 18200. 23100. 25100. 26800. 25300. 24000. 23800. 24900. 30600.
ount-sent 67500. 63500. 63000. 62600. 62500. 62500. 62500. 60800. 62400. 67500. 63500. 63000. 62600. 62500. 62500. 62500. 60800. 62400.rate-IFQ_�_AODV n/a 40.3 14.5 9.77 6.89 6.96 8.03 8.71 5.61 3.91rate-IFQ_�_ARP 2.54 3.28 3.67 3.55 3.49 3.39 2.90 3.18 3.24 16.0 6.22 4.36 3.22 3.56 4.53 4.71 3.21 1.57rate-IFQ_�_OLSR 10.7 9.37 9.45 8.84 8.90 8.11 7.43 8.74 9.55 n/arate-IFQ_�_
br 69.6 64.6 64.0 62.5 62.2 59.2 58.4 59.5 60.2 121. 99.5 92.7 85.9 87.5 91.3 90.5 80.5 67.8rate-IFQ_ARP_AODV n/a 15.5 6.19 4.21 2.94 2.90 3.14 3.11 2.20 1.41rate-IFQ_ARP_
br 6.44 7.81 8.56 8.20 8.27 7.87 7.05 7.63 7.83 7.79 4.07 3.17 2.63 2.83 3.46 3.67 2.81 1.53rate-IFQ_END_AODV n/a .045 .0199 .0195 .0195 .0218 .0229 .024 .0213 .0195rate-IFQ_END_
br .030 .030 .033 .0314 .0345 .0336 .0303 .0303 .0374 .0114 .00612 .00467 .00489 .0044 .00533 .00492 .00567 .0044rate-MAC_�_AODV n/a 287. 204. 176. 152. 138. 125. 123. 119. 117.rate-MAC_�_ARP 3.78 3.75 3.84 3.59 3.71 3.46 3.31 3.50 3.32 21.8 11.7 8.92 7.25 7.61 8.35 8.79 7.07 4.55rate-MAC_�_OLSR 63.5 59.0 60.7 57.3 57.9 53.2 51.0 55.9 61.5 n/arate-MAC_�_
br 43.5 39.7 38.9 38.2 36.5 35.0 34.2 36.3 37.0 26.4 26.7 26.5 25.6 25.2 24.1 23.8 24.5 25.9rate-MAC_BSY_MAC .523 .482 .461 .490 .450 .443 .442 .435 .481 .736 .738 .723 .700 .686 .622 .582 .662 .756rate-MAC_COL_MAC 141. 130. 131. 130. 126. 122. 123. 121. 127. 320. 278. 253. 231. 223. 208. 199. 209. 218.rate-MAC_RET_MAC 32.3 29.5 28.8 27.9 26.9 25.5 24.5 26.9 27.2 20.6 17.7 17.0 15.5 15.2 14.6 14.4 14.6 14.7rate-RTR_CBK_
br n/a 18.0 14.3 13.9 13.3 13.7 14.2 14.6 13.7 13.0rate-RTR_IFQ_AODV n/a .004 .008 .00667 .0105 .00714 .009 .0167 .0164 .006rate-RTR_IFQ_
br n/a 1.42 2.19 2.23 3.99 6.07 7.31 8.70 7.86 7.07rate-RTR_LOOP_
br 1.93 1.66 1.73 1.94 1.69 1.82 1.80 1.62 1.73 3.97 2.61 2.40 2.45 2.90 3.89 4.27 4.54 3.44rate-RTR_NRTE_AODV n/a 4.30 2.73 1.91 1.31 1.25 1.43 1.35 .867 .462rate-RTR_NRTE_
br 49.1 42.0 41.4 45.6 47.3 54.7 62.8 49.9 41.0 40.8 36.4 35.2 33.8 34.7 32.6 31.6 32.8 33.1rate-RTR_TOUT_AODV n/a .004 .000 .004 .000 .004 .004 .005 .000 .000rate-RTR_TOUT_
br n/a .264 .444 .359 .308 .264 .215 .215 .236 .000rate-RTR_TTL_AODV n/a 25.6 23.2 20.6 17.0 14.2 11.9 10.9 10.0 9.70rate-RTR_TTL_
br 1.94 1.85 1.82 1.87 1.74 1.71 1.48 1.64 1.86 3.31 2.05 1.66 1.34 1.22 1.26 1.08 1.31 1.13rate-bandwidth_byterate_AODV n/a 50600. 34200. 28900. 24000. 21700. 20000. 19200. 18400. 17400.rate-bandwidth_byterate_ARP 645. 669. 683. 642. 645. 604. 571. 619. 629. 1760. 1120. 928. 782. 775. 798. 806. 724. 568.rate-bandwidth_byterate_MAC 97800. 93700. 92300. 91300. 88000. 83900. 81400. 85300. 91800. 148000. 131000. 125000. 120000. 114000. 107000. 103000. 109000. 117000.rate-bandwidth_byterate_OLSR 6820. 7100. 7350. 7160. 7300. 7490. 7560. 7540. 7300. n/arate-bandwidth_byterate_
br 73700. 72300. 71300. 71000. 68600. 65800. 63700. 66400. 72000. 80300. 82200. 82800. 83900. 80300. 76400. 73900. 79000. 88000.rate-bandwidth_pa
ketrate_AODV n/a 510. 344. 291. 242. 219. 202. 194. 186. 175.rate-bandwidth_pa
ketrate_ARP 8.06 8.36 8.54 8.03 8.06 7.55 7.14 7.73 7.86 22.0 14.0 11.6 9.78 9.69 9.97 10.1 9.05 7.11rate-bandwidth_pa
ketrate_MAC 2370. 2270. 2240. 2220. 2140. 2040. 1980. 2070. 2230. 3590. 3180. 3040. 2920. 2770. 2610. 2510. 2650. 2850.rate-bandwidth_pa
ketrate_OLSR 94.7 98.6 102. 99.4 101. 104. 105. 105. 101. n/arate-bandwidth_pa
ketrate_
br 542. 532. 525. 522. 504. 484. 468. 488. 530. 591. 604. 609. 617. 590. 562. 543. 581. 647.time-avgpa
ketdelay .812 .648 .636 .614 .644 .607 .624 .633 .585 .815 .785 .719 .691 .698 .669 .676 .722 .680

TableB.29.:DurationTest-Means.
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B.SimulationData

Duration Test - Standard DeviationsOLSR AODV1.0 5.0 10.0 20.0 40.0 80.0 120.0 190.0 240.0 1.0 5.0 10.0 20.0 40.0 80.0 120.0 190.0 240.0Number of simulations 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 34.0 36.0 32.0 32.0
ount-noroutedrop 2060. 1940. 1960. 2120. 2130. 2610. 2560. 3660. 2780. 700. 442. 589. 822. 906. 994. 1020. 1400. 1760.
ount-olsr_hello 10.1 8.96 8.76 11.5 12.2 11.2 11.1 9.58 12.4 n/a
ount-olsr_t
 73.0 53.8 58.8 65.7 50.3 50.2 47.5 44.9 84.9 n/a
ount-olsr_total 76.0 52.9 59.7 66.7 50.4 52.8 49.5 45.8 87.3 n/a
ount-re
eived 1110. 1270. 1650. 1870. 2330. 2700. 3240. 3640. 3290. 1790. 1570. 2270. 1790. 1920. 2380. 3550. 3550. 5190.
ount-sent 26.7 14.3 11.8 6.70 3.61 .000 .000 .000 .000 32.4 16.8 9.56 5.96 4.73 .000 .000 .000 .000rate-IFQ_�_AODV n/a 11.5 4.03 2.80 1.58 2.11 2.31 2.77 2.08 2.04rate-IFQ_�_ARP .605 .861 .812 1.15 .672 .857 .845 .892 .938 3.93 2.20 1.46 1.08 1.35 1.38 1.42 1.42 .907rate-IFQ_�_OLSR 1.94 1.38 1.37 1.72 1.65 1.21 1.20 1.17 1.81 n/arate-IFQ_�_
br 6.50 6.07 5.34 7.38 6.64 7.12 6.59 6.43 9.14 6.93 5.34 6.29 5.74 6.74 7.73 11.6 9.99 14.1rate-IFQ_ARP_AODV n/a 3.94 1.66 .940 .645 .786 1.01 .905 .904 .625rate-IFQ_ARP_
br 1.26 1.59 1.32 2.03 1.29 1.54 1.49 1.53 1.62 1.56 1.26 .998 .802 .963 .960 1.01 1.09 .713rate-IFQ_END_AODV n/a .0203 .0122 .0112 .00791 .0112 .00976 .0111 .0115 .00818rate-IFQ_END_
br .0132 .0127 .0145 .0105 .0152 .0151 .0111 .0114 .0141 .00662 .00287 .00153 .00176 .00126 .00289 .0024 .00267 .00126rate-MAC_�_AODV n/a 40.3 25.1 19.6 13.9 21.9 16.7 19.2 22.6 25.9rate-MAC_�_ARP .959 1.02 .907 1.05 .777 .921 .986 .814 .866 5.41 3.27 2.24 1.60 2.43 2.34 2.55 2.80 1.64rate-MAC_�_OLSR 10.9 9.42 10.2 9.65 11.1 8.81 8.88 8.26 11.8 n/arate-MAC_�_
br 1.89 2.30 1.68 2.34 2.93 2.38 2.95 3.00 3.92 1.38 1.61 1.77 1.62 1.83 2.03 2.49 2.43 3.63rate-MAC_BSY_MAC .0884 .0735 .0695 .0527 .0671 .0833 .0762 .0631 .0978 .0678 .0572 .0657 .0882 .0888 .0898 .0944 .0765 .103rate-MAC_COL_MAC 15.6 14.3 19.1 16.5 22.0 18.8 19.7 18.4 26.3 14.0 17.6 15.7 19.4 16.5 22.0 20.7 24.4 40.4rate-MAC_RET_MAC 1.68 2.44 1.67 2.37 2.21 1.95 2.46 2.21 2.51 1.28 1.51 1.27 1.20 1.35 1.19 1.30 1.28 1.69rate-RTR_CBK_
br n/a 1.50 1.62 1.60 1.11 1.62 1.63 1.80 1.36 1.54rate-RTR_IFQ_AODV n/a .000 .0052 .00413 .00601 .0039 .00516 .0274 .0177 .00219rate-RTR_IFQ_
br n/a 1.47 2.09 1.21 2.81 3.95 4.59 5.38 4.47 4.14rate-RTR_LOOP_
br .503 .406 .423 .684 .499 .496 .608 .527 .649 .765 .644 .783 .719 1.72 1.60 2.40 3.04 2.61rate-RTR_NRTE_AODV n/a .943 .701 .428 .341 .379 .492 .498 .410 .335rate-RTR_NRTE_
br 8.21 7.77 7.88 8.44 8.52 10.4 10.2 14.6 11.1 3.23 1.79 2.18 3.20 3.60 3.93 4.02 5.51 6.82rate-RTR_TOUT_AODV n/a .000 .000 .000 .000 .000 .000 .002 .000 .000rate-RTR_TOUT_
br n/a .443 .485 .380 .195 .127 .0922 .0768 .000 .000rate-RTR_TTL_AODV n/a 2.25 1.69 1.63 1.43 1.61 1.90 1.87 2.40 2.39rate-RTR_TTL_
br .365 .323 .357 .407 .425 .452 .442 .461 .468 1.01 .684 .785 .768 .655 .897 1.02 1.03 1.18rate-bandwidth_byterate_AODV n/a 2540. 1910. 1560. 1310. 1270. 1580. 1740. 2080. 3030.rate-bandwidth_byterate_ARP 85.5 105. 76.3 110. 81.5 76.4 78.8 89.5 74.8 259. 199. 149. 116. 140. 114. 125. 166. 141.rate-bandwidth_byterate_MAC 4290. 3780. 4520. 3480. 4470. 4410. 4640. 4380. 6760. 6160. 4100. 4050. 6360. 5880. 7360. 7450. 6790. 8690.rate-bandwidth_byterate_OLSR 540. 461. 452. 516. 479. 417. 517. 440. 641. n/arate-bandwidth_byterate_
br 3960. 3510. 4080. 3350. 3860. 3920. 3770. 3560. 5330. 8350. 5570. 3990. 6340. 5790. 6540. 6960. 6690. 5810.rate-bandwidth_pa
ketrate_AODV n/a 25.0 19.4 15.8 13.4 12.8 16.0 17.6 20.9 30.4rate-bandwidth_pa
ketrate_ARP 1.07 1.31 .953 1.38 1.02 .955 .985 1.12 .935 3.23 2.49 1.87 1.45 1.75 1.43 1.56 2.08 1.76rate-bandwidth_pa
ketrate_MAC 105. 92.5 111. 85.2 109. 108. 112. 106. 164. 153. 102. 99.4 157. 145. 180. 183. 166. 210.rate-bandwidth_pa
ketrate_OLSR 7.50 6.40 6.27 7.16 6.65 5.79 7.19 6.11 8.90 n/arate-bandwidth_pa
ketrate_
br 29.1 25.8 30.0 24.6 28.4 28.9 27.7 26.2 39.2 61.4 41.0 29.4 46.6 42.6 48.1 51.2 49.2 42.8time-avgpa
ketdelay .110 .0844 .0971 .111 .132 .102 .0977 .0986 .117 .101 .117 .0783 .0899 .0842 .112 .120 .127 .156

TableB.30.:DurationTest-StandardDeviations.



137

Bulk Transfer Test - MeansOLSR AODV6.0 8.0 10.0 12.0 14.0 16.0 18.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0Number of simulations 32.0 35.0 36.0 32.0 32.0 33.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop 1180. 2050. 3440. 4420. 6700. 7400. 9910. 2430. 3330. 3870. 4370. 4800. 5190. 5490.
ount-olsr_hello 6250. 6250. 6250. 6170. 6240. 6250. 6250. n/a
ount-olsr_t
 1750. 1740. 1780. 1730. 1770. 1750. 1780. n/a
ount-olsr_total 8000. 7990. 8030. 7900. 8020. 8000. 8030. n/a
ount-re
eived 27800. 30700. 34400. 36200. 40600. 41800. 44400. 21400. 23300. 24300. 25100. 25700. 26200. 26600.
ount-sent 33900. 38500. 44900. 47900. 55300. 57700. 63700. 27500. 31700. 34900. 38000. 40900. 43800. 46400.rate-IFQ_�_AODV n/a 16.3 25.0 40.1 47.4 58.4 67.2 75.8rate-IFQ_�_ARP .127 .277 .360 .355 .465 .625 .657 5.17 7.43 11.1 14.7 17.4 19.9 22.4rate-IFQ_�_OLSR 3.11 4.85 5.62 4.95 6.16 6.93 7.53 n/arate-IFQ_�_a
k .751 1.21 1.61 1.67 2.04 2.33 2.77 1.60 2.40 3.08 3.63 4.12 4.73 5.02rate-IFQ_�_t
p 2.04 3.72 5.44 5.77 7.51 9.19 10.4 5.60 9.78 15.4 20.4 26.2 31.9 37.9rate-IFQ_ARP_AODV n/a 10.5 14.0 19.1 23.5 26.0 28.4 31.0rate-IFQ_ARP_a
k .348 .431 .503 .501 .543 .580 .607 .115 .141 .152 .169 .177 .193 .188rate-IFQ_ARP_t
p .791 1.16 1.48 1.47 1.74 2.07 2.20 .615 1.01 1.62 2.27 2.93 3.65 4.33rate-IFQ_END_AODV n/a .0494 .0569 .0706 .0831 .0898 .0946 .103rate-IFQ_END_a
k .0114 .00821 .0121 .0133 .0112 .011 .0103 .00431 .00467 .004 .00618 .00444 .00444 .00533rate-IFQ_END_t
p .0331 .0368 .0412 .0421 .0538 .0616 .0594 .0128 .0165 .0216 .0251 .0314 .0388 .0384rate-MAC_�_AODV n/a 245. 269. 313. 329. 350. 364. 377.rate-MAC_�_ARP 2.51 3.09 3.55 3.25 3.80 4.15 4.55 12.0 14.8 19.5 22.0 23.1 24.6 26.7rate-MAC_�_OLSR 114. 113. 110. 96.2 96.5 94.7 95.0 n/arate-MAC_�_a
k 5.24 5.68 5.70 5.65 5.70 5.76 5.81 2.90 2.69 2.32 2.17 1.96 1.90 1.73rate-MAC_�_t
p 21.0 24.6 26.0 27.1 27.4 28.7 29.1 18.0 20.5 21.0 22.4 23.0 24.0 24.3rate-MAC_BSY_MAC .525 .672 .809 .835 .913 .929 .977 .632 .747 .750 .791 .801 .878 .880rate-MAC_COL_MAC 144. 163. 178. 184. 187. 193. 199. 219. 243. 259. 267. 281. 292. 296.rate-MAC_RET_MAC 14.6 17.2 18.2 18.4 19.1 20.1 20.4 18.3 19.2 19.2 20.1 19.7 19.6 19.8rate-RTR_CBK_a
k n/a 2.00 1.79 1.56 1.46 1.32 1.26 1.16rate-RTR_CBK_t
p n/a 6.43 7.33 8.02 9.05 9.73 10.6 11.4rate-RTR_IFQ_t
p n/a .000 .000 .000 .000 .000 .068 .161rate-RTR_LOOP_a
k .0733 .0996 .129 .129 .131 .146 .163 .0791 .0766 .066 .0639 .050 .0451 .0404rate-RTR_LOOP_t
p .179 .305 .426 .454 .508 .560 .611 .479 .720 .869 1.11 1.29 1.53 1.67rate-RTR_NRTE_AODV n/a 2.86 3.76 4.77 5.17 5.53 5.59 5.84rate-RTR_NRTE_a
k .813 1.28 1.70 2.32 2.47 2.67 3.00 1.32 1.51 1.36 1.31 1.24 1.31 1.17rate-RTR_NRTE_t
p 3.91 7.23 12.1 18.5 24.3 29.7 36.7 5.53 8.07 9.35 11.0 12.4 13.9 15.0rate-RTR_TOUT_AODV n/a .006 .00533 .0109 .00862 .0085 .010 .00988rate-RTR_TOUT_a
k n/a .004 .0045 .004 .004 .005 .004 .00533rate-RTR_TOUT_t
p n/a .0924 .0785 .108 .141 .143 .139 .335rate-RTR_TTL_AODV n/a 21.3 22.1 24.2 24.9 25.3 25.5 26.5rate-RTR_TTL_a
k .0546 .0484 .0482 .0384 .0353 .0293 .030 .0519 .046 .0314 .0254 .0211 .0188 .0155rate-RTR_TTL_t
p .392 .524 .623 .625 .647 .667 .662 .345 .524 .609 .748 .793 .863 .934rate-bandwidth_byterate_AODV n/a 39700. 43800. 47700. 50300. 52500. 54100. 55600.rate-bandwidth_byterate_ARP 374. 406. 433. 426. 444. 469. 483. 985. 1160. 1390. 1550. 1610. 1710. 1820.rate-bandwidth_byterate_MAC 51600. 56300. 60000. 63900. 65400. 66700. 67900. 82100. 89600. 92700. 96600. 99200. 102000. 103000.rate-bandwidth_byterate_OLSR 8120. 7450. 6910. 6340. 6080. 5750. 5570. n/arate-bandwidth_byterate_a
k 14600. 14800. 15400. 16500. 16700. 16700. 16800. 12000. 11700. 10900. 10500. 10100. 9820. 9550.rate-bandwidth_byterate_t
p 193000. 209000. 222000. 239000. 244000. 248000. 252000. 185000. 205000. 208000. 220000. 226000. 236000. 242000.rate-bandwidth_pa
ketrate_AODV n/a 401. 441. 480. 507. 528. 544. 558.rate-bandwidth_pa
ketrate_ARP 4.68 5.07 5.42 5.33 5.55 5.87 6.03 12.3 14.5 17.3 19.4 20.1 21.4 22.8rate-bandwidth_pa
ketrate_MAC 1260. 1370. 1460. 1550. 1590. 1620. 1650. 2000. 2180. 2250. 2340. 2410. 2470. 2500.rate-bandwidth_pa
ketrate_OLSR 113. 104. 95.9 88.1 84.4 79.8 77.3 n/arate-bandwidth_pa
ketrate_a
k 130. 133. 137. 148. 149. 149. 150. 107. 105. 97.3 93.4 90.3 87.7 85.3rate-bandwidth_pa
ketrate_t
p 180. 195. 207. 223. 228. 231. 235. 172. 191. 194. 205. 211. 220. 226.time-avgpa
ketdelay .493 .640 .719 .685 .751 .791 .863 .392 .418 .419 .419 .421 .438 .432

TableB.31.:BulkTransferTest-Means.
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B.SimulationData

Bulk Transfer Test - Standard DeviationsOLSR AODV6.0 8.0 10.0 12.0 14.0 16.0 18.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0Number of simulations 32.0 35.0 36.0 32.0 32.0 33.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop 322. 387. 451. 941. 527. 1020. 598. 165. 207. 198. 278. 259. 400. 399.
ount-olsr_hello 9.41 12.7 8.80 442. 12.3 17.5 11.7 n/a
ount-olsr_t
 74.3 90.5 71.3 148. 50.7 69.6 59.0 n/a
ount-olsr_total 77.4 90.3 72.1 577. 53.3 74.0 58.9 n/a
ount-re
eived 919. 1030. 1500. 3190. 1970. 3330. 2770. 1500. 1420. 1330. 1640. 1670. 2200. 1870.
ount-sent 881. 1300. 1300. 4170. 1730. 3560. 2410. 1390. 1340. 1260. 1570. 1620. 2080. 1690.rate-IFQ_�_AODV n/a 6.54 6.54 8.90 12.1 12.0 14.4 15.5rate-IFQ_�_ARP .0642 .138 .148 .181 .155 .211 .236 1.76 2.05 2.91 3.52 4.17 4.40 4.78rate-IFQ_�_OLSR 1.19 1.43 1.56 1.28 1.46 1.78 1.84 n/arate-IFQ_�_a
k .246 .273 .384 .344 .429 .515 .537 .312 .303 .374 .325 .334 .453 .475rate-IFQ_�_t
p .621 .708 1.18 1.20 1.46 2.16 2.12 1.11 1.21 1.51 1.58 1.83 2.05 2.29rate-IFQ_ARP_AODV n/a 2.91 3.18 4.44 4.82 5.65 5.74 6.21rate-IFQ_ARP_a
k .0961 .125 .093 .123 .0925 .0888 .0979 .0327 .028 .0353 .0262 .0303 .0537 .035rate-IFQ_ARP_t
p .168 .261 .251 .327 .326 .383 .442 .151 .172 .257 .406 .462 .631 .618rate-IFQ_END_AODV n/a .0182 .0183 .0254 .0316 .0346 .024 .0372rate-IFQ_END_a
k .00547 .00339 .0058 .00629 .0056 .00628 .006 .00111 .00156 9.06e-19 .00275 .00133 .00133 .00462rate-IFQ_END_t
p .00997 .0163 .0151 .0191 .0189 .0224 .0194 .00616 .00616 .00793 .00875 .0103 .018 .0116rate-MAC_�_AODV n/a 32.0 26.1 29.2 37.7 28.7 37.7 46.7rate-MAC_�_ARP .496 .607 .624 .705 .644 .885 .967 3.19 3.38 4.42 5.11 4.58 5.32 5.37rate-MAC_�_OLSR 17.6 18.7 14.2 12.1 11.6 10.6 12.4 n/arate-MAC_�_a
k .458 .502 .367 .344 .355 .255 .344 .294 .321 .258 .251 .208 .178 .175rate-MAC_�_t
p 1.95 1.88 2.41 2.26 1.82 2.09 1.64 1.30 1.43 2.08 2.18 1.93 1.71 2.02rate-MAC_BSY_MAC .100 .130 .106 .0903 .115 .0983 .0953 .108 .101 .105 .0711 .138 .160 .127rate-MAC_COL_MAC 14.6 10.7 14.2 10.1 15.6 9.87 13.0 12.8 11.9 13.6 12.7 12.1 14.2 14.9rate-MAC_RET_MAC 1.07 1.11 1.27 1.04 1.01 .973 1.19 .891 1.22 1.19 1.33 .987 1.11 1.19rate-RTR_CBK_a
k n/a .223 .220 .158 .167 .139 .136 .111rate-RTR_CBK_t
p n/a .423 .420 .552 .598 .577 .698 .781rate-RTR_IFQ_t
p n/a .000 .000 .000 .000 .000 .000 .0999rate-RTR_LOOP_a
k .0223 .0338 .0421 .0445 .0415 .0431 .0461 .0262 .0231 .0226 .023 .0174 .0209 .0167rate-RTR_LOOP_t
p .0487 .0712 .0843 .117 .121 .126 .112 .0889 .120 .185 .191 .218 .259 .374rate-RTR_NRTE_AODV n/a .746 .755 1.03 .782 .935 .836 1.03rate-RTR_NRTE_a
k .178 .248 .276 .285 .372 .278 .388 .257 .309 .252 .301 .277 .346 .243rate-RTR_NRTE_t
p 1.19 1.23 1.71 1.69 2.07 2.54 2.30 .479 .643 .930 1.04 1.26 1.53 1.57rate-RTR_TOUT_AODV n/a .00231 .002 .00944 .00746 .00459 .00676 .00723rate-RTR_TOUT_a
k n/a .000 .00141 .000 .000 .00283 .000 .00207rate-RTR_TOUT_t
p n/a .132 .0887 .151 .135 .162 .195 .508rate-RTR_TTL_AODV n/a 1.58 1.47 1.61 1.89 1.61 1.88 2.20rate-RTR_TTL_a
k .0221 .0185 .0206 .0174 .0189 .0176 .0188 .0254 .0166 .0139 .0102 .0128 .0118 .0117rate-RTR_TTL_t
p .096 .111 .125 .164 .147 .181 .133 .113 .153 .227 .264 .233 .293 .335rate-bandwidth_byterate_AODV n/a 1990. 1500. 1350. 1230. 1060. 1360. 1620.rate-bandwidth_byterate_ARP 36.5 39.7 26.0 31.5 32.5 31.1 46.0 155. 155. 191. 179. 191. 213. 204.rate-bandwidth_byterate_MAC 2990. 2370. 2850. 2200. 3780. 3650. 2910. 3660. 3190. 3260. 3500. 3310. 4130. 3620.rate-bandwidth_byterate_OLSR 660. 561. 483. 387. 317. 213. 245. n/arate-bandwidth_byterate_a
k 834. 749. 1020. 1060. 1410. 1650. 1340. 1510. 1160. 944. 1030. 777. 1060. 933.rate-bandwidth_byterate_t
p 11400. 10700. 12000. 10200. 15800. 16300. 14300. 20100. 16900. 16800. 18300. 19100. 22200. 23800.rate-bandwidth_pa
ketrate_AODV n/a 20.2 15.2 13.6 12.2 10.7 13.3 15.8rate-bandwidth_pa
ketrate_ARP .456 .497 .325 .394 .406 .389 .575 1.94 1.93 2.39 2.23 2.38 2.67 2.55rate-bandwidth_pa
ketrate_MAC 72.3 58.0 69.6 54.2 92.8 90.6 72.4 89.7 77.6 78.8 85.0 80.9 101. 88.0rate-bandwidth_pa
ketrate_OLSR 9.17 7.79 6.70 5.38 4.40 2.96 3.41 n/arate-bandwidth_pa
ketrate_a
k 7.45 6.69 9.11 9.43 12.6 14.7 12.0 13.5 10.4 8.43 9.23 6.93 9.49 8.33rate-bandwidth_pa
ketrate_t
p 10.6 9.99 11.2 9.51 14.8 15.2 13.3 18.7 15.8 15.7 17.1 17.8 20.7 22.2time-avgpa
ketdelay .0969 .101 .131 .119 .131 .148 .153 .0359 .0424 .0412 .0405 .0337 .0495 .0378

TableB.32.:BulkTransferTest-StandardDeviations.



139

TCP Transfer Time Test - MeansOLSR AODVNumber of simulations 31.0 30.0
ount-noroutedrop 17.5 13.6
ount-olsr_hello 6250. n/a
ount-olsr_t
 1640. n/a
ount-olsr_total 7890. n/a
ount-re
eived 5850. 6180.
ount-sent 6120. 6370.rate-IFQ_�_AODV n/a .004rate-IFQ_�_OLSR .0424 n/arate-IFQ_�_a
k .006 .012rate-IFQ_�_t
p .0096 .022rate-IFQ_ARP_AODV n/a .135rate-IFQ_ARP_a
k .0424 .00817rate-IFQ_ARP_t
p .0467 .0173rate-IFQ_END_AODV n/a .0301rate-IFQ_END_a
k .0132 .00533rate-IFQ_END_t
p .032 .00533rate-MAC_�_AODV n/a 29.9rate-MAC_�_ARP .204 1.07rate-MAC_�_OLSR 28.6 n/arate-MAC_�_a
k .515 .491rate-MAC_�_t
p 1.61 1.71rate-MAC_BSY_MAC .0178 .0352rate-MAC_COL_MAC 14.8 19.3rate-MAC_RET_MAC .854 1.12rate-RTR_CBK_a
k n/a .278rate-RTR_CBK_t
p n/a .395rate-RTR_LOOP_a
k .00533 .004rate-RTR_LOOP_t
p .00646 .0128rate-RTR_NRTE_AODV n/a .0123rate-RTR_NRTE_a
k .0133 .0105rate-RTR_NRTE_t
p .0578 .0371rate-RTR_TOUT_t
p n/a .00775rate-RTR_TTL_AODV n/a 7.50rate-RTR_TTL_a
k .00655 n/arate-RTR_TTL_t
p .0134 .0136rate-bandwidth_byterate_AODV n/a 7190.rate-bandwidth_byterate_ARP 147. 180.rate-bandwidth_byterate_MAC 10500. 13000.rate-bandwidth_byterate_OLSR 9730. n/arate-bandwidth_byterate_a
k 4120. 4810.rate-bandwidth_byterate_t
p 42900. 49600.rate-bandwidth_pa
ketrate_AODV n/a 73.4rate-bandwidth_pa
ketrate_ARP 1.84 2.26rate-bandwidth_pa
ketrate_MAC 260. 320.rate-bandwidth_pa
ketrate_OLSR 135. n/arate-bandwidth_pa
ketrate_a
k 36.8 42.9rate-bandwidth_pa
ketrate_t
p 40.0 46.3time-avgpa
ketdelay .0859 .116time-t
ptransfertime 3.38 3.56

TableB.33.:TCPTransferTimeTest-Means.

TCP Transfer Time Test - Standard DeviationsOLSR AODVNumber of simulations 31.0 30.0
ount-noroutedrop 12.6 5.30
ount-olsr_hello 11.5 n/a
ount-olsr_t
 62.8 n/a
ount-olsr_total 64.5 n/a
ount-re
eived 191. 137.
ount-sent 196. 137.rate-IFQ_�_AODV n/a .000rate-IFQ_�_OLSR .0493 n/arate-IFQ_�_a
k .00231 .00566rate-IFQ_�_t
p .00829 .0169rate-IFQ_ARP_AODV n/a .0564rate-IFQ_ARP_a
k .0308 .00597rate-IFQ_ARP_t
p .0253 .00767rate-IFQ_END_AODV n/a .014rate-IFQ_END_a
k .00706 .00231rate-IFQ_END_t
p .0128 .002rate-MAC_�_AODV n/a 3.50rate-MAC_�_ARP .0703 .334rate-MAC_�_OLSR 4.22 n/arate-MAC_�_a
k .126 .111rate-MAC_�_t
p .353 .312rate-MAC_BSY_MAC .00879 .0215rate-MAC_COL_MAC 2.64 3.58rate-MAC_RET_MAC .178 .264rate-RTR_CBK_a
k n/a .0858rate-RTR_CBK_t
p n/a .0954rate-RTR_LOOP_a
k .00207 .000rate-RTR_LOOP_t
p .00555 .00912rate-RTR_NRTE_AODV n/a .00697rate-RTR_NRTE_a
k .00829 .00774rate-RTR_NRTE_t
p .0475 .0154rate-RTR_TOUT_t
p n/a .00342rate-RTR_TTL_AODV n/a .542rate-RTR_TTL_a
k .00532 n/arate-RTR_TTL_t
p .00896 .0134rate-bandwidth_byterate_AODV n/a 302.rate-bandwidth_byterate_ARP 11.7 16.7rate-bandwidth_byterate_MAC 816. 1300.rate-bandwidth_byterate_OLSR 764. n/arate-bandwidth_byterate_a
k 274. 417.rate-bandwidth_byterate_t
p 3170. 4520.rate-bandwidth_pa
ketrate_AODV n/a 2.97rate-bandwidth_pa
ketrate_ARP .146 .208rate-bandwidth_pa
ketrate_MAC 20.0 31.8rate-bandwidth_pa
ketrate_OLSR 10.6 n/arate-bandwidth_pa
ketrate_a
k 2.45 3.73rate-bandwidth_pa
ketrate_t
p 2.96 4.21time-avgpa
ketdelay .0163 .0117time-t
ptransfertime 1.29 1.16

TableB.34.:TCPTransferTimeTest-StandardDeviations.
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B.SimulationData

Load Test - MeansOLSR AODV0.0 5.0 10.0 15.0 20.0 25.0 50.0 75.0 100.0 0.0 5.0 10.0 15.0 20.0 25.0 50.0 75.0 100.0Number of simulations 31.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 30.0 30.0 32.0 33.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop .000 652. 3410. 8770. 15800. 23500. 69600. 121000. 174000. .000 1030. 3410. 6230. 8810. 9910. 14200. 16100. 16400.
ount-olsr_hello 6250. 6250. 6250. 6250. 6250. 6240. 6250. 6250. 6250. n/a
ount-olsr_t
 1630. 1650. 1720. 1740. 1750. 1750. 1730. 1710. 1680. n/a
ount-olsr_total 7880. 7900. 7960. 7990. 7990. 7990. 7980. 7950. 7930. n/a
ount-re
eived .000 8170. 12400. 14400. 16100. 18000. 23200. 29300. 34600. .000 8950. 14300. 14300. 13700. 13900. 14800. 13800. 15000.
ount-sent .00012500. 25000. 37600. 50100. 62600. 125000. 188000. 250000. .00012500. 25000. 37600. 50100. 62600. 125000. 188000. 250000.rate-IFQ_�_AODV n/a .000 .0777 .526 2.48 7.95 11.8 34.1 53.1 71.9rate-IFQ_�_ARP .000 .233 1.23 2.41 2.78 3.74 6.05 7.44 8.17 .000 .0302 .355 2.13 6.04 9.86 31.3 58.1 84.7rate-IFQ_�_OLSR .012 .906 4.17 6.51 7.23 7.90 9.34 9.36 9.23 n/arate-IFQ_�_
br .000 2.69 15.2 28.7 40.1 48.7 85.2 103. 121. .000 1.18 15.2 45.5 82.6 116. 290. 466. 657.rate-IFQ_ARP_AODV n/a .000 .154 .557 2.30 5.54 7.82 15.7 21.8 27.7rate-IFQ_ARP_
br .000 1.47 4.07 6.79 7.96 9.91 14.7 17.3 18.2 .000 .0563 .580 2.02 4.36 6.60 20.0 36.9 52.8rate-IFQ_END_AODV n/a .000 .0284 .0308 .0274 .0333 .0388 .0771 .114 .131rate-IFQ_END_
br .000 .0218 .032 .0369 .0448 .0438 .058 .0576 .0573 .000 .004 .0044 .00514 .00453 .00547 .00944 .016 .0218rate-MAC_�_AODV n/a .582 31.2 75.4 124. 165. 195. 278. 326. 365.rate-MAC_�_ARP .000 .651 2.06 3.98 4.91 6.15 9.87 11.2 11.3 .000 1.01 2.58 6.93 13.2 17.9 35.3 49.8 58.1rate-MAC_�_OLSR 3.42 35.0 64.6 72.9 75.5 75.3 69.1 63.0 57.0 n/arate-MAC_�_
br .000 12.6 26.1 35.1 39.2 42.2 48.3 49.5 48.3 .000 10.8 20.0 26.9 29.1 31.1 34.2 34.8 34.7rate-MAC_BSY_MAC .000 .0874 .382 .651 .823 .944 1.27 1.48 1.63 .000 .144 .597 .970 1.15 1.25 1.48 1.63 1.65rate-MAC_COL_MAC .000 19.0 78.4 123. 148. 170. 214. 228. 233. .000 26.6 118. 194. 235. 265. 326. 351. 364.rate-MAC_RET_MAC .000 10.3 16.4 20.5 22.6 23.9 27.7 28.7 27.9 .000 8.32 10.6 13.2 14.1 14.8 15.1 15.3 15.0rate-RTR_CBK_
br n/a .000 7.92 9.93 12.4 14.3 16.7 29.6 46.6 62.0rate-RTR_IFQ_AODV n/a .000 .000 .000 .0085 .0186 .0327 .154 .343 .562rate-RTR_IFQ_
br n/a .000 1.06 2.39 6.11 7.96 13.8 40.9 74.9 97.5rate-RTR_LOOP_
br .000 .150 .620 1.10 1.41 1.73 2.17 2.55 2.69 .000 .169 .893 2.09 2.85 4.41 7.91 10.7 11.3rate-RTR_NRTE_AODV n/a .000 .0117 .105 .790 2.22 2.89 4.77 5.04 5.79rate-RTR_NRTE_
br .000 2.60 13.6 34.9 63.1 93.4 278. 482. 693. .000 4.10 13.5 24.1 33.0 36.8 52.2 59.3 59.9rate-RTR_TOUT_AODV n/a .000 .000 .012 .004 .006 .00691 .0115 .00983 .0107rate-RTR_TOUT_
br n/a .000 .291 .187 .276 .216 .245 .360 .334 .338rate-RTR_TTL_AODV n/a .000 3.07 6.36 10.1 13.2 14.7 18.3 20.1 22.8rate-RTR_TTL_
br .000 .193 .382 .366 .306 .334 .244 .199 .176 .000 .155 .317 .484 .454 .504 .629 .516 .337rate-bandwidth_byterate_AODV n/a 4810. 6690. 10000. 15600. 21300. 24300. 32700. 36300. 39200.rate-bandwidth_byterate_ARP .000 216. 416. 583. 670. 756. 975. 1090. 1080. .000 162. 329. 655. 1040. 1300. 2300. 3060. 3600.rate-bandwidth_byterate_MAC .00021100. 40600. 50900. 57600. 61600. 73100. 79200. 83000. .00024900. 48900. 66300. 79400. 86100. 107000. 115000. 120000.rate-bandwidth_byterate_OLSR 9800. 9460. 8750. 7530. 6900. 6450. 5020. 4360. 3970. n/arate-bandwidth_byterate_
br .00072900. 131000. 158000. 178000. 189000. 221000. 242000. 257000. .00090200. 159000. 193000. 214000. 224000. 273000. 293000. 298000.rate-bandwidth_pa
ketrate_AODV n/a 50.1 68.6 102. 157. 215. 245. 328. 364. 392.rate-bandwidth_pa
ketrate_ARP .000 2.70 5.20 7.29 8.37 9.45 12.2 13.6 13.5 .000 2.03 4.11 8.19 13.0 16.2 28.8 38.3 44.9rate-bandwidth_pa
ketrate_MAC .000 514. 983. 1230. 1390. 1490. 1760. 1910. 2000. .000 610. 1190. 1610. 1920. 2090. 2600. 2790. 2900.rate-bandwidth_pa
ketrate_OLSR 136. 131. 122. 105. 95.8 89.6 69.7 60.5 55.1 n/arate-bandwidth_pa
ketrate_
br .000 125. 224. 270. 305. 324. 378. 414. 440. .000 154. 273. 331. 366. 384. 468. 502. 511.time-avgpa
ketdelay .000 .200 .600 .931 1.07 1.19 1.39 1.34 1.35 .000 .209 .797 1.27 1.39 1.37 1.48 1.51 1.48

TableB.35.:LoadTest-Means.
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Load Test - Standard DeviationsOLSR AODV0.0 5.0 10.0 15.0 20.0 25.0 50.0 75.0 100.0 0.0 5.0 10.0 15.0 20.0 25.0 50.0 75.0 100.0Number of simulations 31.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 32.0 30.0 30.0 32.0 33.0 32.0 32.0 32.0 32.0 32.0
ount-noroutedrop .000 473. 1120. 1700. 1490. 1680. 2120. 2290. 2520. .000 550. 643. 611. 938. 804. 1530. 1530. 1150.
ount-olsr_hello 9.65 13.1 10.7 9.05 8.25 9.25 11.7 12.8 10.2 n/a
ount-olsr_t
 73.5 56.4 65.0 61.7 60.9 64.8 58.4 53.6 42.8 n/a
ount-olsr_total 74.6 60.6 69.7 63.3 60.7 67.2 61.6 55.5 41.5 n/a
ount-re
eived .000 887. 1410. 1400. 1930. 1900. 2280. 2120. 2970. .000 784. 1850. 1730. 2040. 2310. 2240. 2300. 1900.
ount-sent .000 1.52 2.14 2.88 3.22 3.59 5.90 6.82 6.04 .000 1.74 2.86 3.08 2.26 3.26 5.39 6.41 8.55rate-IFQ_�_AODV n/a .000 .0625 .326 1.04 3.95 3.73 6.62 11.0 9.89rate-IFQ_�_ARP .000 .223 .461 .567 .866 .911 1.44 1.62 1.81 .000 .0391 .247 .937 2.65 2.33 6.21 15.1 12.7rate-IFQ_�_OLSR .00566 .451 .899 1.31 1.32 1.42 1.39 1.05 .931 n/arate-IFQ_�_
br .000 1.68 2.75 3.91 5.28 6.45 10.2 9.15 11.0 .000 1.02 4.02 5.76 8.60 10.3 19.2 19.8 30.6rate-IFQ_ARP_AODV n/a .000 .0761 .217 .876 2.40 2.27 3.82 5.94 5.31rate-IFQ_ARP_
br .000 .618 .994 1.05 1.77 1.91 2.71 2.77 2.92 .000 .0523 .293 .666 1.43 1.41 3.54 8.36 7.23rate-IFQ_END_AODV n/a .000 .015 .0114 .0114 .0129 .0159 .0216 .0491 .042rate-IFQ_END_
br .000 .00844 .00953 .0121 .0116 .0175 .0178 .0173 .0163 .000 .000 .00126 .00195 .00141 .00239 .00502 .0082 .0127rate-MAC_�_AODV n/a .105 5.13 9.22 17.9 28.2 28.9 34.5 42.0 32.4rate-MAC_�_ARP .000 .349 .621 .974 1.38 1.84 2.18 2.10 1.97 .000 .350 .804 1.69 4.40 4.75 7.48 13.2 8.40rate-MAC_�_OLSR .822 4.95 11.3 10.6 10.7 11.4 7.95 6.14 3.83 n/arate-MAC_�_
br .000 2.18 3.78 4.08 4.41 4.10 3.78 2.79 3.82 .000 1.54 3.05 3.21 2.95 3.13 3.24 2.87 3.41rate-MAC_BSY_MAC .000 .0436 .0936 .117 .155 .113 .136 .224 .180 .000 .105 .135 .124 .156 .203 .189 .206 .221rate-MAC_COL_MAC .000 6.75 15.6 15.9 15.6 21.0 16.3 15.7 19.9 .000 9.14 17.3 17.6 15.1 15.8 19.7 15.2 19.2rate-MAC_RET_MAC .000 1.71 1.80 1.99 1.98 2.27 2.48 1.34 2.00 .000 1.27 1.31 1.32 .896 1.35 1.09 1.17 1.29rate-RTR_CBK_
br n/a .000 1.19 1.26 1.44 1.27 1.82 3.51 8.61 7.53rate-RTR_IFQ_AODV n/a .000 .000 .000 .00542 .0201 .0209 .0562 .106 .150rate-RTR_IFQ_
br n/a .000 1.06 2.24 3.33 3.44 5.16 15.7 15.3 21.5rate-RTR_LOOP_
br .000 .127 .279 .452 .447 .589 .591 .644 .625 .000 .361 .873 1.67 1.42 2.32 2.23 2.73 2.60rate-RTR_NRTE_AODV n/a .000 .00619 .0732 .458 .940 .913 1.14 .719 .905rate-RTR_NRTE_
br .000 1.89 4.47 6.77 6.02 6.73 8.54 9.34 9.98 .000 2.20 2.55 2.45 3.81 3.44 6.48 6.29 4.59rate-RTR_TOUT_AODV n/a .000 .000 .000 .000 .00231 .00404 .0117 .00624 .00842rate-RTR_TOUT_
br n/a .000 .107 .0462 .212 .123 .199 .300 .210 .230rate-RTR_TTL_AODV n/a .000 .396 .851 1.75 2.25 2.07 1.84 1.90 1.78rate-RTR_TTL_
br .000 .119 .120 .154 .0945 .127 .103 .104 .0685 .000 .227 .427 .446 .384 .469 .478 .340 .235rate-bandwidth_byterate_AODV n/a 4.27 430. 1020. 1590. 2600. 2360. 2110. 1040. 1300.rate-bandwidth_byterate_ARP .000 46.3 67.0 67.4 103. 111. 136. 120. 127. .000 26.2 58.5 107. 235. 217. 340. 447. 419.rate-bandwidth_byterate_MAC .000 2300. 3110. 3110. 3240. 3280. 2430. 4010. 4250. .000 2730. 3940. 3520. 3500. 4220. 4760. 4650. 3970.rate-bandwidth_byterate_OLSR 784. 770. 718. 498. 365. 413. 275. 234. 169. n/arate-bandwidth_byterate_
br .000 7200. 10100. 9940. 10900. 10800. 9680. 14400. 16500. .000 8050. 12400. 15000. 15300. 19400. 21800. 20200. 19100.rate-bandwidth_pa
ketrate_AODV n/a .0445 4.28 10.2 16.0 26.3 23.9 21.7 10.5 13.4rate-bandwidth_pa
ketrate_ARP .000 .579 .838 .842 1.29 1.39 1.70 1.50 1.59 .000 .327 .731 1.33 2.94 2.71 4.25 5.59 5.24rate-bandwidth_pa
ketrate_MAC .000 55.4 75.0 74.6 78.1 78.9 58.8 97.6 104. .000 65.9 95.5 85.9 84.3 103. 116. 114. 96.8rate-bandwidth_pa
ketrate_OLSR 10.9 10.7 9.98 6.91 5.07 5.74 3.82 3.25 2.35 n/arate-bandwidth_pa
ketrate_
br .000 12.3 17.3 17.0 18.7 18.6 16.6 24.6 28.3 .000 13.8 21.2 25.8 26.1 33.2 37.4 34.5 32.6time-avgpa
ketdelay .000 .101 .171 .167 .224 .230 .268 .202 .180 .000 .107 .218 .187 .231 .180 .188 .171 .185

TableB.36.:LoadTest-StandardDeviations.



142
B.SimulationData

Cluster Test - MeansOLSR AODVNumber of simulations 31.0 32.0
ount-noroutedrop 38000. 4300.
ount-olsr_hello 4130. n/a
ount-olsr_t
 910. n/a
ount-olsr_total 5040. n/a
ount-re
eived 34900. 33600.
ount-sent 90500. 90300.rate-IFQ_�_AODV n/a 2.37rate-IFQ_�_ARP .747 .678rate-IFQ_�_OLSR 1.88 n/arate-IFQ_�_a
k .083 .195rate-IFQ_�_
br 56.9 135.rate-IFQ_�_t
p .417 .922rate-IFQ_ARP_AODV n/a .293rate-IFQ_ARP_a
k .012 .0102rate-IFQ_ARP_
br 1.60 .758rate-IFQ_ARP_t
p .0135 .0106rate-IFQ_END_AODV n/a .00533rate-IFQ_END_a
k .006 .004rate-IFQ_END_
br .006 .006rate-IFQ_END_t
p .004 .004rate-MAC_�_AODV n/a 50.7rate-MAC_�_ARP .421 1.06rate-MAC_�_OLSR 16.7 n/arate-MAC_�_a
k .218 .259rate-MAC_�_
br 17.7 20.4rate-MAC_�_t
p 1.16 1.43rate-MAC_BSY_MAC .470 .793rate-MAC_COL_MAC 120. 229.rate-MAC_RET_MAC 9.63 6.60rate-RTR_CBK_a
k n/a .092rate-RTR_CBK_
br n/a 6.61rate-RTR_CBK_t
p n/a .188rate-RTR_IFQ_AODV n/a .0185rate-RTR_IFQ_a
k n/a .0128rate-RTR_IFQ_
br n/a 59.4rate-RTR_IFQ_t
p n/a .337rate-RTR_LOOP_a
k .00753 .0076rate-RTR_LOOP_
br 1.16 3.76rate-RTR_LOOP_t
p .00975 .024rate-RTR_NRTE_AODV n/a .0983rate-RTR_NRTE_a
k .115 .0268rate-RTR_NRTE_
br 151. 16.9rate-RTR_NRTE_t
p 1.13 .151rate-RTR_TOUT_AODV n/a .004rate-RTR_TOUT_
br n/a .794rate-RTR_TOUT_t
p n/a .0274rate-RTR_TTL_AODV n/a 5.13rate-RTR_TTL_a
k .0144 .0055rate-RTR_TTL_
br .692 1.41rate-RTR_TTL_t
p .929 .0173rate-bandwidth_byterate_AODV n/a 10900.rate-bandwidth_byterate_ARP 135. 180.rate-bandwidth_byterate_MAC 75700. 104000.rate-bandwidth_byterate_OLSR 3200. n/arate-bandwidth_byterate_a
k 1410. 1410.rate-bandwidth_byterate_
br 65600. 85200.rate-bandwidth_byterate_t
p 16000. 18000.rate-bandwidth_pa
ketrate_AODV n/a 109.rate-bandwidth_pa
ketrate_ARP 1.69 2.25rate-bandwidth_pa
ketrate_MAC 1860. 2550.rate-bandwidth_pa
ketrate_OLSR 44.4 n/arate-bandwidth_pa
ketrate_a
k 12.6 12.6rate-bandwidth_pa
ketrate_
br 482. 626.rate-bandwidth_pa
ketrate_t
p 14.9 16.7time-avgpa
ketdelay .390 .770

TableB.37.:ClusterTest-Means.

Cluster Test - Standard DeviationsOLSR AODVNumber of simulations 31.0 32.0
ount-noroutedrop 9310. 1650.
ount-olsr_hello 7.58 n/a
ount-olsr_t
 112. n/a
ount-olsr_total 113. n/a
ount-re
eived 6100. 4410.
ount-sent 440. 310.rate-IFQ_�_AODV n/a 1.32rate-IFQ_�_ARP .571 .523rate-IFQ_�_OLSR .792 n/arate-IFQ_�_a
k .0457 .0681rate-IFQ_�_
br 23.5 40.9rate-IFQ_�_t
p .204 .282rate-IFQ_ARP_AODV n/a .149rate-IFQ_ARP_a
k .00828 .00669rate-IFQ_ARP_
br 1.01 .465rate-IFQ_ARP_t
p .00685 .0075rate-IFQ_END_AODV n/a .00261rate-IFQ_END_a
k .00283 .000rate-IFQ_END_
br .00566 .00283rate-IFQ_END_t
p .000 .000rate-MAC_�_AODV n/a 9.48rate-MAC_�_ARP .217 .779rate-MAC_�_OLSR 6.23 n/arate-MAC_�_a
k .080 .0853rate-MAC_�_
br 3.76 4.53rate-MAC_�_t
p .496 .430rate-MAC_BSY_MAC .211 .226rate-MAC_COL_MAC 48.6 52.7rate-MAC_RET_MAC 1.72 1.79rate-RTR_CBK_a
k n/a .0423rate-RTR_CBK_
br n/a 1.95rate-RTR_CBK_t
p n/a .0652rate-RTR_IFQ_AODV n/a .0107rate-RTR_IFQ_a
k n/a .00833rate-RTR_IFQ_
br n/a 37.1rate-RTR_IFQ_t
p n/a .202rate-RTR_LOOP_a
k .00564 .00295rate-RTR_LOOP_
br .809 2.90rate-RTR_LOOP_t
p .0114 .0135rate-RTR_NRTE_AODV n/a .0755rate-RTR_NRTE_a
k .0514 .0123rate-RTR_NRTE_
br 37.1 6.53rate-RTR_NRTE_t
p .344 .0564rate-RTR_TOUT_AODV n/a .000rate-RTR_TOUT_
br n/a .628rate-RTR_TOUT_t
p n/a .0306rate-RTR_TTL_AODV n/a 1.06rate-RTR_TTL_a
k .00905 .00298rate-RTR_TTL_
br .328 1.09rate-RTR_TTL_t
p .734 .0136rate-bandwidth_byterate_AODV n/a 976.rate-bandwidth_byterate_ARP 46.0 62.5rate-bandwidth_byterate_MAC 15300. 12000.rate-bandwidth_byterate_OLSR 545. n/arate-bandwidth_byterate_a
k 292. 270.rate-bandwidth_byterate_
br 13000. 9360.rate-bandwidth_byterate_t
p 3160. 2850.rate-bandwidth_pa
ketrate_AODV n/a 9.90rate-bandwidth_pa
ketrate_ARP .575 .781rate-bandwidth_pa
ketrate_MAC 375. 292.rate-bandwidth_pa
ketrate_OLSR 7.56 n/arate-bandwidth_pa
ketrate_a
k 2.60 2.41rate-bandwidth_pa
ketrate_
br 95.7 68.8rate-bandwidth_pa
ketrate_t
p 2.94 2.66time-avgpa
ketdelay .151 .203

TableB.38.:ClusterTest-StandardDeviations.


