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Abstract

The Internet Protocol (IP) is expected to become the mainecaf traffic to mobile and wi-
reless nodes. This includes ordinary data traffic like Htipand email as well as voice, video
and other time sensitive data. To support mobile nodesg bBshas been extended with pro-
tocols (Mobile IP) to support intercepting and forwardingpackets to a mobile and possibly
roaming node. Seamless roaming requires that users antatis do not experience loss
of connectivity or any noticeable hick-ups in traffic. Thiesis proposes improvements to the
Mobile IPv6 protocol.

In this thesis we focus on handoff initiation in Mobile IPW§e have investigated two existing
handoff initiation strategies, thEager Cell Switchingstrategy and théazy Cell Switching
strategy. To determine the handoff latency as a functiohefconfiguration of essential pro-
tocol parameters, for each handoff initiation strategy \areehproposed a mathematical model
describing handoff performance.

To bridge the gap between theory and practice we have seégpeet running FreeBSD 4.1 and
installed it with KAME Mobile IPv6 software. Using this téstd we have studied the handoff
latency experienced by an actual roaming mobile node usihgreof the two handoff initiation
strategies. From an extensive empirical study using tisibésl we conclude, that the proposed
theoretical models are in excellent conformance with ertgdiresults.

Using the mathematical models for tRager Cell Switchingtrategy and théazy Cell Swit-
ching strategy we have proposed a new protocol configuration treguh improved handoff
performance for both strategies but without increasingvogt load. This theoretical perfor-
mance improvement was also confirmed in experiments coedutthe testbed.

As bothLazy Cell SwitchingndEager Cell Switchingvere found to have serious performance
lacks we have proposed an advanced handoff initiationestyaParametric Cell Switching
which utilizes link layer information. A novelty oParametric Cell Switchings that it can
be configured to use many different criteria in a handoff siea. A particular instance of
Parametric Cell Switchingimplemented as a prototype and merged into the KAME soéyar
showed much improved performance to both of the existinglbfimnitiation strategies.

We conclude that we have been successful in reducing theoffaatency for the existing
handoff initiation strategies, but that in order to expece seamless roaming a mobile node
must use link layer information in a handoff decision. Ouotptype implementation seems
promising, as in an informal building wide experiment usiigeless LAN as the link media,

it was able to roam between three base stations serving diffee=nt networks without losing
packets.






Dansk sammenfatning

Internet Protokollen (IP) forventes pa leengere sigt aehtign centrale protokol til transport af
data til og fra mobile enheder. Dette inkluderer tradititmeata sasom http, ftp og email savel
som tale, video og andre tidsfalsomme data. For at understevbile enheder er standard
IP blevet udvidet med protokoller (Mobile IP) til at suppee opfangelse og videresendelse
af data til en mobil og muligvis roamende enhed. Seamlessir@pkreever at brugere og
applikationer ikke oplever tab af forbindelse eller naeaedige afbrydelser i trafikken.

Vi fokuserer i denne tese pa handoff initiering i Mobile IP%6 har undersggt to eksisterende
handoff initieringsstrategier, den sakaldager Cell Switchingyg den sakaldteazy Cell Swit-
ching For at bestemme handoff latency som funktion af konfigaretin af essentielle protokol
parametre, har vi for hver af de to handoff initieringssttaer foreslaet en matematisk model
der beskriver handoff performance.

For at relatere teori til praksis har vi opstillet en testdfpsg installeret med FreeBSD 4.1 og
KAME Mobile IPv6 software. Ved anvendelse af denne tesiftipgt har vi studeret den han-
doff latency som en roamende mobil enhed oplever, ved amlemdf badé&ager Cell Swit-
chingogLazy Cell SwitchingPa baggrund af et indgadende empirisk studie i denne teiiogs
kan vi konkludere, at de foresldede matematiske modeligglienrende overensstemmelse med
de empiriske resultater.

Ved at anvende de matematiske modeller opstillet for heiimEager Cell Switchingyg Lazy
Cell Switchinghar vi foreslaet en ny protokol konfiguration, der resultérsignifikant lavere
handoff latency uden at gge netveerksbelastningen. Dearetiske forbedring af performance
viste sig ogsa ved aktuelle eksperimenter foretaget ipssitiingen.

Da badeEager Cell Switchingpg Lazy Cell Switchindandtes at have alvorlige mangler ved-
rgrende performance, har vi foresladet en ny handoff initgsstrategi kaldeParametric Cell
Switching som anvender information fra linklaget. Et seerkendeRadmetric Cell Switching
er desuden at den kan anvende mange forskellige parametrérdeffe en handoff beslutning.
Vi har implementeret en instans Bager Cell Switchinggom en prototype i KAME softwaren.
Denne instans viste veesentlig forbedret ydelse i forhdldetito eksisterende handoff initie-
ringsstrategier.

Vi konkluderer, at vi har veeret succesfulde med hensyn sbabke handoff latency for de ek-
sisterende handoff algoritmer, men at disse ikke kan tg#bgedamless roaming. Det er derfor
ngdvendigt for en handoff initieringsalgoritme at anveidfermation fra linklaget. Vores pro-
totype implementation er lovende, og i et uformelt forsagrtvi installerede tre access routere
i en af universitetets bygninger, var den modsat de eksister handoff algoritmer i stand til at
roame mellem disse tre netveerk uden at tabe data.






Preface

This master thesis presents the work carried out at our fiemester at the Department of
Computer Science, Aalborg University. The work is a cordimee of initial work carried out
at a previous semester, and this thesis comprises a stamel plesentation of essentials from
both semesters.

In this thesis we assume the reader to be familiar with therhett Protocol (IP), both in version
4 (IPv4) and in version 6 (IPv6). IPv4 is described in varibigsature including [Comer, 1997]
(introductory). For a thorough description of IPv6 we reffi@fHuitema, 1997]. We do not as-
sume familiarity with the concept of Mobile IP, as this isoduced in chapter 1 and elaborated
for IPv6 in appendix A.

The thesis is structured as follows. After introducing tlom@epts of mobility and handoff in
chapter 1, chapter 2 motivates the content of this thesesgmts contributions and gives an
overview of its structure. Chapter 3 contains a theorettatly of existing handoff initiation
strategies and chapter 4 motivates and describes these$alh empirical study of these hand-
off initiation strategies. In chapter 5 we propose an adedrttandoff initiation strategy which
uses link layer information to decide when to initiate a hafhdnd in chapter 6 we present an
instantiation of such an advanced handoff initiation sggt Finally in chapter 7 we summarize
our conclusions and present ideas for future work.

We recommend that all readers read chapter 1 for an intrautd Mobile IP and for a defini-
tion of generally used terms and chapter 2 for an overvieviigfthesis and an explicit reading
guide.

In this thesis references are specified using the HarvartadefThus a reference presents the
name of the author and the year of publishing, as in [Johesah, 2000]. A full description

of references are given in the bibliography. Throughouthiesis, we have used the convention
of bold facing a term, when defining it explicitly. Terms are generally defirin the context
they are first used.

We would like to thank our supervisor Brian Nielsen, for em@mement throughout the work,
for providing feedback through discussions and for reading commenting on earlier ver-
sions of this thesis. Thanks to Karen E. Nielsen from ErinsBelebit in Aarhus, for valuable
assistance and feedback regarding mathematics.

Aalborg, 7th June 2001

Torben Wittrup Andersen Anders Lildballe
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Chapter 1

Introduction

In a press release from Ericsson on November 7th 2000, Jalyten, Vice President and Gen-
eral Manager for Ericsson Mobile Internet Solutions, wastgd for saying [Ericsson Press]:

"Ericsson believes that within three years, [the numbemadpile Internet users
will exceed [the number of] fixed Internet users... Autontelbiavelers will play a
major role in this development.”

This is just one out of many examples of the hype that mobileriret access is causing at the
moment.

Today the fastest growing businesses in the telecommimicatarket are mobile telephony
and the Internet. Mobile telephony operators foresee are@sing share of their revenues
coming from new data services, while Internet Service Rierd (ISPs) are attracted to wire-
less technology in order to reduce costs and to provide omsgmt access to the Internet
[Guardiniet al].

Predictions and forecasts about future development ofritexriet and mobile telephony are
many and often disagree. However, the growth in both fielde baen explosive during several
years and this positive development is expected to continue

One of the hottest areas of growth in the computer industmjtisin portable computing devices
[Kotz et al,, 1999]. Examples are laptops, Personal Digital Assist@Pi3ASs), mobile phones
etc. Connecting these portable computing devices to trexret is a natural step towards
mobile computing, which means that we will be able to access the same servaragbrtable
computing devices as from home computers. Deployment oflmbliernet is still at an initial
level, but commercial products are available. For insté8@em offers wireless Internet access
for their PDAs (Palm Pilots) at selected locations. In theyveear future we will be able to
access the Internet from a variety of mobile devices [Kattal., 1999]. This means that we will
always be able to read our email, browse the world wide weah, wherever we are located.
But as wireless access to the Internet matures, the passghbbecome even more appealing.

An application with very high potential is Voice over IP (W) If the real time demands of this
application can be met, mobile telephony operators areigo#t better bandwidth utilization
and easier network management. Eventually todays ciraditised networks will give way to

the future of networking — packet switching [Seymour, 200&nagan, 1999].
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One might ask, whether it is feasible to expect the Interfidtefuture to be built around the
same core protocols which has constituted it, since its gemee as a research network in the
early 1970’s. Even though protocols has of cause been exteasl seen by the introduction
of a new version of IP, IPv6 [Huitema, 1997], the basic pphes of the core protocols are
unchanged.

We believe that the fact that the Internet has now existe@@oyears with an ever increasing

popularity resulting in more users and more traffic beingegated every day proves the sound-
ness of those principles. Thus the introduction of mobilepating into the Internet must be

done by improving existing protocols.

1.1 Initial problem

The core protocol of the Internet is the Internet ProtocBl)(IThe IP protocol was designed
to interconnect stationary hosts in static networks. Eams$t is identified by an IP address.
If a host moves to another network, IP does not allow the fo&eep its former IP address.
A host moving from one network to another, will be seen as maependent actions by IP:
A host disappearing from one network and a host appearingahar network. Why is this a
problem? Applications and protocols used in the Internetiim® that a host keeps its IP address
for its lifetime. Consequently, other hosts will not be atdecontact a host if its IP address is
changed.

Mobile IP is the leading proposal to solve this problem. MebP provides mechanisms that
let a host keep one IP address, even when it moves to otheomatwThis means that other
hosts can reach a host even after it has moved to another mketdvéandoff is, in the context
of Mobile IP, a host which moves from one network to another.

When a host performs a handoff, it must inform other hostsiait®new location. This process
can be time consuming. Thus for a period of time other hostg $sead packets to the host's
old location, while it is located at the new location. Pasksnt in this period may be lost.

The consequence of lost packets is always degraded perioend he severity of this perfor-

mance degradation is, however, dependent on the kind ofcatiph that uses the transfered
data. During connection-less communication, e.g. VolB,dhta are permanently lost and
the user will experience it as disturbances in or drop outhefother person’s voice. During

connection-oriented communication, e.g. transferringsfdr browsing the web, transport pro-
tocols will reduce flow to avoid congestion and retransmst ldata. To the users it will seem
as if they are using a slower connection.

To summarize; it will not be transparent to users whethey ttve using Mobile IP via wireless

devices or ordinary IP via wired devices. Today Mobile |Pfetsf from higher rates of packet
loss than ordinary IP. The scope of the work presented intligsis is thus to provide mecha-
nisms to reduce the number of lost packets during a handdffabile IP. Especially we focus

on proactive handoff initiation as a method to reduce hdrdténcy.

2



1.2 Structure of the Internet

1.2 Structure of the Internet

IP is a protocol at the network layer in the hybrid referenaalei defined in [Tanenbaum, 1996]
and depicted in figure 1.1.

Application layer

Transport layer

Network layer

Data Link layer

R N W b~ O

Physical layer

Figure 1.1: The hybrid reference model [Tanenbaum, 19984p.

The hybrid reference model is in fact the OSI Reference Mpthenbaum, 1996] in which
the Session Layer and the Presentation Layer has been rdmivis modification is made, as
these layers are seldom referred to in practice. In thisishes refer to the hybrid reference
model and not the also commonly used TCP/IP reference mddeehbaum, 1996], as it is
more precise in its specification.

In the Internet the transport layer protocol is either thererction-less User Datagram Protocol
(UDP) or the connection-oriented Transmission Controltétol (TCP). At the application
layer typical examples are HyperText Transfer Protocol TRYT and File Transfer Protocol
(FTP).

A nodeis the term for a computing device which has access to thentte All nodes must
support the IP protocol. AP addressuniquely identifies a network interface of a node on the
Internet. An IP address is a number which can be viewed asstiogsof two parts: Anetwork
prefix, which identifies the network at which the node is located, @most 1D which identifies
the node at the network. BAostis a node that does not forward packets between networks.

The Internet is composed of tens of thousands of networksditogether by nodes with routing
capabilities (routers). Aouter is thus a node that forwards packets between networks. All
networks must connect to the Internet through a router. Aamgple showing two networks
with network prefixesX andY and the routers connecting them to the Internet, is shown in
figure 1.2.

Packets are forwarded by routers based only on the netweffixpiin figure 1.2 a nodé is
depicted to be at the network with prefikand a nodeB is at the network with prefix'. If a
packet is sent from to B, its destination address is composed of pr&fiand the host ID for
nodeB. The packet is forwarded by routers in the Internet by meétissonetwork prefix. The
host ID is not used, until the packet has arrived at the nétwdth prefix Y.

1.3 Mobile nodes

A node which can move around and still connect to the Intesnedlled amobile node Thusin
principle every desktop computer connected to the Intémafso a mobile node if it is moved

3
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A
Router g g g
- Network with prefix X
B
v B B B
i Rt Network with prefix Y

soew?h

Packet: | Network prefix | Host ID | Data

Figure 1.2: Connecting networks to the Internet.

and then reconnected to the Internet.

Usually, however, the term mobile node is used to refer tcesp@/hich are designed to move
around and still preserve Internet access during the monentexamples could be a laptop
or a PDA. We adopt this last definition of a mobile node. Thudbikeanodes normally utilize
wireless connections in order to access the Internet.

1.3.1 Attaching mobile nodes to the Internet

A node is connected to a network throughatess point An access point to which a mobile
node can attach is often referred to abase station This is especially the case, whenever
the access point provides a wireless connection. Examplescess points are hubs, switches
and base stations. The access point at which a node is dyrocemnected to the Internet is
called itspoint of attachment. Accordingly, a router which connects a network to the Inétr

is called theaccess routerof that network.

When a mobile node moves it changes its point of attachmemirdingly, as it moves out of
range of its current point of attachment and gets within eagignew access points.

/\ Router ‘ - ‘\’ - g

Internet @ ' |
C/ J ’ B

Figure 1.3: Changing point of attachment within a network.

The principle of changing the point of attachment within &gk is illustrated in figure 1.3,
where the point of attachment is changed from access pdimticcess poirB. This operation
can be performed without changing the mobile nodes IP addresause the mobile node is

4



1.3 Mobile nodes

still attached to the same network and does therefore na tteghange either network prefix
or host ID.

The movement could also be from a point of attachment at otveonie to a point of attachment
at another network. This situation is illustrated in figuré.1

Router -
__+ Y Network with
\

1
- prefix X
Internet

C/ Router
W o g Network with

prefix Y

Figure 1.4: Changing point of attachment between networks.

In figure 1.4 a mobile node changes its point of attachmemt fitee network identified by the
prefix X to the network identified by the prefix

A conflict regarding the IP address of the mobile node thuseari

e If the IP address from the network with prefiis kept, packets destined for the mobile
node would not be routed to its new location at the network pwiefix Y.

¢ If the IP address of the mobile node is changed to an IP addiésgrefix Y, then nodes
wanting to communicate with the mobile node would not kno# thobile node’s IP
address.

This conflict must be solved in the IP protocol, as for inseaacl CP connection is established
between two IP addresses and does not allow one of these iBsadd to be changed during
operation. If the conflict was to be solved at the transporerdaall transport layer protocols
would have to solve the conflict. By addressing the conflighatnetwork layer, it is made
transparent to all upper layer protocols that a mobile naednanged its point of attachment
from one network to another. This conflict is solved at thevaek layer by the introduction of
Mobile IP.

1.3.2 Mobhile IP

Mobile IP is an extension to the IP protocol. It provides a mechanisnalfowing a mobile
node to move between networks and still be able to both sethdeaeive packets. This is done
by allowing the mobile node to have several IP addresses.

The first IP address is tHeome addresswhich identifies the mobile node globally. It is static,
meaning that it does not change when the mobile node moves. ngtwork, at which this
address is chosen, is referred to as hloene network of the mobile node. All mobile nodes
must be assigned a static home address.
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When the mobile node is attached to a network other than msehoetwork, referred to as
a foreign network, it obtains an additional IP address known asasze-of address which
identifies the current location of the mobile node. The c#Eraddress must always be an IP
address valid at the current network. When the mobile nodé&ashed to its home network, it
is not assigned a care-of address.

At the home network, a router serving ab@me agentmust be present. The responsibility of
the home agent is to forward data packets sent to the molde'ibome address to the mobile
node’s current care-of address.

Figure 1.5 depicts the basic principle of forwarding pasketMobile IP, when a correspondent
node sends packets to a mobile nodeofrespondent nodds the term used for a node which
either sends packets to or receives packets from the modiile.n

Home agent

e 1 B B
-~ Home network

-« — — 2

Correspondent nod

C/ " Router Mobile node

——— g Foreign network

Figure 1.5: A mobile node receiving packets forwarded bydme agent.

In figure 1.5 a correspondent node sends a packet to the mudalle The packet is destined
to the mobile node’s home address. Because the mobile nadadhed to a foreign network,

it has informed the home agent at its home network of its caedress. The packet destined
for the mobile node arrive at the mobile node’s home netwatthere it is intercepted by the

home agent, and forwarded to the mobile node’s care-of addre

In order for the home agent to know the current point of attaeht of the mobile node, the
mobile node must notify the home agent, whenever it chariggmint of attachment and thus
changes the care-of address. This scenario is depicteduire fig6.

In figure 1.6 a mobile node has just changed its point of atectt to another network. It must
then inform its home agent about its new care-of address.

1.3.3 Discovering new networks

For a mobile node to be able to attach to different foreigmmoets, means must be provided for
the mobile node to discover those networks. In Mobile IRmoéts are discovered through the
reception ofrouter advertisementsat mobile nodes. Router advertisements are broadcasted
from access routers at regular intervals.

Router advertisements contains the prefix of the advertigtdork and a lifetime denoting
for how long this prefix can be considered valid by the mobideen Upon each reception of
a router advertisement from a certain network, the mobildeneenews the lifetime for that
particular network prefix.
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Home agent

Router @ g g
- Home network

Foreign network Internet

-~ Router W
4 \
| |

Router Mobile node

_____ g Foreign network

Figure 1.6: A mobile node updating its home agent with its wawe-of address after moving
to a new foreign network.

1.4 Handoff in Mobile IP

Besides providing several IP addresses for mobile nodesnjportant aspect of Mobile IP is
the support for changing the point of attachment from onevogt to another.

The process of changing access point from an access poineateiwork to an access point
at another network for a mobile node is referred to dsadoffl. If a handoff is performed
without any loss of data during the handoff, we refer to it @@amless handoft

It is the responsibility of daandoff algorithm to initiate and perform handoffs. We will view a
handoff algorithm as consisting of three separate parts:

e Quality assessment of available networks.
e Handoff initiation.

o Handoff execution.

Quality assessment must be performed for every availakiklwank on a regularly basis, e.g.
once every second. The purpose is to determine the value afethof selected quality param-
eters for each network. A quality parameter for a networkl@ddae the signal strength with
which data are received or the price of using the network.

When updated quality parameters exists for all networksralbff initiation entity must decide
whether to perform a handoff to a new network. Handoff itibia and quality assessment are,
although two separate parts, closely related in that thedfamitiation entity uses parameters
of which the values have been determined by quality assegsméhen a handoff is decided,
it is the job of a handoff execution entity to perform the attuiandoff. In this thesis our focus
lies within quality assessment and handoff initiation. Wk refer to an algorithm performing
quality assessment and handoff initiation dsadoff initiation algorithm .

1Some literature uses the equivalent tdramdover.
2Some literature uses the equivalent tesmooth handoffor smooth handover
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1.4.1 Motivation for performing handoffs

That it is important to perform handoffs can be seen from ttemarios depicted in figure 1.7.

(@) (b)

Figure 1.7: a) Seamless handoff not possible. b) Seamleswofidheoretically possible.

Figure 1.7a depicts two base stations at different netwarld a mobile node. The circles
illustrate the ranges of the base stations. The mobile rod®ved from locatior to location

B. It is not possible to preserve Internet access during ttieeanove, because part of the path
does not lie within the range of either of the base stationsthis scenario it is important to

establish a new point of attachment as soon as the mobilegeidesvithin the range of the base
station covering locatioB.

In figure 1.7b a mobile node is again moved from locatfto locationB. In this scenario
the entire path lies within the range of a base station. Iinigadrtant to handoff between the
networks attached to these base stations so that no intierrup the connection to the Internet
is experienced by the mobile node.

It is the job of Mobile IP to provide mechanisms that perforamtioffs. These handoffs must
be characterized biigh performance, meaning that there must be no data loss and that a
minimal overlap between base station ranges is requiredo Hata are lost, applications are
not disturbed. Minimal overlap between base stations tegupotentially higher utilization of
the range of base stations.

However, it is not always as obviously as in figure 1.7 wheitwould be desirable to perform
a handoff or not. Consider the scenario depicted in figure 1.8

GPRS Wireless LAN
100 kbps @ 10$/Mb 10 Mbps @ 0.1$/Mt

Figure 1.8: A situation where handoff could be performed.

In figure 1.8 a mobile node is moved from locatiérnto locationB. As both locationA and
locationB is within the range of base statidnit is not necessary to perform a handoff in order
to preserve attachment to the Internet.
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However, assume that the attachment offered through basers? is both cheaper and offers
better bandwidth than the attachment offered through basers1. Clearly it would then be
desirable to perform a handoff to the network attached te Iséstion2. This suggests that the
reason for performing a handoff could be other than justguxésg Internet access.

We have thus identified two basic motivations for performanigandoff:

e Handoffs must be performed in order to preserve attachnoethiet Internet.

e Handoffs must be performed to utilize the point of attachiypeaviding the best perfor-
mance and/or the lowest price.

Other parameters than just price and bandwidth can be caesid Different bandwidths and
prices are often introduced, when base stations do not essthe link layer technology. If the
mobile node is able to connect to both of these different liayler technologies a handoff must
still be performed. An example is a mobile node performingaadoff from General Packet
Radio Service (GPRS) to Wireless LAN.

1.4.2 Performance considerations for handoffs

In this section a handoff is examined in greater detail. Adwdinconsists of the following
actions:

e Discover a new network.

Obtain and validate a new care-of address.

Obtain authorization to access the new network.

Make a decision that a handoff should be initiated.

Perform the handoff:

— Notify the home agent of the new care-of address.

— Receive acknowledgment from the home agent.

Thus the time it takes to perform a handoff is the sum of the tintakes to perform the above
mentioned actions. Thieandoff latency is defined as the time from when a packet from a
correspondent node or home agent was last received via #wps network until a packet
from a correspondent node or home agent is first receivedheiaméw network. The handoff
latency expresses a period of time in which packets may bheiakelayed.

A handoff initiation strategy must seek to minimize the hafvdatency in order to improve
performance. Two different basic handoff initiation ségies are initially identified. A strategy
is reactive if it does not initiate a handoff until the current networkcbenes unavailable. A
strategy igoroactive if it initiates a handoff before the current network becornaavailable.

9
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1.4.3 Basic handoff initiation strategies

Recall that the decision whether or not to perform a handodieicided by &andoff initiation
algorithm. We examine how two simple handoff initiation algorithmdlweact to the scenario
depicted in figure 1.9, where a mobile node is moved from thgeaf base statioh into the
range of base statich Base statioid and base statiooffers access to two different networks,
which we denote network and network2 respectively.

O 4

W &
Figure 1.9: A simple handoff scenario.

In the specification of Mobile IP [Johnsaal, 2000] [Perkins, 2000A], a simple reactive
strategy seeking to minimize the number of handoffs is $igeci This handoff initiation strat-
egy is referred to akazy Cell Switching [Perkins, 1998]. A handoff is never initiated before
the current point of attachment is declared unreachablee r€hction of this strategy to the
scenario depicted in figure 1.9 is shown in figure 1.10.

Handoff latency

A

Network Network unreachable
discovery time discovery time Perform handoff
~ . A~ g ~
| | | | | >
I I I I I . o
Base station 2 Network 2 Base station 1 Handoff initiated ~ New point of time
within range discovered out of range attachment

established

Figure 1.10:Lazy Cell Switchindhandoff initiation strategy.

As can be seen from figure 1.10, the handoff latency in_dwey Cell Switchindhandoff initia-
tion strategy depends on the time it takes to discover theg btatioril is unreachable plus the
time it takes to perform the handoff. If base statlbbecomes unreachable before netw®iik
discovered, this would further add to the handoff latency.

A simple proactive handoff initiation strategy, referredaisEager Cell Switching, is to change
network as soon as a new network is discovered [Perkins,]19%& reaction of this strategy
to the scenario depicted in figure 1.9 is shown in figure 1.11.

From figure 1.11 it can be seen, that the handoff latency ®Etmer Cell Switchindnandoff
initiation strategy only consists of the time from when basa&tion 1 becomes unreachable
until a new point of attachment is established. The mobildenis able to receive packets

10



1.4 Handoff in Mobile IP

Handoff latency

——
Network
discovery time Perform handoff
| | | | -
I I I I .'
Base station 2 Network 2 Base station 1  New point of time
within range discovered out of range attachment
Handoff initiated established

Figure 1.11:Eager Cell Switchindghandoff initiation strategy.

from both networkl and network?2 until base statiorl becomes unreachable. If base station
1 becomes unreachable after the new point of attachmentablested, the handoff latency
is zero. Compared to thieazy Cell Switchingstrategy theEager Cell Switchingtrategy thus
offers lower handoff latency.

This might lead to the conclusion, that tBager Cell Switchingtrategy is always preferable to
theLazy Cell Switchingtrategy. However this is not the case, as can be seen frogtémario
depicted in figure 1.12.

Figure 1.12: A scenario where a mobile node should not perteandoff.

In figure 1.12 a mobile node is moved from locatiarto locationB. If Lazy Cell Switching
is used, no handoff is performed. Bager Cell Switchings used, first a handoff to network
2 is performed and later another handoff to netwarknust be performed when base station
2 becomes unreachable. In this particular scenarid_timy Cell Switchindhandoff initiation
strategy would be preferable.

Our observation is, that it is not at all obvious which of #aésndoff initiation strategies should
be selected. The performance depends on the particulaarscémwhich the handoff initiation
strategy is applied. In order to obtain better general perémce a more advanced handoff
initiation strategy is needed.
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1.4.4 Loss of data during handoff

An important performance metric for a handoff strategy s ttumber of packets that are lost
during a handoff. Aost packetis one that is sent from a correspondent node but never exteiv
at the mobile node, or vice versa.

Even though a mobile node has changed its point of attachiyesibtaining a care-of address
at a new network, the care-of address from the previous n&tean still be used for receiving
packets. This of cause requires that the base station whahdes access to the previous
network is within range of the mobile node.

In principle a mobile node can have as many care-of addressdle number of different
networks within range. The care-of address currently adhest to the home agent is referred
to as theprimary care-of address [Johnsoret al,, 2000]. Accordingly, the network to which
the primary care-of address belongs is calledghimary network .

UsingLazy Cell Switchingpackets are not received for a period of time identified yttand-
off latency. This is because, the primary network is no lenmgachable.

Using Eager Cell Switchingpackets can still be received from the primary network dyitime
handoff. If the mobile node stays within reach of the primastwork until the handoff is
completed, no packets are lost. A proactive handoff indrastrategy can thus dramatically
reduce the number of lost packets.

A proactive handoff initiation strategy can cause packetrtive out of ordet. This can hap-
pen, if the route from a node to the new network is faster thanroute from this node to the
previous network. Packets sent from a node to the mobile abde new primary care-of ad-
dress would then arrive before the packets routed via theéqure network. Some applications
will react to packets arriving out of order by simply dropgithe packets that arrived too late.
An example is Voice over IP (VolP). Another example is TCPjaluhis optimized for packets
being delivered in the correct order. Packets arriving dutrder will thus degrade the perfor-
mance of TCP. The effect of packets arriving out of order delgseon the application which the
packets are addressed to.

1.5 Security considerations in Mobile IP

Even in ordinary non mobile IP networks the security threaésalmost countless. In an uncon-
trolled global network like the Internet one must assume phakets can always be intercepted
or modified by someone with bad intentions. Likewise a nekvwamn be flooded with packets
only with the intention of disturbing traffic.

As defined in [Atkinson, 1995], security involves four redttopics:

¢ Confidentiality. Data must be encoded so they can only bed#éetby authorized parties.

e Authentication. It must be possible to prove or disprove sone’s claimed identity.

3The possibility of packets arriving out of order is alwayegEnt even in standard IP. This can happen if a
route is changed somewhere in the Internet during trangmniss packets. However this situation rarely occurs in
practice in standard IP.
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e Integrity. It must be ensured that data cannot be modifietiomit such modification
being detectable.

e Non-repudiation. The property of a receiver being able wwvprthat a sender of some
data did in fact send the data that might later be denied tssng

Various protocols and mechanisms have been designed twiledhe above mentioned topics.
In the following we will only consider the security flaws iottuced especially by Mobile IP.

Research within security regarding Mobile IP is coordidaly the IETF working group for
Authentication, Authorization and Accounting (AAA). Theesponsibility is to coordinate the
development of protocols to be used by Mobile IP in the follgpareas:

e Authentication. A mobile node must be able to identify itsela network to which it
wants to attach. The network must be able to verify the mainides claimed identity.

e Authorization. A network must be able to determine, wheteruthenticated mobile
node should be granted access to the network.

e Accounting. A mobile node having been authorized to use warktmust be billed by
the network service provider.

The above mentioned areas are often referred to as AAA. Otivation for considering the
AAA aspects of Mobile IP are primarily the time constraintiieh AAA will impose on hand-
off. Performing authentication and authorization carmy piotential to be lengthy processes and
can thus influence the handoff latency dramatically.

Itis generally agreed, that networks allowing mobile noesttach must provide the AAA ser-
vices. This should be the responsibility of AAA servers leckat these network [Perkins, 2000B].
However, the aspects of AAA are still undergoing work andamdard is not yet agreed upon.
Here we will consider AAA for Mobile IPv6 as proposed by ClarPerkins in [Perkins, 2000B].
As depicted in figure 1.13, there must be a AAA server at bagthtime network and the foreign
network to which the mobile node is trying to attach.

Home agent AAA server

Router @ @
Home network
Internet

C/W Router Mobile node

AAA server

Foreign network

Figure 1.13: Networks with AAA servers.

The basic principle of AAA is that traffic from an unauthemtied host cannot travel beyond
the access router of a network. A mobile node wanting to atta@ specific network should

13
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therefore initiate a series of events which if successfati$eto authorization at that particular
network. In the following it is assumed that all communioatbetween nodes are secure.

e The mobile node identifies itself to the AAA server at the fgrenetwork. This is done
by the transmission of a so callatient identifier. A client identifier should contain
means of securely identifying a node and means for the AA&eseaat the foreign net-
work to identify which AAA server it must contact to verify éhcredentials. This infor-
mation is denoted the credentials of the mobile node.

e The AAA server at the foreign network must verify that thesoli identifier received from
the mobile node is valid. This is done by transmitting thedergials to the AAA server
at the mobile nodes home network. By use of an encryption kéylamown to this AAA
server and the mobile node, the AAA server at the home netaankdetermine whether
the mobile node has the claimed identity. The answer to tesipn is returned to the
AAA server at the foreign network.

e The AAA server at the foreign network can now decide whetheauthorize the mobile
node to attach to the network or not.

In order for this procedure to be secure, means must be mdvior the AAA servers to verify
each others identify. The need for AAA adds a potentiallgéaoverhead to the handoff latency
in Mobile IP. There are numerous suggestions for how to dé#l this overhead. If a mobile
node could be authorized by a AAA server serving several oddsvthe mobile node need not
perform AAA actions when moving between these networksewilse, mobile nodes might be
allowed to gain unauthorized access to a network for a lsgount of time [Tsirtsis, 2001],
thus allowing the AAA procedures to be deferred to a lateyeste.g. until right after the hand-
off procedure has been completed. AAA servers might alssiden caching the credentials
of mobile nodes, thus allowing for faster verification of aliie node’s identity if it revisits a
network.

We believe, that the potential overhead of AAA is just anoiheitement to explore proactive
handoff initiation. The added overhead might be compeddaieby initiating handoffs so that
packets can still be received from the previous network gvhilthorization is ongoing at the
new network. Such a strategy can also avoid packets beihgoesause the mobile node can
receive packets from both networks during the handoff.

1.6 Standardization of Mobile IP

Mobile IP is a concept which is receiving heavy attention. cleffort is currently put into
improving the performance of the handoff execution aldnitin Mobile 1P.

Specifications exists for both IPv4 [Perkins, 1996] and IRPahnsoret al., 2000]. Both spec-
ifications are based on the same principles and maintaingdebyame people. They are cur-
rently at different maturity levels. The specifications ptblished according to the directions
described in the RFChe Internet Standards Process — RevisidB&dner, 1996]. The stan-
dardization of protocols for the Internet is managed by titerhet Engineering Task Force
(IETF) which is an organization under the Internet Soci¢8QC).
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The levels of maturity of a standard are the following [Bradri996]:

Internet-Drafts: Used for making draft specifications public available. Mayrbplaced at
any time by a newer version. Internet-Drafts are removela§/tare not updated for six
months or if they are promoted to a RFC.

Request For Comments (RFCs):When a specification is accepted as an RFC it cannot be
altered. RFCs are never deleted but can be obsoleted byREES.

Proposed Standard: When a RFC is believed to be well specified and has attractedtairc
amount of interest it might be advanced to a proposed stdnéi&ither implementation
or operational experience is required.

Draft Standard: A specification from which at least two independent and iof@rable im-
plementations from different code bases have been dewklgmel for which sufficient
successful operational experience has been obtained, enelgtated to the Draft Stan-
dard level.

Internet Standard: A specification for which significant implementation and sessful oper-
ational experience has been obtained may be elevated totéradt Standard level.

Mobile IPv4 is currently a RFC at the Proposed Standard IfReltkins, 1996]. Because
changes has been made to the Mobile IPv4 proposal since l@siARs released, the proposal
is no longer up to date. The newest version of Mobile IPv4us tvailable as an Internet-Draft
[Perkins, 2000A].

Mobile IPv6 is currently specified as an Internet-Draft [dsbnet al,, 2000] in its 13th version.

The standardization status of Mobile IP clearly suggesist more work is needed before a
standard of Mobile IP is agreed upon. However much activekvidrongoing. The work
is supervised by a working group under IETF. It is definitekpected, that higher levels of
standardization will be reached in the future. This is a ratdevelopment given the huge
interest in Mobile IP.

Commercial products supporting Mobile IP are starting tpesw on the market. An example
is that Cisco, the worlds leading manufacturer of routess, $tarted to support the RFCs spec-
ifying Mobile IPv4 in a wide range of their router productsridsson Telebit supports part of
the Mobile IPv6 specification [Johnset al., 2000] in some of their router products.

1.7 Related work

A wide range of specifications aiming at optimizing the perfance of basic Mobile IP are
currently under development. Many of these specificatioagpablished as Internet-Drafts.

A common denominator for the specifications, is that theyadirleased on the basic Mobile IP
specification for either IPv4 [Perkins, 2000A] or IPv6 [Jshbnet al, 2000]. This means that
they do not question the feasibility of the overall Mobiledffategy, but addresses some subset
of the many different aspects that must be handled by MobBile |
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The aspects of Mobile IP that are the most commonly dealt imitthe published Internet-
Drafts, fall within three categories:

1. General improvements to reduce the handoff latency. Ppeocach taken is mostly to
improve the handoféxecutiorprocedure. Only little work concerns handafitiation in
Mobile IP.

2. Improvements to reduce the handoff latency using spéduikdayer technologies.

3. Suggestions regarding Authentication, Authorizatiod Accounting (AAA).

The scope of this report is mainly within 1). Therefore weebyi presents the basic ideas of
some of these proposals in section 1.7.1.

The aspects of 2) are relevant seen from the view of deplayiogile IP but does not provide
general improvements as results often cannot be genetalize

The Mobile IP specifications are not aimed at any particutde layer technology. This is a
great advantage when considering that mobile nodes mighbleeto attach to access points
based on different link layer technologies. At the same tithe Mobile IP specification will
be applicable with new link layer technologies.

Often using link layer specific information can provide kefberformance. This is true if for
a wireless link one have access to the signal strength wtaohirdicate that a base station
soon will get out of range. This is recognized in both the N®biPv4 and the Mobile IPv6
specifications by allowing implementations to use link lagpecific information if available.
However an implementation must of cause still comply with $pecification in the case, that
no link layer information is available.

The aspects of 3) are highly relevant indeed, but lies oeitisid scope of this thesis.

1.7.1 Proposed improvements to handoff execution in Mobil&P

The current proposals for minimizing the handoff lateneg lwithin two groups:

e Hierarchical mobility agent models. These proposals areediat reducing the amount
of signaling between the mobile node and its home agent, dypgng several networks
into administrative domains inside which handoff can bedteoh locally. Hierarchi-
cal proposals are developed by, among others, people fremBhF working group
[Solimanet al,, 2000] and Lucent Bell Labs [La Por& al.,, 2000].

e Multiple care-of addresses. These proposals uses roatimyltiple care-of addresses in
order to reduce packet loss [Yegt al, 2000] [Roseet al., 2000].

Examples of proposals that lies with the two groups are ptesiean the following two sections.
All of these proposals are extensions to the basic Mobileptigications for either IPv4 or
IPv6.
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1.7.2 Hierarchical mobility agent models

The general principle of the hierarchical models is presetim figure 1.14.
Domain Access Router Router
Network X

Internet
Router

Network Y

Figure 1.14: General principle of hierarchical mobility dats.

A number of networks are grouped into administrative domain. In figure 1.14 a simple
example grouping only two networks is shown. An administeatiomain is connected to the
Internet through @lomain access router which is a gateway into the Internet for the admin-
istrative domain. If a mobile node changes network withie #iministrative domain, it must
only notify the domain access router about its new care-dfess. It is then the responsibil-
ity of the domain access router to route data packets déstorehe mobile node to the right
network.

The advantage of these models is, that they reduce the isigiehd between mobile node and
home agent and that the care-of addresses only needs toisered with the domain access
router (intra domain handoff).

The disadvantages are that special software has to be @epliythe routers within the ad-
ministrative domain, and that movement between admitiggrdomains does not benefit from
hierarchical models.

In order to have any effect an administrative domain needgp#m several networks possibly

covering large geographical areas. Furthermore theseonletvghould share a common gate-
way (the domain access router) to the Internet. It remairisetseen whether these demands
can be met in realistic scenarios.

1.7.3 Multiple care-of addresses

A proposal within the group of multiple care-of addresses nmsighborhood routing
[Yegin et al, 2000]. In this proposal the mobile node is allowed to updbaee home agent
with multiple care-of addresses. The mobile node can ther&ehed, even though its exact
location is not known. This is achieved by introducing a nfiedirouting headey which con-
tains the care-of addresses known to the home agent. If denudile is not reachable at the
first care-of address, the packet is routed to the next daagldress etc.

Other proposals exploits what is knownlgisasting or IP diversity [Roseet al,, 2000]. This
means sending identical packet to different networks. Ehigten coupled with a hierarchical
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model so that the overhead generated by the extra packgtearurs within an administrative
domain.

As for the hierarchical models no documentation of the perémce to be expected exists.
These approaches for reducing the handoff latency areastlh initial level.
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Chapter 2

The thesis

The approach taken in Mobile IPv6 [Johnsatral, 2000] is the leading proposal for adding
support for mobility in the Internet Protocol (IP), and isdly to be the base on which IPv6 will
support mobility in the future.

In this work we have decided to focus exclusively on Mobile@Rhus leaving Mobile IPv4
unattended. The reason for this choice is that Mobile IPe8gmts a more complete and elegant
solution to mobility than Mobile IPv4, because IPv6 hastinisupport for many of the features
needed to provide mobility. In IPv4 these features must beiged by a mobility extension.
Furthermore IPV6 is expected to eventually substitute iR\he future Internet. Our choice to
focus on IPv6 will not affect the generality of obtained ésuOn the contrary we regard results
obtained with Mobile IPv6 as generic enough to be applicébi®obile IPv4 also, because of
the similarities of the basic concepts of Mobile IPv4 and MobPv6. For an introduction to
the specifics of Mobile IPv6 we refer to appendix A

2.1 Means of improving Mobile IP performance

As stated in the introduction in chapter 1 our initial objeetwas to investigate how to reduce
the handoff latency introduced by the Mobile IP protocol.

By studying the Mobile IPv6 specification [Johnsetral, 2000] it has become apparent that
mechanisms for performing seamless (and low latency) Hédoe very weakly specified.
This is a recognized fact among the members of the IETF MaBilé/orking Group and nu-
merous suggestions for improving handoff performance adeuconsideration.

By conducting a literature study we have revealed that mumtk ¥ ongoing within the field of
reducing the time consumed Imandoff executionHowever we have been surprised to learn,
that in the field ofhandoff initiationwe are able to find no ongoing work whatsoever, even
though as illustrated in chapter 1, a successful handdiaititn strategy can result in zero
packet loss. The work presented in this thesis regards lffamittation strategies and their
effect on the handoff latency.

In appendix A we have included a summary of the major proscohstituting Mobile IPv6.
This summary shows that in order to deploy Mobile IPv6 in gxgIPv6 networks, the main
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implementation effort needed is at the mobile node. Thigatés that supporting Mobile IPv6
is likely to be fairly straightforward for router vendors ésystem administrators. To support
that Mobile IPv6 should be as easy as possible to integréabeeixisting IPv6 networks, we

pursue the idea that handoffs should be initiated by molatees without requiring the use of
services from special entities at networks.

2.2 Assessing existing handoff initiation strategies

The starting point of our work have been that of two existimgdioff initiation strategies: The
proactiveEager Cell Switchindhandoff initiation strategy and the reactiazy Cell Switching
handoff initiation strategy, both described in section3..A hese are the basic handoff initiation
strategies against which more advanced handoff initisgtcategies must be evaluated.

Although simple in concept, the performance of these twadbéninitiation strategies have

never been thoroughly investigated. The effect of variawgqeol parameters on handoff per-
formance are not well understood and for instance the ctlyrenggested default configuration
of access routers [Johnsehal., 2000] appears to be a mere ad hoc suggestion.

For each of the two simple handoff initiation strategies vaeehtherefore conducted a theo-
retical study of the effect of these protocol parameters andbff performance. As a result
we derive two mathematical models (one for each of the bammdiff initiation strategies)
reflecting handoff performance as a function of the confitjoimaof protocol parameters.

To relate our theory to practice we have setup a testbed mgrivibbile IPv6. This is done as
we believe that any proposal of protocol optimization forie IP should be supported by
empirical evidence. As for all network protocols it can bé#idilt to predict certain behavior,
a fact which is emphasized by the maowgst practiceconfigurations of protocols used in the
Internet. Often a certain configuration is based only on #u, fthat it has proven successful
in actual operation. Using this testbed we conduct extensiapirical studies of the handoff
performance of the two simple handoff initiation strategi#/e then compare the theoretically
predicted handoff performance with that experienced intélsébed to see whether the predic-
tions of the mathematical models conform to the empiricabyained results.

2.3 Proposal of advanced proactive handoff initiation stréegy

We believe that a need for more advanced handoff initiatibategies exists. Through our
study ofEager Cell SwitchingindLazy Cell Switchingve conclude that they both have serious
performance lacks. Theager Cell Switchindgpandoff initiation algorithm initiates far too many
handoff and thd.azy Cell Switchindhandoff initiation algorithm results in an unacceptable
number of lost packets.

However, this is not the only reason why more advanced h&imdtétion strategies need to be
considered. Another issue is that a handoff initiationtstyg should also consider metrics such
as e.g. the price of using a network and the available bartdwid

To minimize the number of handoffs and to reduce the numbéostfpackets we investigate
how information obtained from the link layer can assist. tRemrmore we propose a set of
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simple metrics which could improve the performance expegel by the end user. These met-
rics include the possibility of statically defining the miof using a network and dynamically
assessing indications of the available bandwidth. We mepbeParametric Cell Switching
concept which allows a handoff initiation algorithm to batsehandoff decision on several
handoff metrics. To demonstrate the proposed concept we ingplemented a prototype of
Parametric Cell Switchingising two selected handoff metrics. This prototype dematest
improved performance to botBager Cell SwitchingindLazy Cell Switching

2.4 Contributions

The following is a list of our main contributions:

e For both theEager Cell Switchingind theLazy Cell Switchinglgorithms we propose a
mathematical model describing handoff performance as etifum of the configuration
of essential protocol parameters.

Using these mathematical models we propose a new defatdtr rmonfiguration resulting
in reduced handoff latency for botBager Cell Switchingand Lazy Cell Switchindout
without increasing network load.

e We bridge the gap between theory and practice by performmgxdensive empirical
study of handoff performance in a Mobile IPv6 testbed. Udhig testbed we are able
to conclude that the measured handoff latencies essgnt@iform with those predicted
by the theoretical models and that our proposed router canafign does in fact yield
the expected reduction in handoff latency.

e We propose an advanced handoff initiation strategy, whiehdenoteParametric Cell
Switching that uses link layer information and is able to considerritgisuch as price
and bandwidth. We expe&arametric Cell Switchingo exhibit the responsiveness of
Eager Cell Switchingput to perform fewer and more informed handoffs.

Through the development of a mathematical model we showttieatretically this ad-
vanced handoff initiation strategy is able to react almastat as=ager Cell Switching
in scenarios where link layer information is not available.

e By means of a working prototype of tiearametric Cell Switchindhandoff initiation
strategy applied in the Mobile IPv6 testbed we confirmed treoitetical model. By
applyingParametric Cell Switchingn a building wide scenario with three wireless net-
works we obtained results indicating the feasibility ofngsiink layer information to
assist in a handoff decision.

2.5 Structure of the master thesis

The remainder of this master thesis is structured as follows

In chapter 3 we derive mathematical models for Bager Cell Switchingand theLazy Cell
Switchinghandoff initiation strategies. Based on these models wpga® a new default con-
figuration of protocol parameters resulting in lower harfidistency without increasing network
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load. In chapter 4 we present the Mobile IPv6 testbed anddbelts of the empirical stud-
ies of Eager Cell Switchingand Lazy Cell Switching We compare these results to the results
predicted by the mathematical models.

In chapter 5 we propose tiRarametric Cell Switchingpandoff initiation strategy using multiple
metrics. For an instantiation of tiearametric Cell Switchindiandoff initiation strategy we
theoretically determine its performance when link laydoimation is not available. Then, in
chapter 6 we document the integrationRe#rametric Cell Switchingnto the KAME Mobile
IPv6 software. We also present the results of two experimmeanducted in the Mobile IPv6
testbed confirming thaParametric Cell Switchingperforms as predicted. We describe how
we have deployed three wireless networks at the Departnfe@bmputer Science, Aalborg
University, using Wireless LAN as the link media. We presiafitrmal results obtained with
these networks indicating the feasibility Barametric Cell Switchingind that it has superior
performance to botltager Cell Switchingand Lazy Cell Switching Finally in chapter 7 we
summarize our conclusions and presents ideas for futurk.wor

We have included several appendices. Readers not famillatwobile IP and Mobile IPv6 in
particular, are encouraged to read appendix A in which wegmesome of the basics of Mobile
IPv6 operation. We suggest that this appendix is tsefdre proceeding to chapter 3.

Readers interested in installing FreeBSD and the KAME Mpol#ilv6 software should also read
appendix B through E. Appendix B describes how we installesBSD 4.1 on the computers
constituting the testbed presented in chapter 4. Appendiescribes the configuration of the
KAME Mobile IPv6 software used in the testbed. Appendix D suemizes a number of bugs
found in the KAME software. Finally appendix E describes ifiodtions that were made to
FreeBSD tools supplied with KAME, in order to be able to rua Mobile IPv6 software.
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Chapter 3

Theoretical study of existing handoff
Initiation strategies

In this chapter we first present two mathematical models &bfeedict handoff latency. The
first model presented concerns tBager Cell Switchinchandoff initiation strategy and the
second model presented concernslthey Cell Switchindgiandoff initiation strategy.

Based on results obtained using the mathematical modelbemepgropose a new default con-
figuration for access routers resulting in a significant cgiden of handoff latency without in-
creasing network load. Finally we describe the implemeémtabf two independent simulators
originating from different code bases, which we use to stthe correctness of the mathemati-
cal models.

3.1 Motivation

As described in section 1.4.3 two simple handoff initiatstrategies for Mobile IP exists. These
are theLazy Cell Switchindhandoff initiation strategy, which does not initiate a haffidintil
the current point of attachment is confirmed to be unreaehabid theEager Cell Switching
handoff initiation strategy which initiates a handoff imdnetely upon learning a new network
prefix.

In this chapter we present mathematical models to predichémdoff latency as a function of
the interval between broadcasting router advertisemeais &ccess routers and of the lifetime
of the network prefixes specified in these broadcasted radeertisements. We present a
model for bothEager Cell SwitchingndLazy Cell Switching

This task is undertaken in order to compare theoreticakdipted handoff latency with results
later to be obtained in experiments. If an accurate modebeadfevised and one is able to pre-
dict the handoff latency, this could be used for configuring interval between sending router
advertisements and the lifetime specified in the sent rcadeertisements at access routers.
This configuration is important, as sending too many routiegisements increases network
load and requires heavy processing at mobile nodes whildirsgrioo few router advertise-
ments results in higher handoff latencies. A tradeoff betweetwork load and handoff latency
must therefore be found.
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Chapter 3. Theoretical study of existing handoff initiatitrategies

3.2 Assumptions and basic definitions

In the following we will assume that no packets are lost topdify reasoning, i.e. that at any
position all mobile nodes can receive all or none of the becaated router advertisements from
any access router. When well within range of a base statisnaitreasonable assumption that
all broadcasted packets are received, as many wirelestaipek technologies both retransmits
lost packets and have very low bit error rates. When appingdhe maximum range of a base
station it might be that e.g. only some of the router advemntisnts sent via that base station
are received by the mobile node. However, here we will asstivaea mobile node is either
inside or outside the range of any base station and that frogsag zonegxist. We will further
assume, that getting out of range of the primary networkades with getting within range of
a base station at a new network.

Recall that thénandoff latency is defined as the time from when a packet from a correspondent
node or home agent is last received via the primary netwotkaipacket from a correspondent
node or home agent is received via the new network. The halateficy expresses a time in
which packets may be lost.

By L we will denote the period of time from getting out of range lo¢ tbase station serving
the primary network at time,or (out of reach) until the occurrence of an event which trigger
a handoff to a new network at timge (handoff event). What kind of event that can trigger
handoff initiation depends on the handoff initiation skt used. The principle is illustrated in
figure 3.1.

L

- ~N

toor the time

\J

toor: Out of range of primary network

the: Event that triggers handoff initiation

Figure 3.1: Definition of the period.

The periodL is affected bythe which again depends on the handoff initiation strategy used
the Lazy Cell Switchindnandoff initiation strategytne will be the time when the primary net-
work is concluded to be unreachable. For Beger Cell Switchindnandoff initiation strategy,
the Will be the time at which a router advertisement is first reedifrom the new network.

The periodL relates to the handoff latency in the following wak:denotes a period of time

in which packets are always lost. If a handoff is executedenbwth the primary network and

the new network is reachable meaning that the primary nétd@oes not get out of range until

after the handoff is completed, the valuelofvill be negative (to be interpreted as 0) yielding
no loss of packets. In contrast, the handoff latency dependke rate at which a mobile node
is receiving packets.

As opposed to the handoff latendycannot be measured in real scenarios (how should one de-
termine when the primary network is out of reach). On the ofttaend, deriving a mathematical
model for calculatingl is more appropriate as we cannot know at which rate packetdevi
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3.2 Assumptions and basic definitions

send from correspondent nodes to a mobile node.

When the frequency of sending packets towards a mobile rsodereased, the handoff latency
converges towards the value bf This is because the time of receiving the last packet from
the primary network will be closer to the time when the mobilede gets out of range of
that network and the time of receiving the first packet fronoae&spondent node via the new
network will be shorter after the occurrence of the event ttiggered the handoff to that new
network. This relation betweeh and the handoff latency is illustrated in figure 3.2.

Handoff latency

A

L

A

tip toor the tip time

\J

tp: Last packet received from primary network
toor: Out of range of primary network
the: Event that triggers handoff initiation

tip: First packet received from correspondent node via new owtw

Figure 3.2: Relation betweef and the handoff latency.

In chapter 4 we use this property to compare the theoretadakg forL with values for handoff
latency measured in a real scenario, thus obtaining knaelexd the conformance between
theory and practice. We will usk and theoretical handoff latency as interchangeable terms.

The time between broadcasting unsolicited router adwements is configured by specifying
a minimum time (denote®,i,) and a maximum time (denotd@ax) that a router must wait
before broadcasting the next unsolicited router adveriesg. After each broadcast of a router
advertisement a router must pick a random delay betwggp and Rmax before broadcasting
the next router advertisement [Deering, 1991], in ordenvmarouters synchronizing.

The lifetime of network prefixes specified in all broadcastedter advertisements on a link
are identical and is denoted Hy. ForLazy Cell Switchinghe lifetime of the network prefix
broadcasted in the router advertisements affects the wdllie as it is used as an indicator of
when the network should be considered unreachableERger Cell Switchinghe lifetime of
advertised network prefixes does not directly affect thedbératency.

However, consider the situation, in which a mobile node giil@ intervals is receiving router
advertisement from two access routers advertising tweifit network prefixes. Clearly not
even theEager Cell Switchindiandoff initiation strategy should perform a handoff upeerg
reception of a router advertisement in this situation, as wWould lead to the mobile node
continuously performing unnecessary handoffs must therefore be determined exactly when
the reception of a network prefix should be taken as a signeoktitering of a new network.
When using Mobile IPv6, a solution is to check whether thdiylie present in therefix list
maintained by IPv6 neighbor discovery. If not, the networ&fi is considered to belong to
a new network and a handoff is performed. A network prefix sspnt in theprefix listuntil

10often referred to as the ping-pong effect.
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Chapter 3. Theoretical study of existing handoff initiatitrategies

its lifetime expires, why the lifetime of broadcasted netivprefixes can indirectly affect the
behavior ofEager Cell Switching In our mathematical model for théager Cell Switching

handoff initiation strategy we choose to ignore this pdssddfect of the lifetime of network

prefixes. This is a valid choice, as it does not affect the btiridtency, when a mobile node
enters a new network.

The time that a mobile node enters the range of a new netwat&risted byCiime. After the
entering of the range of a new network, a mobile node is abledeive all further packets
broadcasted at that network until leaving the range of theorn.

In the theoretical models we do not consider propagatioaydebdfbinding updatesbinding
acknowledgmentstc., as their impact on the handoff latency depends eptirelthe scenario
in which Mobile IPv6 is operated. By excluding these propgedelays from the theoretical
models, the theoretical models only reflects scenarios islwbropagation delays are not sig-
nificant. If one wishes to account for propagation delays specific scenario, this delay must
be estimated and added to the theoretical predicted haladeifcy.

3.3 Eager Cell Switching handoff initiation strategy

We start by deriving the mathematical model teager Cell Switchings this is the simpler
model and will serve as a basis for the mathematical moddlday Cell Switchingvhich we
derive in section 3.4.

Recall thatEager Cell Switchings influenced by the interval between receiving unsolicited
router advertisement and not by the lifetime of network preefi The mathematical model for
this handoff initiation strategy should thus take as inpetpossible range of intervals between
broadcasting router advertisements at access rofii&ss, Rmax|- As output we seek a function
describing the probability distribution for the handoffdacy. This function can then be used
to determine theoretical values for the minimum, maximurd average handoff latency.

First we derive the probability distribution fdreagerwhich we denote’., (7). In general, we
use the lettes” for probability distributions /z,,,, to reflect that it is a probability distribution
for L usingEager Cell Switchingnd P, (/) when the input variable is denoted byGeneral
properties of functions for probability distributions athat they must not output any negative
values and that the area under the probability curve muskaetlg 1. Based orPr,, (1) we
can derive a function for the average valuelgfgerdenoted byfeageF

Determining Leager

The abstraction considered is a router broadcasting witsalirouter advertisements, with the
time between each broadcast uniformly distributed in thenm@l [ Rmin, Rmay. Mathematically,
this is called aandom walk. In figure 3.3 a possible distribution of router advertisaisen a
random walk is presented.

In the scenario depicted in figure 3.3, the sizeldf is uniformly distributed in the interval
[Rmin, Rmax. Recall from section 3.2, that the time a mobile node entdirskds denoted by
Cime. Because thé’s are independent and uniformly distributed, the distiitiu of Cijme
within an interval is independent of the interval in whichocurs. As a result it is adequate
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\J

Ry R, Ry R3 Ry time

Rn: Unsolicited router advertisement number

D, = Rn+1 — Rn: Distance between two consecutive router advertisements

Figure 3.3: Example of a random walk for a router broadcastinsolicited router advertise-
ments. The time between each broadcast is uniformly diggibin the interval

[Rmina Rmax]-

to consider only the interval in whicbBme occurred. To simplify notation, the first router
advertisement arriving aftetyime is denotedR and the router advertisement sent priotRas
simply denoted by 0. The situation is depicted in figure 3.4.

o |

—

5 4
\j

time

0: Router advertisement sent prior to router advertisement R
R: First router advertisement received aftéine

Ciime € [0, R]

Leager= R — Ciime

Figure 3.4: Model for computind.cagerfor the Eager Cell Switchindhandoff initiation algo-
rithm.

The model in figure 3.4 reflects, th@tnme must occur somewhere in the interyél R and is
thus dependent of the value Bf From figure 3.4 we have thdleager= R — Clime.

Determining Pr.,q. (1)

To obtain the probability distributio.,,,(/), we start by computing the joint probability
distribution forCtime and R denoted byPc,,... r(ctime, ). Becaus&ime is dependent oRz, the
joint probability distributionPc,.. z(ctime, ) can be expressed as

PCtime,R(Ctimea T) = PCtime\R(Ctime|7") : PR(T) (3-1)

wherePg, .| r(cime|r) is the probability distribution foyme given R and Pr(r) is the proba-
bility distribution for the size of the interval in whicme occurs.

As Ciime is evenly distributed in the intervd), R], and knowing that for an evenly distributed

. - . g . . e 1
random variable in an interval the probability distributis always -, we can calculate
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PCtime|R(Ctime|’r) as
1
Feumer(cimelr) =7 Lemecior (32)
wherel,, o, IS an indicator function with a value of 1 whefine € [0,7] and 0 otherwise.

The probability distributionPr () expresses the probability th@time should occur in an inter-
val of sizeR = r. Intuitively, the probability ofCiime OCcurring in an interval is proportional to
the size of the interval. When the interval size is given,ake functionf (r) = 7 1,¢g. R
exhibits this property. We can obtain the probability disition Pg(r) (knowing that the area
under the entire probability curve must always be 1 @9 divided with the area of (). This
yields

,
Pr(r) = meax o * L€ Runin, Rmand (3.3)
2r

€| Rmin, R,
Rmax2 o Rmin2 €[ Rmin, Rmax]

The joint probability distributionPc;,. r(ctime, ) is thus

Pyne,r(Ciime; ™) = Poypner(ctimelr) - Poynecio,r (1) (3.4
B 1 | 2r |
- r ctime€[0,7] Rmax2 B Rmin2 €[ Rmin, Rmax
2

- R 2 Rmin2 ’ 1Ctimee[0,7"] ’ 1T€[Rmin;Rmax]

The probability distributionP,,.(l) for Leagercan be obtained by integrating over the joint
probability distribution Pe,,.., z(ctime, ) for all possible values ofime andr. As r can be
expressed as = cime + [ (Which follows froml = r — ¢ijme), We have

o0
Ppegell) = / Pime, R (Ctime, Ctime + 1) dctime (3.5)

—o0

o0 2
o / 2 2 'lcr €[0,ctimet!] * L, +LE[Rmin, R ]dCtime
. Ime »Ctime’ time minsftmax;
Rmax Rmm

2 0.0)
- Rm 2 Rmin2 ’ IZE[O:OO[/ lctimee[o,oo[ ’ lctimeE[Rmin*lyRmax*l]dctime

—00

Rmax*l

2 /
= —= .1 deg
Rmax2 - Rmin2 elbeol 0V Rmin—! me

N R 2 Fimin2 €[, Fma [Ctlme] OV Rmin—!

Note, that when: Vv y occurs in the limit of an integral is should be interpretedres(z, y)
and whenz A y occurs in the limit of an integral is should be interpretedras(x, y).

From formula 3.5 we then have

2(Rmax—Rmin) __ 2 H .
Rmax>—Rmin®> ~ Rmaxt+Rmin if 0 S ! S len

PLeage(l) = % if Rmin <! < Rmax (3.6)

0 otherwise
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This probability distribution forP,.,. (1) is plotted in figure 3.5

A

2- Rmax
Rmax2 —Rmin2 ~

2
Rmaxt Emin

1 1 > [ [s]
Rmin Rmax

Figure 3.5: Probability distribution, ., (/) for the Eager Cell Switchinghandoff initiation
strategy.

From figure 3.5 we observe, that there is the highest prababil obtaining handoff latencies
in the range between 0 arithy,, that the maximum handoff latency is determinediyy.x and
that handoff latencies close to a valueRx is less likely to occur.

In figure 3.6 we have plotted the probability distributiom Eager Cell Switchingvhen Rpmin =
0.5 seconds an@nax = 1.5 seconds.

Theoretical probability distribution for Eager Cell Switching

Ryin=0.5and B, = 1.5 ——

0.6 | .

04} .

0.2 | .

O 1 1
0 0.5 1 15 2

L[s]
Figure 3.6: Probability distribution foEager Cell Switchingvhen R, = 0.5 seconds and
Rmax = 1.5 seconds.

From figure 3.6 it is seen, that the probability distributiBp, (/) for Rmin = 0.5 and Rmax =
1.5 is constant in the intervdD, 0.5] and then drops linearly in the intervi).5,1.5]. This
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probability distribution is also intuitive, afeagercan assume a value in the interyal 0.5]
for all interval sizesD € [0.5, 1.5] resulting in a high probability for handoff latencies in the
interval [0,0.5]. For Leagerto assume a value in the intenal5, 1.5], Cyime must occur in a
large interval. For example, fdleagerto assume the value of Liime Must occur in an interval
of sizeD € [1,1.5].

Determining Leager

Having calculated the probability distributidfy,.,..({), we can obtaifLeagerby integrating over
the product ofLeager=  and P, (1) for all possible values oLeager We can thus calculate

Zeagerby

Rmax
Leager = / lPLeager(l)dl (37)
0
Rmin 2 Rmax 2 _
= / l———dl +/ )
0 Rmax + Rmin Rmin Rmax” — Rmin
1 R 2 Rmax
= ——[P? m'"+—/ [(Rmax—1)dl
Rmax + Rmin [ ]0 Rmax’ — Rmin® Runin (Bmax—1)
Rmin2 2 1 2 1 371 Fmax
= + ~1?Rinax — =1
Rmax+ Rmin max2 — Rmin2 [2 max-— g ]Rmiﬂ
_ Rmin® %Rmax3 — Rmin® Rmax+ %Rmin3
Rmax + Rmin Rmax2 - Rmin2

Rmin2 (Rmax - Rmin) + %Rmax3 - RminQRmax + %Rmin3
Rmax2 - Rmin2

Rmax3 - Rmin3
3(Rmax2 - Rmin2)

If we insert values ofRmin = 0.5 and Rmax = 1.5 (as plotted in figure 3.6) in formula 3.7 we
obtain Leager= 35 ~ 0.54 seconds.

3.4 Lazy Cell Switching handoff initiation strategy

Recall that thd_azy Cell Switchindiandoff initiation strategy is influenced by the intervat be
tween receiving unsolicited router advertisement and ifieéirhe of network prefixes. The
mathematical model for this handoff initiation strategyshl thus take as input the possible
range of intervals between broadcasting router advergsgsnat access routef$min, Rmax|,
and the lifetime of the broadcasted network prefixgs, As output we seek a function de-
scribing the probability distribution for the handoff laty. This function can then be used to
determine theoretical values for the minimum, maximum aretage handoff latency.
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3.4 Lazy Cell Switching handoff initiation strategy

Determining Liazy

Recall thatLazy Cell Switchingloes not initiate a handoff before the currently selectdaork
has been confirmed to be unreachable. This corresponds s@uh&on depicted in figure 3.7.

Liazy

probetime

| | | | ~

toor t|e tpd tnr t|me

toor: Out of range of primary network
tie: Lifetime of primary network expires
tpd: Mobile node finished probing primary network

tnr: Router advertisement which triggers handoff initiatieeeived from new network

Figure 3.7: Possible definition dfi4,y for the Lazy Cell Switchindnandoff initiation strategy.

When the lifetime of a network prefix expires, the mobile nauight® probe the default router
at the primary network to learn if it is still reachable. Aftéhe probing is completed and
the primary network is declared unreachable, a handoffiigiad upon reception of a router
advertisement from a new network.

In practice however, if after probing the primary networkc@ncluded to be unreachable, the
mobile node should not wait until the reception of a routerestisement from a new network

before initiating a handoff. It should try to immediatelytaath to the network which is most

likely to be reachable. Hints for a probable reachable ndtwould be a router advertisement
received from a new network before the primary network wasctuded to be unreachable or
a network which has previously been known to be reachable.

If a handoff is initiated immediately upon concluding thia¢ orimary network is unreachable
this corresponds to the situation depicted in figure 3.8.

Llazy

~

probetime
—

\J

toor tle tpd time

toor: Out of range of primary network
tie: Lifetime of primary network expires

tpa: Mobile node finished probing primary network

Figure 3.8: Chosen definition dfj,,, for the Lazy Cell Switchindgnandoff initiation strategy.

2This depends on the actual mobile node implementation.
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We choose to develop a mathematical model restricted todfimitibn depicted in 3.8. We do
not consider the behavior depicted in figure 3.7 to be feas#d it adds extra (and unnecessary)
overhead to the handoff latency. We start from the modeladegiin figure 3.9.

Llazy

A

| | | | >
-

0 Ctime TI TI + Q time

0: Time of receiving the last router advertisement from priyn@etwork
Ctime: Time of leaving the range of the primary network

T,: Lifetime of network prefix advertised in router advertisem

Q: Probing time

Liazy = Ti — Ctime + Q

Figure 3.9: Model for computingazy for the Lazy Cell Switchindnandoff initiation algorithm.

If 0 denotes the time of receiving the last router advertiseirirom the primary network[;
denotes the lifetimeCiime denotes the time when the mobile node leaves the range of the
primary network and) denotes the probing timé;,,y can be expressed as

Liazy = Lifetime remaining of previous network @ (3.8)
= TI - Otime + Q

Determining P, (/)

As for theEager Cell Switchindghandoff initiation algorithm we start by computing the prob
ability distribution, which we for thd.azy Cell Switchindhandoff initiation strategy denotes

PLIazy(l)'

We assume) to be uniformly distributed within the intervdmin, @max]. The probability
distribution for( is thus

1

O — O~ 1€[@mins @ (3.9)

Polg) =

The probability distribution foCiime usingLazy Cell Switchingorresponds td’..,.. (/) which
was calculated in formula 3.6 f&ager Cell Switching This can be seen from the following
argument. Recall thaleageris given byLeager= R — Ctime. AS Ctime iS evenly distributed in the
interval between 0 anf, the probability distribution ofR — Cyime is identical to the probability
distribution of Cime — 0. We thus have the probability distribution fGkine as

o 1f0 < ctime < Rmin
P, i = 2(Rmax—Ctime) if R <R 3.10
Clime (Ct|me) - Rmaxz—Rmin2 | min < Ctime & max ( . )
0 otherwise
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3.4 Lazy Cell Switching handoff initiation strategy

Given the probability distributionPc,,,. (ctime) We can find the probability distribution fdjazy
when no probing is used, (Inp). From formula 3.8 we deduce that, = 7j — Ciime Which
implies Ciime = Ti — Lnp. The probability distribution foi.,, can thus be expressed as

Proy(lnp) = Peype(T — Inp) (3.11)

To find the probability distribution’,,, (/) we integrate over the joint probability distribution
of @ and L, for all possible values aof andi,. As g can be expressed as= | — Inp we have

PLIazy(l) = /OO PQ(Q) ’ Pan(lnp)dlnp (312)

— 00

= / PQ(I - lnp) : Pctime(ﬂ - lnp)dlnp
L (# ]
o Qmax _ Qmin (I=Inp) €[Qmin,Qmax] Rpmin + Rimax (Ti—lnp) €[0, Rmin]

2(Rmax — T} + lnp) dl
Rmax2 _ Rmin2 ’ (Tl_lnp)e[Rmin;Rmax]> np

2 /l Qmin 1
= 5 A E— L
Qmax B Qmin [—Qmax Rmin + Rma lan[Ti Rmm,Ti]
Rmax—Ti + lnp
D 2_p 2 llan

max mll’l

[T~ Rinax. T} — Renin] Hnip

2 1 {=Qmin\Tj
= dl
Qmax — Qmin <Rmin + Rmax /lQmaxVT|Rmin P

1 I —=Qmin\Ti — Rmin
—_— 5 (Rmax =T +n )dln )
Rmax Rmin2 /lQmax\/T|Rma>< P P

_.I_
( |:l :| [=QminATj
Qmax Qmin \ Rmin + Rmax e l—QmaxV1i — Rmin

+ ]- |:1l 2 +l (R T):| l*Qmin/\TI*Rmin)
Rmax Rmin2 2P np A ! [—QmaxVT| — Rmax
2 |:l ] [—QminA\Ti
B (Qmax - Qmin) (Rmin + Rmax) P l—QmaxVTi — Rmin

[=Qmin\Ti— Rmin
|)]

2 1
—lnp? + Inp(Rmax —
w " np( ma [—QmaxV1i— Rmax

" (Qmax — Qmin)(Rmax2 - Rmin2) [2

If the left half of the result of formula 3.12 is denoted By (7); and the right half of the result
of formula 3.12 is denoted b¥; (1), we have

Pro,(1) = P+ Pr(l)r (3.13)
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Further reduction of’; (1), yields

2

= (Qmax - Qmin)(Rmin + Rmax) (3'14)
l=QminNTi
Pl =k |:lnp:|l*QmaxVTI*Rmin
(1 Qmin — Ti + Bmin i Ti-Rmin*Qmin < I < min(Zj + Qmin,
Ti — Rmin + Qmax)
—Qmin + Qmax if i — Rmin + Qmax <! <1} + Qmin
= ki § Rmin if 7} + Qmin <! < T} — Rmin + Qmax
Ti — 1 4+ Qmax if max(7i + Qmin,
T —Rmin+Qmax)<l§TI+Qmax
0 otherwise

Further reduction of?,, (1), yields

2
b= (Qmax — Qmin) (Rmax’ — Rmin?) (3.15)

1 2 l_Qmin/\TI_Rmin
Pr(l)y = ky ilnp + Inp(Rmax — 1)

l—QmaX\/Ti — Rmax
(T 71{=Cmin

_%lan + lnp(Rmax - TI) TR if Ti — Rmax + Qmin <I<
min(TI — Rmin + Qminv Ti — Rmax+ Qmax)
B 1 1—=CQmin .
%lan + lnp(Rmax - TI) 0 if Ti — Rmax + Qmax< I <Ti — Rmin + Qmin
= k . B 'TI*Rmin 3
' %lnp2 + Inp(Rmax — T1) -0 if max(Zi — Rmin + Qmin, 71 — Bmax + Qmax)
<I<T —Rmin+Qmax
B 17i— Rmin .
%lnp2 + lnp(Rmax - TI) if 77 — Rmin + Qmin <l <Ti — Rmax+ Qmax
L - Ti—RmaX
0 otherwise

As can be seen from formula 3.14 and formula 3.15, the prdibadistribution for P, () is
composed of numerous functions each restricted to certdires ofl. In figure 3.10 we have
plotted examples of probability distributions for two difent configurations oRmin, Rmax
Qmin, @max andj.

From figure 3.10 we observe, that the highest probabilityoisabtaining a handoff latency
around the value of the network prefix lifetime. We also nbed the minimum handoff latency
is determined byl] — Rmax + Qmin- This is intuitive, asli — Rmax is the minimum amount

of time of the lifetime which can remain when leaving the rara the primary network and

entering the range of a new network afgin is the minimum time that probing of the primary
network will last. Similarly, the maximum handoff latencydetermined b¥{j + Qmax-
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3.5 Optimizing router advertisement settings

Theoretical probability distribution for Lazy Cell Switching

1 ; .
=0.5, l 5T Qn =0and = 1
R in ax
EQmln -ll 6 Quin =1 and W= 2 e
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0.6 |
0.4 + |
"
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Figure 3.10: Probability distribution fdrazy Cell Switchindor two different configurations.

Determining Liazy

To obtainLiazy it is intuitive to integrate over the probability distrithoi for all possible values
of Liazy. However, due to the complex nature of the probability distion for theLazy Cell
Switchinghandoff initiation algorithm, we calcula1‘§|azy in a simpler way.

Recall from formula 3.8, thalia,y = Ti — Ciime + Q. We have already argued, that the
probability distribution forCtime, Py (ctime), IS €qual to the probability distribution fdreages
Ppe.gell). This implies that the average value @fme, denotedCiime, is equal toLeage, which
we calculated in formula 3.7. As for the probing tieit is independent of the other variables,
and its averag€) is 1 (Qmax — Qmin). We can therefore calculai@,,y by

ZIazy = T — Cime+ Q (3.16)

Rmax3 - Rmin3 1
3(Rmax2 _ Rmin ) 2(Qmax Qmm)

If we insert values ofRmin = 0.5, Rmin = 1.5, Qmm =0, Qmax = 1 and7j = 4 (as plotted in
figure 3.10) in formula 3.16 we obtam‘,nazy = 22 ~ 3.96 seconds.

3.5 Optimizing router advertisement settings

In the Mobile IPv6 specification values &fin = 0.5 andRmax = 1.5 seconds are recommended
[Johnsoret al,, 2000]. On average, this configuration will cause a netwoddlof one router
advertisement every second.
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Chapter 3. Theoretical study of existing handoff initiatitrategies

Using the theoretical models faazy Cell SwitchingndEager Cell Switchingve can calculate
the minimum, maximum and average handoff latency when usiagecommended settings,
as shown in figure 3.11. Here we have cho&ki, = 0 andQmax = 1 as these settings reflect
the KAME Mobile IPv6 configuration as we later describe intsec4.3.2.

Handoff Configuration L [s] (theory)

strategy | Bmin Bmax Ti Qmin Qmax AVg Min  Max
Eager | 0.5 15 NA NA NA|054 O 15
Lazy 0.5 15 4 0 139 25 50

Figure 3.11: Theoretical values férusing the recommended configuration.

The average load at a network due to router advertisemeatgia to half the sum aRp,i, and

Rmax- This means that iRy, is decreased by e.g. 0.2 seconds, the network load can be kept
unchanged by adding 0.2 seconddgax. In the following we investigate the effect of varying
Rumin and Rmax On the handoff latency.

3.5.1 Eager Cell Switching handoff initiation strategy

In figure 3.12 we have plotteﬁeagerfor the Eager Cell Switchindnandoff initiation algorithm,
when Rmin and Rmax are chosen so that their sum is always 2. A sum of 2 is chosehjsas
is the sum ofRnin = 0.5 and Rnax = 1.5 which is the default configuration as proposed in
[Johnsoret al., 2000].

Average handoff latency for Eager Cell Switching when the sum,gfé&d R, ,, is always 2
0.68 . . T

0.66 b

0.64

0.62

0.6 b

0.58

Average L [s]

0.56

0.54

0.52

05 : : :
0 0.5 1 15 2

Rmax' Rmin

Figure 3.12: Development d_ieagerfor Eager Cell Switchingvhen the sum oRmin and Rmax
is always 2.
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3.5 Optimizing router advertisement settings

As can be seen from figure 3.12, a lower valuefgggeris achieved by letting?min and Rmax
have values close to each other. This corresponds to thadtematales are able to discover new
networks faster if access routers are configured \#ith, and Rnax close to each other.

3.5.2 Lazy Cell Switching handoff initiation strategy

In figure 3.13 we have pIotteEazy for the Lazy Cell Switchindnandoff algorithm, whemlRmin
and Rmax are chosen so that their sum is always 2 (yielding identicataage network load).

Average handoff latency for Lazy Cell Switching when the sum,gf Bnd R, 5, is always 2
4 T T T

3.98 b

3.96

3.94

3.92

39 4

Average L [s]

3.88

3.86

3.84

3.82 ; ; ;
0 0.5 1 15 2

Rmax' Rmin

Figure 3.13: Development dﬂazy for Lazy Cell Switchingvhen the sum oRmin and Rmax iS
always 2.

As can be seen from figure 3.13, a lower value gy is achieved by letting?min and Rmax
have values far from each other. This is in direct conflictwithat is the optimal configuration
for the Eager Cell Switchindnandoff initiation strategy.

Figure 3.14 depicts the development in average handofiidgitesing default settings, but for
different configurations of lifetime.

As can be seen from figure 3.14 the configuration of the lifetimas a major impact on the
handoff latency produced by theazy Cell Switchindhandoff initiation algorithm. The aver-

age handoff latency is proportional to the lifetime, whiclygests that the lifetime should be
configured close t@nax in order to obtain a lower average handoff latency.
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Chapter 3. Theoretical study of existing handoff initiatitrategies

Average handoff latency for Lazy Cell Switching as a function of network prefix lifetime
5 T T T T T T

Average L [s]

l 1 1 1 1 1 1
15 2 25 3 3.5 4 4.5 5

Lifetime

Figure 3.14: Development dfi,y for the Lazy Cell Switchindnandoff initiation algorithm as a
function of lifetime whenRmin = 0.5, Rmax = 1.5, Qmin = 0 andQmax = 1.

3.5.3 Proposal of new default router configuration

As shown in the plots in figure 3.12 and figure 3.E&ger Cell Switchingequires Ry, and
Rmax to be very close antdazy Cell SwitchingequiresRmin and Rmax to be far apart, in order
to obtain the lowest value of. In addition, from figure 3.14 it can be seen that thezy
Cell Switchinghandoff initiation strategy yields lower average handatehcy by setting the
lifetime close toRmax.

The results forEager Cell Switchingeflects how fast a new network is discovered after en-
tering a link. In order to discover networks fast@in and Rmax should be configured with
almost identical values. It is possible to configiitgin, and Rmax With identical values, but this
increases the risk that two or more routers should syncheoni

On the other hand, this will cause degraded performance fophile node usind.azy Cell
Switching if there is still some of the lifetime of the previous netkdeft upon entering the
new link. In order to reduce this effect the lifetime shoudonfigured at a lower value.

As a network administrator cannot always know which hanitafifation strategy mobile nodes
will use, we must consider both tlgager Cell Switchingind theLazy Cell Switchingtrategies.
To allow for faster detection of new networks we propose Rt and Rnaxis configured with
very similar values. To reduce the effect on the averageevafl. for the Lazy Cell Switching
handoff initiation strategy, we further suggest that tifetiine is configured to a value slightly
above that ofRnhax. An alternative to lowering the lifetime is to include @udvertisement
Interval Optionin router advertisements as defined in [Johnsbal.,, 2000]. This carries the
value of Rnax at the broadcasting router, which can be used by a handtétion algorithm to
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3.6 Simulating handoff initiation strategies

reason about when to expect the next router advertisement.

In figure 3.15 we propose a new set of default settings imgoamamount of network load
equal to the network load of the current default settingsl lest the corresponding values for
L for both theEager Cell Switchingnd the Lazy Cell Switching handoff initiation algorithms.
The proposed value dfj reflects that this constant must be configured with a graitylaf
seconds [Johnsoet al., 2000].

Handoff New configuration L [s] (theory)

strategy | Rmin Rmax T1 QOmin @max | Avg Min Max
Eager | 0.9 11 NA NA NA|050 O 1.1
Lazy 0.9 11 2 0 1 /200 09 30

Figure 3.15: Theoretical values férusing our proposed configuration.

As can be seen by comparing the average and maximum valuedarfthe default settings

in figure 3.11 with the average and maximum valueslidor our proposed settings in figure
3.15, our proposed settings have better average and wastpsaformance for both handoff
initiation strategies. This improvement in performanceb$ained without increasing network
load due to router advertisements.

3.6 Simulating handoff initiation strategies

To stress the correctness of the mathematical modelgdger Cell Switchingand Lazy Cell
Switchingwe implemented two simulators; one running in real time and able to simulate
many handoffs in a very short time. The fast simulator wadémgnted to verify the correct-
ness of the mathematical models. The real time simulatorinvpemented as it more closely
emulates the behavior of the testbed and thus we were conflugrit would be implemented
correctly.

It should be noted that both the mathematical models anditindators implement our inter-
pretation of the Mobile IPv6 specification [Johnsetral., 2000]. This means, that there might
occur inconsistencies with actual implementations of MobPv6. In chapter 4 we present
the results of investigating the conformance between th&EAobile IPv6 implementation
[KAME] and our theoretical models.

The simulator running in real time has the following chaegistics:
¢ |t can be made to simulate either thazy Cell Switchindhandoff initiation strategy or
the Eager Cell Switchindhandoff initiation strategy.
e It consists of three independently running threads:

— A mobile node moving between two links. The mobile node isagisvlistening at
exactly one of the links.

— An access router broadcasting router advertisements tetdirst link at a fre-
guency configured byemin and Rmax and containing a lifetime dfj.
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Chapter 3. Theoretical study of existing handoff initiatitrategies

— A second access router broadcasting router advertiseraptighe second link and
configured with the same values fBfin, Rmax andTj.

e A histogram (frequency distribution) is output to a file upeguest.

The fast simulator has the following characteristics:

e It can be made to simulate either thazy Cell Switchindhandoff initiation strategy or
the Eager Cell Switchindnandoff initiation strategy.

e It can simulate millions of handoffs in only a few minutes.

e Itis based on two variables holding virtual time stamps. Aalae ¢, representing the
time when the primary network goes out of range and a new n&tisavithin range. A
variablet, representing the time when a router advertisement wasdasived from a
new network at the mobile node. A simulation is then perfainmethe following way:

=

. Randomly select a timg,, for the primary network to become out of reach.

. Chose a time for the arrival of the next router advertisetmandomly within the
interval [Rmin, Rmax] and add the time t¢: (perform a random walk).

N

w

. If t; < toor then goto 2, else goto 4

. Determine the handoff latency frotg,, and ¢, according to the selected handoff
initiation strategy.

5. Goto 1

N

¢ A histogram (frequency distribution) is output to a file upequest.

The two simulators were found to output similar results. sTWias determined by compar-
ing histograms for several different configurations. Th& mulator was used to verify the
correctness of the mathematical models for the two simpteldihinitiation strategies. By sim-

ulating one billion handoffs with the fast simulator andtfity a histogram over the obtained
results, we increased our confidence in the proposed matlamaodels. The probability

distributions for both mathematical models for a seriesifiecent configurations were found
to be in complete conformance with the results generatetidgitulator.

3.7 Summary

In this section we summarize the derived mathematical nsddetheEager Cell Switchingnd
the Lazy Cell Switchindghandoff initiation strategies. We do not show the deriveabpbility
distributions for theoretical handoff latency, but theaa be found in formula 3.6 and formula
3.12 respectively.

Recall thatl is the theoretical handoff latend¥;me the time of leaving the range of the primary
network and entering the range of a new netwdgkthe time of the arrival of the first router

advertisement from the new network} the lifetime of network prefixes specified in router
advertisement)min the minimum time it can take before probing of the defaultteowat the
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3.7 Summary

primary network is completed an@max the maximum time it can take before probing of the
default router at the primary network is completed.

Figure 3.16 depicts selected results from the theory foEhger Cell Switchindhandoff initi-
ation algorithm.

Leager = R — Ciime

3 -3
Rmax” — Rmin

Teager =
s 3(Rmax2 - Rmin2)
L eagefin 0
Leagep;w< = Rmax

Figure 3.16: Summary of theoretical results Eager Cell Switching

From figure 3.16 it can be seen, that the minimum handoff &téor theEager Cell Switching
handoff initiation algorithm is always 0 while the maximurartdoff latency is determined by
the value ofRjax

Figure 3.17 depicts selected results from the theory folL ey Cell Switchindhandoff initia-
tion algorithm.

Llazy = Tj — Ciime + Q

Rmax3 — Rmin3
3(Rmax2 - Rmin2)
Llazymin = 1i — Rmax+ Qmin
Llazymax = T + Qmax

— 1
Llazy = Tj- + E(Qmax - Qmin)

Figure 3.17: Summary of theoretical results kazy Cell Switching

From figure 3.17 it can be seen, that the minimum handoff &atéor theLazy Cell Switching
handoff initiation strategy is decided by the valuesipf Rmax and Qmin. Recall from section
3.2, that we assume that getting out of range of the primatywark& coincides with getting
within range of a new network. The minimum time remaining lo¢ fprefix of the primary
network upon leaving the range of the primary network is ¢f@ne given byl} — Rmax. A
handoff cannot be initiated before probing of the primarjwuek is completed which takes a
minimal period of time specified b§ min.
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Chapter 4

Empirical study of existing handoff
Initiation strategies

In this chapter we present a testbed running Mobile IPv6, liictvwe empirically study the
handoff performance of thEager Cell Switchindiandoff initiation strategy and theazy Cell
Switchinghandoff initiation strategy.

First we motivate the need for an experimental approaclvat by the design of the Mobile

IPv6 testbed. Then a series of experiments are presentethamedsults evaluated against the
theoretical models presented in chapter 3. Finally the sogtly obtained results are sum-

marized and an overall conclusion regarding the conformdetween theory and practice is
made.

4.1 Motivation

In chapter 3 we proposed mathematical models to describexpected handoff latency of
Eager Cell SwitchingndLazy Cell Switchingln order to validate whether these mathematical
models are indeed applicable in a real network we decidetlitty she handoff performance of
these two handoff initiation algorithms in a realistic sagao.

To determine the relation between theory and reality weidens four step approach which al-
lows us to compare theoretically predicted handoff latenitis experimentally obtained hand-
off latency for a wide range of different configurations:

Step 1: By configuring access routers with default settings as sstggen [Johnsoet al., 2000]
it should be determined how obtained handoff latency congdio theoretically predicted
handoff latency.

Step 2: Recall from chapter 3 that the theoretical models are comckwith the interval be-
tween broadcasting unsolicited router advertisementa &rocess routers and the lifetime
of network prefixes. To validate the mathematical modelsotie input variable should
be kept fixed and different values for the other input valueusth be tried. We start
by keeping the interval with which router advertisements laroadcasted from access
routers fixed and try different settings for lifetime of neink prefixes.
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Chapter 4. Empirical study of existing handoff initiaticmagegies

Step 3: Then we keep the lifetime of network prefixes fixed and tryadiht intervals between
broadcasting unsolicited router advertisements from ssoeuters.

Step 4: Finally, by configuring access routers with our proposedirsgs it should be deter-
mined if the theoretically predicted reduction in handafeincy is also present in prac-
tice.

If these four experiment series should produce resultsatein conformance with the mathe-
matical models it would increase our confidence in these tsode

What is needed is thus a platform on which this experimemtalyscan be performed. We have
decided to provide this platform by setting up a testbed éléoratory. There are two main
reasons for this choice:

e Performance of Mobile IPv6 is highly dependent of networ&afics such as topology
and load. A testbed allows experiments to be conducted inn&aited environment
making it easier to reproduce test results and thus featsildempare results for different
handoff initiation strategies.

e Reports of performance measurements on actual implenmmgabf Mobile IPv6 are
almost non-existing. Thus providing an environment for sueig this performance is
interesting in itself.

4.2 Design of testbed

In this section a description of the kind of scenarios, thattestbed should be able to emulate,
is first given. Then the composition of the testbed is mo#iglednd described, and finally the
installed software is presented.

4.2.1 Scenario to be modeled

The testbed should be able to emulate a scenario as depidigdrie 4.1.

Home agent Router
Home network _ﬁ_\ Foreign network
Mobile node
Correspondent node Internet

Router Router
W Foreign network

Figure 4.1: Scenario to be emulated by testbed.

In figure 4.1 four networks connected to the Internet aregresTwo foreign networks, to
which a mobile node can attach, a network for hosting the teaimde’s home agent and a
network on which a correspondent node is present.

44



4.2 Design of testbed

In this scenario the only situation which cannot be reprieskis the situation in which the mo-
bile node has three or more foreign networks to attach to. é¥ew if needed, more networks
can easily be added.

4.2.2 Composition of testbed

A testbed which can emulate the scenario in figure 4.1 is shiovigure 4.2.

Home agent Router

Mobile node

&

Correspondent node

g —

Router Router

Figure 4.2: A testbed requiring six computers to realize.

The physical connection between the entities shown in figl2ecould be Ethernet. Different
delays on the links can be emulated by using special softwaites testbed shown in figure 4.2
can be established using six computers. In order to red@ceedhld for hardware we propose a
somewhat smaller testbed. This testbed is depicted in figy@re

Router

Correspondent nod
Home agen Mobile node

&

Router

Figure 4.3: A testbed requiring only four computers to rzali

The reduced testbed shown in figure 4.3 differs from the gsst8hown in figure 4.2 in that it
contains two less networks. This is achieved by moving theéhagent to the network at which
the correspondent node is located. Furthermore, the s@ftefathe correspondent node has
been moved to the access router of its network, the routéntha also hosts the home agent.
Reducing the testbed to contain only four entities of coueskices the degree of compliance
with the scenario depicted in figure 4.1. One constraintti®duced by the testbed depicted in
figure 4.3. It is not possible to emulate different delays lwroutes from the mobile node to
the home agent and the correspondent node or between thedgmneand the correspondent
node. For example this could be needed in an experiment whereffect ofbinding updates
arriving later at the home agent than at a correspondent siooi@ld be investigated.

lwith FreeBSD for instance, one could use thermynet tool [Dummynet], which can introduce delays at
routers, randomly drop packets etc.
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This constraint does not affect the handoff latency whemtbbile node moves between net-

works and thus does not affect the experiments to be prebsenthis chapter. The testbed that

has been set up is therefore the reduced testbed. Of coisgedtibed can later be expanded to
contain two additional computers and thus obtaining futhpiance with the scenario depicted

in figure 4.1.

In figure 4.4 the chosen testbed is shown with configured IldBesses and prefixes.

platin

N .
o < Y 0.
L h '5{1'/6.
Correspondent no g <S¢~ Mobile node
Home agent S lantan <& fec0:0:0:1:0:0:0:44
% _ %/"\‘bb‘
= . QP
PR}
A
- ,\60

nikkel

Figure 4.4: Testbed with IPv6 addresses and prefixes.

The testbed consist of four nodes; three routers and one Tiostthree routersridium, platin
andnikkel are assigned an IPv6 prefix for each network device. The lmobide,lantan is
manually assigned an IPv6 address at the fec0:0:0:1::/vorle its home network. Whelan-
tanis not at its home network, it usesateless auto-configuratiofsee section A.2) to assume
an IPv6 address as its care-of address. The responsgiitide four nodes are the following:

Iridium, besides being a router, acts as a correspondent node. laruapplication, that
corresponds with an application at the mobile ntatgan Iridium also hosts the home
agent.

Lantan is a mobile node, which hosts an application that correspamith an application
hosted at the correspondent naddium.

Platin is a router providing a network to which the mobile nddetan can attach.

Nikkel is another router providing a network to which the mobile etzihtan can attach.

4.2.3 Link media used in testbed

To interconnect the three routepgatin, nikkel andiridium we use standard 802.3 10 Mbit/s
Ethernet devices. Fromlatin to lantanand fromnikkelto lantanwe have installed both 802.3
10 Mbit/s Ethernet and 802.11b 11 Mbit/s Wireless LAN cortioes. The Wireless LAN
devices used are Silver Cards from Orinoco (Lucent Teclgies) [ORINOCO].

When the testbed is operated, it is either configured to ws&thernet devices or the Wireless
LAN devices to connect from the mobile node to the acces®rsuf his means, that either the
Ethernet devices fromlatin to lantan and fromnikkelto lantan or the Wireless LAN devices
from platin to lantanand fromnikkelto lantan should be disabled.
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4.2 Design of testbed

The reason for providing both a wired and a wireless link raestilution is that the Wireless
LAN devices was not available until shortly before deadlifiewas therefore decided to ini-
tially use Ethernet in order to get the testbed up and runnidgving both possibilities also
provides the opportunity to compare experimental resubtgioed using the wired solution
with experimental results obtained using the wirelesstswiu Upon presenting experimental
results, we will clearly state whether an experiment has lsformed using the Ethernet or
the Wireless LAN interfaces.

4.2.4 Software installed in the testbed

All nodes run FreeBSD version 4.1 [FreeBSD]. FreeBSD is a RSIIX operating system,
that supports several types of computer architecturesl|(IDEC Alpha and PC-98). FreeBSD
is chosen for five main reasons:

1. BSD UNIX s the platform where network development hagpen
. FreeBSD is free.

. FreeBSD comes with a dual networking protocol stack stpmpboth IPv4 and IPv6.

2
3
4. FreeBSD is open source licensed.
5

. There exist an Mobile IPv6 support package (KAME) for B88&.

On top of FreeBSD the KAME package [KAME] is installed. The ME package includes
Mobile IPv6 support and IPsec support. The KAME packageallest is the weekly snap-
release of 25/9-2000. A snap-release is the newest vergitmre @ackage and may include
functionality that is still under development and is notlyulested. The Mobile IPv6 code
supplied with KAME is an example of such functionality.

The Mobile IPv6 implementation included in KAME can be couafied to use three different
handoff strategies. In KAME, a handoff strategy is représgas areager modesetting at the
mobile node. The available eager modes are:

Eager mode 0: This mode corresponds t@azy Cell Switchingsee section 1.4.3). When eager
mode 0 is used, a handoff is not performed until a mobile naake detected that its
primary network is unavailable.

Eager mode 1: In this mode a mobile node reacts whenever a new prefix isdsed. After
having received a router advertisement with a new prefix,ntiobdile node probes the
default router at its primary network with a router solitite in order to see if it is still
reachable. If reachable, it retains the attachment to tinegpy network. If not a handoff
to the newly discovered network is performed.

Eager mode 2: This mode corresponds teager Cell Switchindsee section 1.4.3). When a
new prefix is discovered a handoff to that network is immejaperformed.

For a description of how we installed FreeBSD and KAME weredeappendix B. The details
of the configuration of IPv6 and Mobile IPv6 at the four nodes @escribed in appendix C.
Encountered bugs in FreeBSD and KAME are described in appénd
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4.3 Overview of experiments

As Mobile IPv6 uses the reception of router advertisemeatsliscover new network pre-
fixes, the interval between sending router advertisemeasatfect the time it takes to dis-
cover new networks. In non mobile networks a router advemisnt is typically sent from
routers once every 7 to 10 minutes [Deering, 1991]. Howarenobile networks it is recom-
mended, that router advertisement should be sent with arnvaitbetween 0.5 and 1.5 seconds
[Johnsoret al,, 2000]. As sending many router advertisements increagdsdd on a network,
the performance regarding loss of packets of Mobile IPv8uygithe interval between sending
router advertisements is investigated. Similarly, thetithe of network prefixes specified in the
router advertisements affects the time that it takes a ragimde to discover that a router has
become unreachable. The conducted experiments aim tol istether these parameter set-
tings affect handoff performance as suggested by the maifieahmodels derived in chapter
3. The following experiments are conducted:

Default settings using wired connections:In this experiment the router advertisement inter-
val and network prefix lifetime is set as recommended in [$oheet al., 2000]. This
means an interval randomly chosen between 0.5 and 1.5 se@nta lifetime of 4
seconds. The purpose of this experiment is to reveal hapeofbrmance using the rec-
ommended settings.

Default settings using wireless connectionsThis experiment is the same as thefault set-
tings using wired connectionsexperiment, but using wireless connections between ac-
cess routers and the mobile node instead. The purpose igdal mhether the introduc-
tion of wireless links affects handoff performance.

Handoff latency as a function of network prefix lifetime using wired connections: In this ex-
periment the handoff latency is measured for different oekvwprefix lifetimes, but with
a fixed range for the intervals between sending router adeenents. The purpose of
this experiment is to investigate how the lifetime of seniten advertisements affects the
handoff performance.

Handoff latency as a function of router advertisement inteval using wired connections: In
this experiment the handoff performance is measured féereint router advertisements
intervals, but with an identical network prefix lifetime. &purpose of this experiment is
to investigate how the interval between sending router dideenents affects the handoff
performance.

New proposed default settings using wired connectionstn chapter 3 we proposed a new set
of default settings which should improve handoff perforeenvithout increasing net-
work load. We proposed that the interval between broadwgstiuter advertisements
should be in the range between 0.9 and 1.1 seconds and thhfietimee of network
prefixes should be 2 seconds. The objective of this expetimnsdn verify whether this
theoretical performance gain can be realized in an actuthge

All experiments have been conducted using betger Cell Switchingeager mode 2) and

Lazy Cell Switchindeager mode 0). The overall purpose of performing these kperments,

is to establish the relationship between the mathematicalets and practical experimental
results. Furthermore, the results for eager mode 0 and eagée 2 provides a baseline that
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more advanced handoff initiation strategies can be evedagainst. No experiments have been
conducted for eager mode 1, as this eager mode can be seeprabiaation of eager mode 0
and eager mode 2 and its behavior is predictable from thédtseen these two eager modes.

4.3.1 Scenarios modeled in experiments

The experiments described in section 4.3 are conducted iith Lazy Cell Switchingand
Eager Cell SwitchingAn experiment is performed using one of two different setemulating
the two scenarios depicted in figure 4.5.

(@) (b)

Figure 4.5: a) No overlap scenario. b) Overlap scenario.

The first setup, theo overlap setup models the scenario in which a mobile node gets out
of range of a base station serving the primary network beitogets within range of a base
station serving a new network. The no overlap setup corregpto the scenario depicted in
figure 4.5a. The scenario is characterized by the fact, tived tertain period of time no point
of attachment can exist as no access point is reachable. Wisgperiod approaches zero (as
when exactly one base station is always reachable) thisagoecorresponds to the one for
which mathematical models was derived in chapter 3.

The second setup, tleverlap setup models the scenario in which a mobile node is moved
from the range of one base station serving the current pyimeitwork into the range of a new
base station serving a new network. In the overlap setupyvariap zone where the mobile
node can reach both networks exists. The overlap setupspamels to the scenario depicted
in figure 4.5b. The scenario is characterized by the fact,ahkeast one base station is always
reachable and thus in theory packet loss could be avoided wioeing out of the range of the
first base station.

For all the conducted experiments the result wanted is tmeldfé latency. Recall that the
handoff latency is defined as the time between receiving dse packet from the previous
primary network until receiving the first packet from the neetwork.

The handoff latency has been determined using the followiethod:

e UDP packets are send from the correspondent node to the enobile. Each packet
contains a timestamp and a sequence number. The UDP packeatsnal with a random
interval between 95 ms and 105 ms. The interval is randontzetbke sure the network
does not adjust itself to any particular sending frequency.
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e The UDP packets are received at the mobile node. A timestarsioied upon reception
of a packet. An entry in a log file is generated, containingfttlewing parameters:

— The value of the sequence number in the received packet.

— The time (denoted transmission delay).is between the time of transmitting the
previous packet and this packet from the corresponding .ndtés value is com-
puted by subtracting the timestamp in the previously reszkipacket from the
timestamp in this packet.

— The time (denoted reception delay) iis between the receiving of the previous
packet and this packet. This value is computed by subtdtia timestamp stored
when receiving the previous packet from the timestamp dtadeen receiving this
packet.

e A handoff is registered as packets missing in the log file. Haadoff is performed
without losing packets it will therefore not be registered.

A sample from such a log file is presented below:

Seq. no. Transm ssion delay. Reception del ay.
235 99994us 100006us

236 102978us 102969us

237 96980us 97005us

275 3876413us 3876418us

276 96988us 96882us

277 101977us 101922us

278 105985us 105990us

This sample represents the situation where a handoff has fréormed in which 37 (275-
237-1) packets are lost. The handoff latency in this caseappsoximately 3.9 seconds.

By investigating log files, it has been revealed that theayetime between sending packets is
101.5 ms. The correspondent node sleeps between 95 ms antsIi¥ween sending packets,

yielding an average sleep of 100 ms. The kernel at the canegmt node has been configured
to reschedule once every 1 ms. After a sleep has timed owt,ahwaverage 0.5 ms elapses
before the thread is allowed to continue. The remaining 8:000-0.5) 1.0 ms is expected to

be used at the correspondent node for processing. Thisgsiogeincludes sending the packet.
In the following sections the two setups are described.

The interval of 95 ms to 105 ms was chosen to avoid too many UA2Rgts being sent. Due to
a memory leakage in the KAME Mobile IPv6 software only a ledithumber of packets can be
sent from a correspondent node before it crashes. In expetgpresented in this chapter we
were able to perform 300 to 400 handoffs in sequence beferedhrespondent node crashed.

The no overlap setup: At most one available point of attachmet

The no overlap scenario from figure 4.5a is realized by firsalbwing forwarding of IP pack-
ets from the access router through which the mobile noderigitly attached and then im-
mediately allowing forwarding of IP packets through theasthccess router. This situation is
depicted in figure 4.6.
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IP forwarding allowed
Access router nikkel:
IP forwarding disallowed

IP forwarding allowed ___ .

Access router platin:
IP forwarding disallowed

\J

Figure 4.6: Realizing the no overlap scenario by allowing disallowing forwarding of IP
packets at the access routers towards the mobile node.

The allowing and disallowing of IP forwarding is done usindir@wall which for IPv6 in
FreeBSD is controllable by thep6f w command. Atnikkelwe run a small program which
controls the IPv6 firewall at bothikkel andplatin. With regular intervals, the program sends
an order to the IPv6 firewall gilatin to either allow or disallow IP forwarding and immediately
upon sending this order instructs the IPv6 firewalhikkelto do the opposite.

The time when no access router is reachable is the time inhnRidorwarding is disallowed

at both access routers. To determine the overhead of aljpand disallowing IP forwarding a
simple experiment has been conducted: UDP packets arevaagtzzms from a correspondent
node to the mobile node. At an access router IP forwardingdigzbled and then immediately
enabled. The period in which no packets were received at thlelennode was an average
12 ms. From this experiment we conclude, that it takes ardizhths to allow IP forwarding
Another overhead lies in the propagation time of orders between the two access routers.
This time is in the range 1 ms to 2 ms depending on network l@elthe handoff latencies
predicted by the mathematical models often are in the rahgeveral seconds, these overheads
are considered insignificant.

Using the no overlap setup, the interval from when IP forwagds allowed to when it is
disallowed at one access router, is always chosen to beegtean the time it takes to perform
the handoff. In figure 4.6 this corresponds to that a handwffygs take below time units to
perforn?. This choice ensures, that the obtained results reflectsaheoff latency and not the
interval between which IP forwarding is allowed and disatal.

The overlap setup: At least one available point of attachmein

The overlap scenario is realized by allowing and disallgnvB forwarding in the following
way:

1. Allow IP forwarding atnikkel Then waitt time units.

2. Disallow IP forwarding aplatin. Then waitt time units.

3. Allow IP forwarding atplatin. Then waitt time units.

4. Disallow IP forwarding ahikkel Then waitt time units.

2\We uset = 10 seconds in all experiments.
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5. Goto 1.

These steps are repeated during an entire experiment. [gostm yields the situation de-
picted in figure 4.7.

IP forwarding allowed
Access router nikkel:
IP forwarding disallowed

IP forwarding allowed
Access router platin:

IP forwarding disallowed L ...

Figure 4.7: Realizing the overlap scenario by allowing aisdltbwing forwarding of IP packets
at the access routers towards the mobile node.

The way of allowing and disallowing forwarding of IP packelspicted in figure 4.7, ensures
that at least one point of attachment is always availablagarobile node.

Using the overlap setup, the interval between allowing asdlidwing IP forwarding is always

chosen to be more than three times the time it takes to pertioenhandoff. In figure 4.7 this
corresponds to that a handoff always take betdime units to perforr. This choice ensures
that if the allowing or disallowing of IP forwarding at an @&ss routers triggers a handoff,
that handoff is completed before the other access routerdisred to allow or disallow IP

forwarding.

4.3.2 Evaluating and presenting results

For all experiments, we plot the experimentally obtaineddudf latency together with the

handoff latency predicted by the appropriate mathematiwadiel. This allows for an easy

comparison between theory and reality. The handoff latem@xperiments are calculated as
the number of lost packets times 0.1015 seconds, which iawaege time between sending
packets from the correspondent node.

When an experiment concerns a particular router configuratie plot the measured handoff
latencies as a histogram. Such a histogram is also denoteduehcy distribution. An example
of such a plot is the plot in figure 4.8.

In figure 4.8 the handoff latency is along the x-axis. We use different y-axes, one for the
continuous probability distribution of the theoreticalndaff latency and one for the discrete
frequency distribution of the measured handoff latencye Yraxis at the left is for the theo-
retical probability distribution and reflects, that thearender the probability curve must be 1.
The y-axis at the right is for the empirical frequency distition and reflects that the sum of all
columns must be 1.

In some experiments we try different values for one varidtile independent variable) while
keeping another variable fixed. An example is investigathmg effect of varying the interval

SWe uset = 10 in all experiments.
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between broadcasting unsolicited router advertisememdskaeping the lifetime of network
prefixes fixed. In these experiments we have the average fidatdmcy along the y-axis and
the value of the independent variable along the x-axis. & albt a function for the theoretical
handoff latency (these functions are directly obtainalbtenf the mathematical models). To
see how well the experimental results conform to theory, wa @urve to the experimentally
obtained average values. An example of such a plot can bel fiouigure 4.16.

4.3.3 Calculating predicted handoff latency

Recall from chapter 3 that the theoretical models need warmrotocol settings as inputs. In
this section we motivate how we have configured these settirigen using the mathematical
models to produce theoretical results to compare with @ogbiresults.

The settings for interval between broadcasting router dideenents have of course always
been configured as they were on the access routers in eadimegpe Similarly, the lifetime of
network prefixes has always been configured to an identidaé\a that used in an experiment.

In section 3.4 we suggested, thazy Cell Switchingnight probe the default router at the pri-
mary network if the lifetime of that network expires. By irstgating the source code for the
KAME Mobile IPv6 implementation and the FreeBSD 4.1 IPveghéior discovery implemen-
tation it was discovered, that when the lifetime of a netwanédix expires in the default router
list the default router at that network ot probed. Instead, the network is instantly declared
unavailable. This implies that we should configure the prghime to zero in the mathematical
models.

In the mathematical model farazy Cell Switchingve assume, that a handoff to a new network
(when the probetime is zero) is initiated immediately whealtfetime of the primary network
expires. In practice the expire time of a network prefix iscaidted in the following way.

Upon receiving a router advertisement at the mobile nodsdljfétime of the advertised network
prefix is extracted. This lifetime is specified in secondse Expiration time for the received
network prefix is calculated as the current system time (cosds) plus the lifetime received
in the router advertisement. A prefix is then expired whenctimeent system time (in seconds)
becomes larger than the expiration time for that particptafix. This will happen when router
advertisements advertising a particular network prefix rase received for a period of time
corresponding to the lifetime of the network prefix.

The following is an example of calculating the expiratioméi of a network prefix in the
FreeBSD 4.1 implementation of IPv6 neighbor discovery: iAtet 10h:20m:30.25s a router
advertisement is received advertising network prefix X vaitifetime of 4 seconds. The expi-
ration time of prefix X is then set to 10h:20m:34s. If no furtheuter advertisement advertising
network prefix X is received, the prefix will be declared urteable when the system time (in
a granularity of seconds) surpasses the expiration timé¢hisnexample that would happen at
system time 10h:20m:35.00s. In this case, a period of 4.@6nsks will have elapsed before
the prefix is expired and not 4 seconds as specified in thevexteouter advertisement. This
specific implementation causes the actual expiration tifaenetwork prefix to be 0 to 1 second
higher than that specified in router advertisements.

In order to compare empirically collected data for handatehcy with that expected by the
theoretical model, we must compensate in the theoreticalehfor this extra expiration time.
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By assuming, that the extra added expiration time is unifpmstributed within the interval
[0,1] seconds, we can compensate the theoretical modélainy Cell Switchindy adding a
random delay in the interval [0,1]. All theoretical plots flaandoff latency presented in this
chapter thus us@@min = 0 andQmax = 1.

4.4 Handoff latency using default settings

Using default settings for Mobile IPv6 a router sends roatbrertisements at a random interval
between 0.5 and 1.5 seconds. The lifetime of the networkxa®fn broadcasted router adver-
tisements should be set to three times the maximum inteDeifing, 1991]. As only integer
values can be specified, in this experiment it has been set¢oahds.

4.4.1 No overlap setup: Eager Cell Switching

The experiments performed using the no overlap setup atieylarly interesting, as the math-
ematical models derived in chapter 3 predicts the expeesdlts from these experiment. By
comparing the expected and the actually obtained resultaweget a bearing as to what extend
the mathematical models comply with reality.

In figure 4.8 both the theoretical probability distributiand the actual values for handoff la-
tency measured in an experiment wigager Cell Switchingising Ethernet links are plotted.

Frequency distribution of handoff latency in no overlap scenario using Ethernet links
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Figure 4.8: Frequency distribution for handoff latencyngsEager Cell Switching Ethernet
links and default router configuration in the no overlap scen

As can be seen from figure 4.8 the frequency distributioniobthin the experiment by using
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4.4 Handoff latency using default settings

Eager Cell Switchingapparently follows the probability distribution suggestey the theoreti-
cal model. The reason that there are no handoff latencid®ifl to 0.1 seconds interval is that
we cannot measure handoff latencies lower than 0.1 secare@ltodhe distance between sent
UDP packets.

In figure 4.9 the actual values for handoff latency measureahiexperiment with wireless links
usingEager Cell Switchings plotted.

Frequency distribution of handoff latency in no overlap scenario using Wireless LAN links
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Figure 4.9: Frequency distribution for handoff latencyngsEager Cell SwitchingWireless
LAN links and default router configuration in the no overlajgsario.

As can be seen from figure 4.9 the measured handoff latensieg Wireless LAN apparently
follow the theoretical probability distribution. The diifence between the measured handoff
latencies plotted for Ethernet (see figure 4.8) and the medswandoff latencies for Wireless
LAN (see figure 4.9) are expected to be due to the relative lomlver of samples. By per-
forming simulations with the fast simulator introduced gcgon 3.6, we experienced that at
least 5000 samples were necessary in order to generatetadi@oical plots in two consecutive
experiments. This suggest, that a much larger data setd®dee order to obtain more precise
results.

From figure 4.8 and from figure 4.9 it can be seen that the eslitained using wired and
wireless link media are almost identical. This implies thaisignificant overhead is introduced
by the use of Wireless LAN.

4.4.2 No overlap setup: Lazy Cell Switching

In figure 4.10 both the theoretical probability distributiand the actual values for handoff
latency measured in an experiment with ttezy Cell Switchindhandoff initiation algorithm
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using Ethernet links are plotted.

Frequency distribution of handoff latency in no overlap scenario using Ethernet links
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Figure 4.10: Frequency distribution for handoff latencyngsLazy Cell Switching Ethernet
links and default router configuration in the no overlap sc&n

From figure 4.10 it can be seen, that the frequency distobuif the handoff latencies measured
in the experiment apparently follows the theoretical pholig distribution.

In figure 4.11 the same experiment has been performed, bug WEireless LAN as the link
media. As for the experiment using Ethernet as link media,ftbaquency distribution of the
measured handoff latencies apparently follows the pradibaldistribution.

From figure 4.10 and from figure 4.11 it can be observed, tleaédperiment resulted in almost
identical results using the wired and the wireless link raedihis implies, that there is no sig-
nificant overhead using the wireless link media. This waseqas expected, as the experiment
was performed with the mobile node well within range of théhdmase stations.

4.4.3 Summary of results for the no overlap setup

In figure 4.12 a summary of the expected and obtained resultsoth thelLazy Cell Switching
and theEager Cell Switchindnandoff initiation strategy is presented.

The values in figure 4.12 reflects very well that predicted hwy theoretical models. This is
true for both theEager Cell Switchingnd theLazy Cell Switchindnandoff initiation strategies.
Inconsistencies are mainly due to the method of measuringarfloff latency of 1.5 seconds
will be measured as[%J -0.1015s) 1.42 seconds. It is seen, that no significant propagation
or processing delay are present in the Mobile IPv6 testbed.th&refore conclude, that the
empirically obtained results were as predicted by the nmadgiiEal models.
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Frequency distribution of handoff latency in no overlap scenario using Wireless LAN links
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Figure 4.11: Frequency distribution for handoff latencyngsLazy Cell SwitchingWireless
LAN links and default router configuration in the no overlagsario.

Handoff | Router L [s] (Theory) Latency [s] (Ethernet) | Latency [s] (Wireless)

strategy | settings| Avg Min Max | Avg Min Max Avg Min Max
Eager | Default | 0.54 O 15054 0.10 152 | 057 0.10 1.42
Lazy | Default | 3.95 25 50397 254 497 | 406 2.64 4.97

Figure 4.12: Summary of expected and actual results for éheverlap setup.
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4.4.4 Overlap setup: Eager Cell Switching

This experiment results in no packets being lost. Elager Cell Switchindhandoff initiation
strategy initiates a handoff as soon as a router advertisefram a new network is received.
But because in the overlap setup the primary network is iedaelduring the handoff no packets
are lost. This was confirmed both by using wired and wirelessections.

4.4.5 Overlap setup: Lazy Cell Switching

In this experiment we use thieazy Cell Switchingn the overlap setup. The experiment is
expected to produce a similar result as the experiment peed in the no overlap setup. This
is because theazy Cell Switchingtrategy does not initiate a handoff before the prefix lifieti
of the primary network expires. Therefokazy Cell Switchings not able to take advantage of
the period in which two networks are reachable as in the apesétup.

In figure 4.13 the frequency distribution for handoff latgmeasured in the experiment using
the Lazy Cell Switchindhandoff initiation algorithm with wired links is plotted.

Frequency distribution of handoff latency in overlap scenario using Ethernet links
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Figure 4.13: Frequency distribution for handoff latencyngsLazy Cell Switching Ethernet
links and default router configuration in the overlap setup.

From figure 4.13 we observe, that the frequency distribusipparently conform with the prob-
ability distribution of the mathematical model.

In figure 4.14 the frequency distribution for handoff latgmaeasured in a similar experiment,
but using Wireless LAN, is plotted.

From figure 4.14 we can see, that the results obtained ussgitieless link media are very
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Frequency distribution of handoff latency in overlap scenario using Wireless LAN links
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Figure 4.14: Frequency distribution for handoff latencingd.azy Cell Switchingn the overlap
setup using Wireless LAN.

similar to the results obtained when using a wired link medicordingly, the frequency
distribution apparently conform with the probability dibution of the mathematical model.

From figure 4.13 and from figure 4.14 we observe, that the tesbltained using the wired and
the wireless link media are very similar.

4.4.6 Summary of results for the overlap setup

In figure 4.15 a summary of results obtained in the overlappsist presented.

Handoff | Router L [s] (Theory) Latency [s] (Ethernet) | Latency [s] (Wireless)

strategy | settings| Avg Min Max | Avg Min Max Avg Min Max
Eager | Default | O 0 0 0 0 0 0 0 0
Lazy Default | 3.95 25 5.0|392 274 497 | 396 2.84 5.08

Figure 4.15: Summary of expected and actual results forvedap setup.

The values for handoff latency fauazy Cell Switchingn figure 4.15 are very similar to the val-
ues obtained using the no overlap setup as presented in figieAs the_azy Cell Switching
handoff initiation strategy does not take advantage of ailmolode being able to reach more
networks at the same time, these results were expected tmbarsFor Eager Cell Switching
we experienced no packet loss which was as expected.
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4.5 Handoff latency as a function of router advertisement iterval

In these experiments we measure the handoff latency fardift ranges of intervals between
sending router advertisements with a fixed network prefetilite. The purpose is to confirm
the correctness of the theoretical models by comparingahodsults to expected results, why
the experiments are only conducted for the no overlap setup.

The lifetime is always kept at 5.0 seconds and the expersnamt conducted with ranges for
intervals between router advertisements configured bety@é,1.5], [1.5,2.5], [2.5,3.5] and
[3.5,4.5] seconds respectively.

4.5.1 Eager Cell Switching

Recall from formula 3.7, that the average handoff latenéggiheEager Cell Switchindghand-
off initiation strategy is given by
- o Rmax3 — Rmin3
eager —
’ 3(Rmax2 - Rminz)

(4.1)

In figure 4.16 we have plotted the average handoff latencyfasaion of the router advertise-
ment interval for both the theoretical model and for the akéxperiments.

Handoff latency as a function of router advertisement interval in no overlap scenario
Lifetime of network prefixes is 5 seconds
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Figure 4.16: Handoff latency as a function of router adsgertient interval forEager Cell

Switchingin the no overlap setup.

As can be observed from figure 4.16 the obtained average fdatmcies in these experiments
are in excellent conformance with those predicted by theriteeal model for theeager Cell
Switchinghandoff initiation algorithm.
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4.5 Handoff latency as a function of router advertisemetsriral

4.5.2 Lazy Cell Switching

Recall from formula 3.16, that the average handoff latersiggitheLazy Cell Switchindnand-
off initiation strategy is given by

Rmax3 - Rmin3
3(Rmax2 - Rmin2)

ZIazy = %(Qmax - Qmin) + 1 — (4-2)

In figure 4.17 we have plotted the average handoff latencyfasaion of the router advertise-
ment interval for both the theoretical model and for the acexperiments.

Handoff latency as a function of router advertisement interval in no overlap scenario
Lifetime of network prefixes is 5 seconds
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Figure 4.17: Handoff latency as a function of router adgertient interval fotazy Cell Switch-
ing in the no overlap setup.

As can be observed from figure 4.17 the obtained average fdagmcies in these experiments
are in excellent conformance with those predicted by thergtecal model for thd.azy Cell
Switchinghandoff initiation algorithm.

4.5.3 Summary of results

For both theLazy Cell Switchindnandoff initiation strategy and theager Cell Switchindgpand-
off initiation strategy we observed almost exactly the hsswhich was predicted by the math-
ematical models. This leads us to conclude, that regardiagaverage handoff latency both
theoretical models reflects very well handoff latency eigrezed when using the KAME Mo-
bile IPv6 implementation.
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4.6 Handoff latency as a function of network prefix lifetime

In these experiments we measure the handoff latency fardiit lifetimes of network prefixes
sent with identical router advertisement intervals. Thegppse is to confirm the correctness of
the theoretical model by comparing actual results to exgeergsults, why the experiments are
only conducted for the no overlap setup.

The intervals between broadcasting router advertisemematsalways kept between [0.5,1.5]
seconds. This interval is chosen as it is the default cordigur. The experiment is conducted
with values for lifetime of network prefixes configured at 243and 5 seconds.

4.6.1 Eager Cell Switching

In figure 4.18 we have plotted the average handoff latencyfasaion of the router advertise-
ment interval for both the theoretical model and for the at&xperiments.

Handoff latency as a function of network prefix lifetime in no overlap scenario
Interval between router advertisements is [0.5,1.5]
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Figure 4.18: Handoff latency as a function of router adsertient lifetime forEager Cell
Switchingin the no overlap setup.

From figure 4.18 we observe that the obtained results aredallext conformance to those
predicted by the mathematical model for tBager Cell Switchindnandoff initiation strategy.

We note, that in these experimersger Cell Switchings not influenced by the lifetime of
network prefixes.
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4.6.2 Lazy Cell Switching

In figure 4.19 we have plotted the average handoff latencyfasaion of the router advertise-
ment interval for both the theoretical model and for the acexperiments.

Handoff latency as a function of network prefix lifetime in no overlap scenario
Interval between router advertisements is [0.5,1.5]
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Figure 4.19: Handoff latency as a function of router adsgertient lifetime forLazy Cell
Switchingin the no overlap setup.

From figure 4.19 we observe that the obtained results contmmpletely to those predicted
by the mathematical model for theazy Cell Switchindhandoff initiation strategy.

4.6.3 Summary of results

For both theLazy Cell Switchindnandoff initiation strategy and thieager Cell Switchindpand-
off initiation strategy we observed almost exactly the hsswhich was predicted by the math-
ematical models. This leads us to conclude, that regardiagaverage handoff latency both
theoretical models reflects very well handoff latency eigrezed when using the KAME Mo-
bile IPv6 implementation.

4.7 Handoff latency using new proposed settings

In chapter 3 we recommended a set of optimized settings tmssaouters supposedly yielding
better handoff performance than the default settings witlhacreasing network load. In this
section we present experimental results using these g@drsettings.

Recall that we proposed a new set of default settingBqat = 0.9, Rmax = 1.1 and lifetime
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Ti = 2 seconds. According to the theoretical model this wousdiltan an improvement in the
average handoff latency from 0.54 seconds to 0.50 second¥% (@duction) usindgzager Cell
Switching Furthermore, the worst case handoff latency will be reddoem 1.5 seconds to 1.1
seconds (a 27% reduction). Similarly, usingzy Cell Switchingve expect the average handoff
latency to drop from 5.04 seconds to 2.00 seconds (a 60%tieduavhen the expiration delay
of prefixes in the neighbor discovery lists is between 0 anelcbisd.

As determined in section 4.4, theazy Cell Switchindhandoff initiation algorithm yields the
same handoff latency whether applied in the overlap or thevedap scenario. Thiager Cell
Switchinghandoff algorithm yields zero packet loss in the overlapmade. For these reasons
we chose to perform the experiment using the no overlap setup

4.7.1 Eager Cell Switching

In figure 4.20 the frequency distribution for handoff latgmoeasured in an experiment with
our new proposed settings usiggger Cell Switchings plotted.

Frequency distribution of handoff latency in no overlap scenario using Ethernet links
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Figure 4.20: Frequency distribution for handoff latencyngsEager Cell SwitchingEthernet
links and proposed router configuration in the no overlamade.

From figure 4.20 we observe, that the frequency distribufitmrihandoff latency using our pro-
posed settings with theager Cell Switchindnandoff initiation algorithm apparently conforms
to that predicted by the mathematical model.
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4.7 Handoff latency using new proposed settings

4.7.2 Lazy Cell Switching

In figure 4.21 the frequency distribution for handoff latgmoeasured in an experiment with
our new proposed settings usihgzy Cell Switchings plotted.

Frequency distribution of handoff latency in no overlap scenario using Ethernet links
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Figure 4.21: Frequency distribution for handoff latencyngsLazy Cell Switching Ethernet
links and proposed router configuration in the no overlamade.

From figure 4.21 we observe, that the frequency distributimrinandoff latency using our pro-
posed settings with thieazy Cell Switchindghandoff initiation algorithm apparently conforms
to that predicted by the mathematical model.

4.7.3 Summary of results

The frequency distributions obtained for both ttezy Cell Switchindiandoff initiation algo-
rithm and theEager Cell Switchindgnandoff initiation algorithm appeared to be in conformance
with that predicted by the two mathematical models. Thidliesthat we indeed have been able
to transfer the theoretically predicted improvement indathlatency to an actual setting in the
testbed. However, as for the frequency distributions weuai@ble to make firm conclusions
whether they conform in every way to that predicted by thetatcal models. Apparently that
is the case, as we have not been able to find any configuratievhioh the predicted probabil-
ity distribution did not closely match the obtained freqadistribution. However, the number
of performed handoffs in each experiment is only between&@400 which is not enough
samples to state a more firm conclusion. In figure 4.22 we hamers a summary of the results
obtained using our proposed settings.

As can be seen from figure 4.22, as the average handoff latsrmmncerned, the results ob-
tained from experiments are in conformance with that ptedidy the mathematical models.
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Handoff | Router settings L [s] (Theory) Latency [s] (Ethernet)

strategy | Rmin Rmax 1j | Avg Min Max | Avg Min Max
Eager | 09 11 2| 05 0 1.1 | 0.53 0.10 1.12
Lazy 09 11 2|20 09 30|19 0.91 2.94

Figure 4.22: Summary of expected and actual results usingew proposed settings.
4.8 Conclusions drawn from empirical studies

In this section we present the main results obtained fromeouopirical study of the KAME
Mobile IPv6 implementation. Recall that the main purposéhef empirical study was to in-
vestigate whether the handoff latency predicted by our gged mathematical models would
reflect the handoff latency observed in an actual network.

The main results obtained from the empirical studies ardath@wving:

e The probability distributions predicted by the model foz Bager Cell Switchindpandoff
initiation strategy were found to be in good conformancenlie frequency distributions
obtained in experiments. No results indicated that the gty distributions predicted
were incorrect. Due to a memory leakage in the KAME impleragon it was only
possible to obtain the handoff latency for 300 to 400 harsdbéfore the correspondent
node crashes. In order to make more firm conclusions regatdapredicted probability
distributions a larger number of handoffs must be performed

e The probability distributions predicted by the model foe thazy Cell Switchindnandoff
initiation strategy were found to be in good conformancénwtlie frequency distributions
obtained in experiments. No results indicated that thegdodity distributions predicted
were incorrect. The results are subject to the same lackmopkes as for thé&ager Cell
Switchinghandoff initiation strategy.

e The average handoff latency predicted by the mathematiodkirfor Eager Cell Switch-
ing and by the mathematical model flaizy Cell Switchingvas in all experiments very
close to the empirically obtained results. We conclude, ttiepredicted results for aver-
age handoff latency for both mathematical models are inlkxteconformance with the
empirically obtained results.

In general, the obtained frequency distributions all seetoeeonform to those predicted by the
theoretical models. However, due to a memory leakage in KAMEnNuUmber of samples are
too small to make more firm conclusions regarding the frequelistributions. We suggest that
a dataset of around 5000 handoffs per experiment shouldtaaed, as the simulator described
in section 3.6 were able to produce consistent results whef Bandoff were performed.

The results obtained for the average handoff latency in ¥per@ments all pointed towards
that both theoretical models reflects extremely well theaye handoff latency experimented
by mobile nodes using the KAME Mobile IPv6 implementation.sét of between 300 and
400 samples (depending on the actual experiment) is enaughd average handoff latency to
converge.
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Due to the design of the Mobile IPv6 testbed and the way exyearis were performed, some
specific issues regarding the obtained results must beaaker

Destination caches: The IPv6 Neighbor Discovery Protocol (NDP) maintains atheacde a
destination cachenapping IPv6 addresses to link layer addresses. We moveckéet
the same two foreign networks every 10 seconds which resurtihe two access routers
always knowing the link layer address of the mobile node. Bl@admovement been less
frequent, the entries in theéestination cachevould have timed out, as an entry typi-
cally lasts for 20 to 30 seconds when not updated. Had thégesnot been present, the
access routers would not have known the link layer addreggeohobile node. The over-
head introduced when NDP have to discover a link layer addsksuld be insignificant,
but we have sometimes observed an overhead in the 1 to 2 secaomge. A node can
only transmit aneighbor solicitatiormessage once every second [Naiéal., 1998] so
this unexpected overhead might be the effect of arlegghbor solicitation

A way to ensure that thdestination cachat access routers get probably updated is by
forcing the mobile node to send@ighbor solicitatiorto newly discovered routers upon
receiving a router advertisement from a router for the firsiet We have applied this
strategy in an informal experiment and it showed to reduesh&indoff latency when
moving less frequent between networks. We therefore suiglgasa handoff initiation
algorithm should exhibit this behavior.

Duplicate address detection: Upon receiving a router advertisement from a new network the
mobile node usestateless auto-configuratiolm generate a valid IPv6 care-of address.
To validate that no other node at the same network is usinglamtical IPv6 address
the mobile node must perforaiuplicate address detectidiDAD) which takes between
zero and three seconds to complete [Huitema, 1997]. HowBM¥dD is only performed
when the care-of address is first generated and it then hagtaaltlifetime of 30 days.
Therefore our experimental results contains no overhead DAD.

Propagation delay: As the Mobile IPv6 testbed is local area, we have been ablertval the
load at the networks. The result has been that the experinegults show no sign of
propagation delay dbinding updatesand binding acknowledgmentsVhen applied in
the Internet such propagation delays must be accounted for.

From the empirical studies we conclude, that both mathe@latmodels proposed in chapter 3
reflects very well the handoff latency to be expected usiegdAME Mobile IPv6 implemen-
tation.

From the theoretical models and the empirical study we hagemwved, thaEager Cell Switch-
ing is capable of avoiding packet loss in an overlap scenariaveyver, the theoretical models
do not reflect, that this strategy initiates far too many ludfiisdas a handoff is initiated each
time a new network is discovered. This can lead to handoftsmigtable networks. We conclude
thatEager Cell Switchindnas a fast but potential risky behavior.

RegardingLazy Cell Switchingve have observed, that it minimizes the number of performed
handoffs but is not able to avoid packet lokazy Cell Switchings based on the principle that
packets (router advertisements) must be lost before it evesiders initiating a handoff. We
thus conclude, that this handoff initiation strategy hasleguate performance.
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Chapter 5

Proposal of Parametric Cell Switching
handoff initiation strategy

In this chapter we first present a framework for a handoffiation strategy. Based on this
framework we propose the conceptRdrametric Cell Switchingwhich allows a handoff initi-
ation strategy to base a handoff decision on possibly mangidfacriteria.

We then present a set of criteria to be used in an instantiaidhe Parametric Cell Switch-
ing concept. Finally we develop a mathematical model able tdipré¢he handoff latency of
this particular instantiation of thBarametric Cell Switchingoncept for a restricted class of
scenarios.

5.1 Motivation

In chapter 3 and chapter 4 we showed first theoretically ard #mpirically, that th&ager
Cell Switchingand Lazy Cell Switchinghandoff initiation algorithms both have inadequate
performance. Althougltager Cell Switchings able to avoid packet loss, it initiates far too
many handoffs. Converselyazy Cell Switchingeduces the number of handoffs to a minimum,
but suffers from high handoff latencies.

Through our study of Mobile IP and handoff latency in pafacuwe have come to the belief,

that basing a handoff decision only on information avadaat the network layer or higher

layers, does not suffice. Even though we were able to obtaipertable handoff latencies
in our local area testbed by tuning protocol parameters,naverhead will be added when

Mobile IP is deployed in the Internet. This overhead inchitieth the propagation delay of
binding updategndbinding acknowledgmentatroduced in large network, but also the effect
of various AAA actions which carry the potential to be lengfitocesses.

Link layer information such as signal strength or bit erratermay be continuously available
and can thus be measured at any frequency, providing valuatdrmation about the present
quality of a link. Such information will allow a mobile node guickly detect a decaying con-
nection and respond by initiating a handoff before the primmeetwork becomes unreachable.
We therefore believe that link layer information shouldypkakey role in a proactive hand-
off initiation strategy. This view is also supported by dearE. Perkins, one of the leading

69



Chapter 5. Proposal of Parametric Cell Switching handaifiation strategy

authorities within the Mobile IP society [Perkins, 1998 244].

In this chapter we therefore pursue a more advanced handtdition strategy, based on both
link layer and network layer information, which we refer toRarametric Cell SwitchingWe

often refer to Wireless LAN as this is the only wireless linkdia which has been available for
experiments.

5.2 Concept of Parametric Cell Switching

This section defines a handoff framework, which form the $&mi deciding when to perform a

handoff. The purpose of defining a general framework is toemgossible to initially abstract
over link layer technologies and specific user scenarios.

By presenting a general handoff framework we set the comstedtbasic structure of thHeara-
metric Cell Switchingoncept. A general handoff framework has possibility feetdine tuning
for special handoff scenarios and supporting many diffeliak layer technologies.

Handoff initiation algorithm Primary care—of addrgs
A A A A A A A A A
| S —| IS | 1S
©| © © < © < < © <
o8-8 ol 88 [5] ) B S
o|Gl O |G| O o|6l O
Network 1 Network 2 |------ Network n

Figure 5.1: Abstract handoff framework.

The handoff framework is presented in figure 5.1. It consi§eshandoff initiation algorithm, a

set of available networks and a set of handoff criteria fienesl for each network to the handoff
algorithm.

The overall task of théandoff initiation algorithm is to select the care-of address at the
"best"network as the primary care-of address. For eacharktthe handoff algorithm peri-
odically evaluates a set of handoff criteria and determiwb&h network provides the best
performance from the users point of view. If the "best"netwnis not the network at which the
primary care-of address belongs, a handoff to that netwokilsl be initiated. The objective of
this proactive behavior is to initiate handoffs before thienary network becomes unreachable
and thereby avoid packet loss, but still keep the number flbiis at a reasonable level.

A handoff criteria is a piece of information, that describes a characteridtib@ network. It
is suggested that the same set of criteria for every availabtwork is provided to the handoff
algorithm. If a certain criteria cannot be provided for awetk, e.g. because the used link
layer technology does not support it, two options arise:

e The value of the criteria should be chosen from a set of defaillies.
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5.3 Choice of handoff criteria

e The criteria should have no influence.

The first option is simple to implement as only one handofiatipn algorithm is needed. For

the second option a handoff initiation algorithm is neededeach combination of missing

criteria. However, the first option requires insight int@ tbonsequences of different default
values. We choose to use the first option to avoid multipledb#innitiation algorithms.

The handoff framework provides a general model, where iffehandoff initiation algorithms
based on different sets of handoff criteria can be developed

5.3 Choice of handoff criteria

In this section we select a set of handoff criteria, that werlavant to use in an instantiation
of the Parametric Cell Switchingoncept. We will refer to this instance as tRarametric Cell
Switchinghandoff initiation algorithm. First the set of criteria isted, then each criteria is
described and the choice of each criteria is defended.

In [Andersenet al,, 2000] we presented 18 potential handoff criteria, whicls ¢ result of a
brainstorm. Each handoff criteria was evaluated with resfmeusability/relevance, implemen-
tation/deployment effort, and run-time cost on a threaipscale. In [Andersent al., 2000]
we recommended that handoff criteria, which measure thétgud the link from the mobile
node to the access router (one-hop), should be given higtegity than handoff criteria, which
measure the quality of one or more routes from the mobile noderrespondent nodes (the en-
tire route), as the process of determining values for endiuée criteria is often long in duration.
The consequence is that we have chosen only to focus on gnbdmuloff criteria. We have
selected four of the 18 potential handoff criteria to be pdrthe Parametric Cell Switching
handoff initiation algorithm. The four handoff criteriaear

¢ Signal-to-noise ratio (Link layer).
e Round trip time to the default router at a network (Netwonkelg.
e Duration of network availability (Network layer).

e Price of using a network (Network layer).

The four chosen handoff criteria are spread across two sayethe network protocol stack.

Handoff initiation algorithms based purely on network lageteria can be used without utiliz-

ing special properties of the lower layers in the networki@eol stack; the link and physical

layer. This ensures that the handoff initiation algorittsrirnidependent of the network device
and its associated driver.

On the contrary handoff initiation algorithms based on liaker criteria may require modifi-
cations to each device driver to provide the necessaryrmition. Link layer criteria however
enables more precise assessments of the quality of a linkébaork.

If link layer and network layer criteria are combined, theklilayer criteria can ensure high
performance when they are present, while the network lagaria can constitute a fall-back
mechanism, when link layer criteria are not present.
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5.3.1 Signal-to-noise ratio

The signal-to-noise ratio is a measure of how clear a signabimpared to background noise.
The background noise can be caused by devices communieatiiiger frequencies or electri-
cal appliances in general. As the name implies the signrabtse ratio consist of two measures:
A measure of the received signal strength and a measure battiground noise level.

When a mobile node communicates over a wireless link it maswithin the range of a base
station. The range of a base station depends on its locatidrihe technology it uses. GSM
ranges up to a few tens of kilometers in open land while itgean urban areas may be limited
by buildings [Moulyet al., 1992]. Wireless LAN ranges up to 160 m in open areas, whdele
a building, internal structures will limit the range considbly [ORINOCO].

A base station transmits with a certain effect. As the stiteiofja radio signal degrades as the
distance between a base station and a mobile node increaseshile node far from a base
station will receive the base station’s signal at a loweeld¢kian a mobile node closer to the
base station. The received signal strength of several hasers can to some extend indicate
which base station offers the most stable link.

The received signal strength from a base station may chamély. Consider the following
example. A terminal is receiving a high level signal from dr@se station. Then the terminal
turns a corner and the radio signal to and from the base stigtiblocked. A handoff to a net-
work with a reachable base station must be performed beforerwnication can continue. A
sudden drop in signal strength like described above is @enmtorner-effect [Pahlavaat al .

If a measure of the background noise level is also obtainfabie a mobile node’s link layer,
the signal-to-noise ratio is a better choice as a handd#raithan the received signal strength,
because the signal may be lost in the noise. Compared to teeved signal strength, the
signal-to-noise ratio gives a more precise measure of thétguf a link.

A mobile node can only measure the signal-to-noise ratitrédfic traveling from a base station
to the mobile node. The signal-to-noise ratio in the otheralion can be measured by the base
station and delivered to the mobile node. We do not consigsrsurements at the base station
as this may require modification of base stations which mag &erious deployment hurdle.

5.3.2 Round trip time

The round trip time to a router can be determined by a mobilgenoy performing a ping
(echo request) of the router. A successful ping indicatasttiere exists a two-directional link
between the router and the mobile node. In other words thtercan receive packets from the
mobile node, which implies that some base station at thearktean hear the mobile node’s
signal. Similarly, the mobile node can receive packets fthenrouter, which implies that the
mobile node can hear some base station’s signal.

The measured round trip time is affected by several factors:

The bandwidth of the network: Our informal measurements has shown that the round trip
time to a router at a 10 Mbit/s network is approximately 25%hieir than the round trip
time to a router at a 100 Mbit/s network. The measurementg werformed with no
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other traffic at the network using two identical network aed, which was forced to
communicate at 10 Mbit/s and 100 Mbit/s respectively.

The amount of traffic at the network: Especially the amount of data queued at the router af-
fects the round trip time, as ICMP packets does not have higtherity than other IP
packets. If a lot of data is queued in the in-bound buffer e wireless network at the
router it will take longer before the ICMP packet is procesaethe router. Also if the
out-bound buffer is filled with data the ICMP packet will r@siin the buffer for a period
before it is transmitted over the network. Loaded buffeesaso an issue at the mobile
node.

It is our observation that heavy traffic through a router,rasifpointA to pointB in figure 5.2,
which does not travel at the network at which the ping is pentxd does not affect the round
trip time. Whether this is the result of clever resourcersttaimplemented in FreeBSD 4.1
or a general property of the buffer mechanisms commonly é@mgnted in routers, must be
determined by trying the experiment with other operatingtsy,s.

Traffic

Aouter\

Ee— —_—
A B

I
1 | Echo repl
Echo reques :l Py

& Mobile node

Figure 5.2: Heavy traffic at non-local networks does notatffiee round trip time to the default
router.

Wireless LAN, 802.11b, can operate at different transmaisspeeds: 11 Mbit/s, 5.5 Mbit/s,
2 Mbit/s and 1 Mbit/s. The actual speed used depends on ektanditions like distance, radio
noise and obstacles between the communicating devices. etianed earlier the available
bandwidth affects the measured round trip time and the tnéggsson speed affects the available
bandwidth. Therefore the round trip time will indicate thetual network load at the actual
transmission speed. The round trip time could be a simpletovagveal which link offers the
best bandwidth.

We choose to use the round trip time because it is a pure netayer handoff criteria, which
is very simple to implement.

It should be noted that routers may be configured to not replyirigs to protect themselves
against denial-of-service attacks. However, if a netwardvigler wants to provide mobile
access, allowing a certain amount of ICMP traffic may be resugs
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5.3.3 Duration of network availability

The duration of network availability is the period of timewhich a network on average is
reachable from a particular mobile node. This time can besored at several levels. One
level is the period of time that a radio signal from a netwaskreéceived at the link layer.

Another level is the period of time in which router adventimnts are delivered regularly from
a network. In other words: The period of time a mobile nodesaiers a router at a particular
network reachable.

This criteria only applies for revisited networks. By remmgnng the duration that a network
has been available in the past, the mobile node can assesis mdtivork in the past has pro-
vided connectivity for the longest duration. This is espigiuseful if the mobile node often
travels the same physical path. In this case the mobile nadenteasured the reachability
duration of the available networks several times, and tbezehas information to choose the
network, which is likely to remain reachable for the longastl thereby reduce the number of
handoffs. Furthermore, the network availability duratisra handoff criteria which enables a
mobile node tdearn from past experiences.

5.3.4 Price of using a network

The price of using a network is the amount of dollars that a osgst pay an Internet Service
Provider (ISP) for each Mb the user receives/sends througmétwork or for each minute the
user is connected to the network. By including this critetti@ handoff initiation algorithm can

take the costs of using a network into consideration. Foutie it is preferable if a reasonable
tradeoff between price and performance is achieved.

5.4 Computing scores for handoff criteria

In this section we present how each handoff criteria is geed for use in thBarametric Cell
Switchinghandoff initiation algorithm.

The general concept &farametric Cell Switchings that the measures for each handoff criteria
for a network are converted, weighted and summed to an dwmaite for the network. The
scores for all available networks are compared and the aaagldress at the network with the
highest score is used as primary care-of-address. If twworks fluctuate around the same
score it may cause a ping-pong effect, where a new netwogktgethighest score every time
the scores are calculated. This may cause the handofftioitialgorithm to initiate a handoff
back and forth between the same two networks every time thresare calculated. To reduce
ping-pong effects we decide on an ad hoc basis that a netwosk Inave a score at least 10%
of the score range better than the primary network to becdraenew primary network. If
the score range is [-10,10] a network must thus have a scdeasit 2 points better than the
primary network to become the new primary network. The gainexpression for the network
evaluation is

m

SEN WP (5.1)

i=1
whereS is the evaluation value (score) measured for the networilew?) is the score contri-
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bution from theith of m handoff criteria and¥; is the customizable weight of thiéh handoff
criteria. In the case where the four handoff criteria ddsatiin section 5.3 are used, the network
evaluation expression is

S = WsNrPsNR + WRTTPRTT + Wavail Pavail + WericePerice (5.2)

whereSNRdenotes signal-to-noise ratiBTT denotes round trip timéivail denotes duration
of network availability andPrice denotes the price of using the network.

The functions forP; for handoff criteria where a high measured value counts vorfaf a
network, have the output range [0,10] for all valid input. Axample is the signal-to-noise
ratio. Handoff criteria where a low value counts in favor afetwork have an output range of
[-10,0]. An example is the round trip time. This is an impoitéeature as it makes it easier to
set the weight$¥; as intended.

The weighted sum of the handoff criteria is used becausdairly easy to control the relative
importance of the used handoff criteria by adjusting thegives. It is also a robust construction,
which is not subject to division by zero and other unintendeldaviors.

In the following sections we present our suggestion for hlee//t;s should be calculated. We
pursue a function for converting measured values to a samtibution for each handoff cri-
teria P;. The function should have the following characteristics:

e It has a limited output range. This ensures that the scor&ibotion of each handoff
criteria is limited.

e Itis defined for all input values, which places no restricti®mn the measured values for
handoff criteria.

e It is continuous, which ensures no magic jumps in the scongriboition.
e Below a certain input value,, the output is very close to minimum.
e Above a certain input valug,, the output is very close to maximum.

e Between these input values the development is close talinea

Figure 5.3 summarizes the wanted characteristics of aiumébr converting measured values
to score contributions.

max

min -

\j

Figure 5.3: Pursued characteristics of function for cotimgrmeasured values to score contri-
butions.
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After a scan of a mathematical handbook, we found that thetiyghic tangent functionténh)
exhibits these characteristics. The general function vemsé for converting measured values
to score contributions is

—b

P(z) = a- tanh (a: > +d (5.3)
C

wherex is the measured valuesdetermines the size of the output randeletermines vertical

displacement of the functioil, determines horizontal displacement of the function andljina

c determines the slope of the middle part of the function. Theracteristics of this function

are visualized in figure 5.4.
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Figure 5.4: The characteristics @f tanh(Z>) + d.

In the following sections we present settingsapb, ¢ andd for each handoff criteria. These
settings are chosen as a suggestion of what apparently seasaable. In order to determine
more appropriate settings clearly empirical data are netellene possesses explicit knowledge
of the scenario in which the handoff initiation algorithmoigerated further optimizing would
be possible.

5.4.1 Computing score for signal-to-noise ratio

A link specific handoff criteria, in this case signal-to-s®iratio, must be handled individually
for each link layer technology used. Consider GSM and Wa®leAN. The typical radio output
power capability for a GSM mobile phone is 33 dBf$courias], while for Wireless LAN it

is 15 dBm [ORINOCO]. On the other hand a GSM mobile phone caimtieia a connection

with signal strengths as low as -110 dBm, while Wireless LANyaan maintain connections
with signal strengths above -83 dBm. As a result of this vargain signal strength behavior,
the constants in equation 5.3 must be determined indiMiglfiad the signal-to-noise ratio for

each used link layer technology.

!Decibels of a milliwatt[dBm] = 10 log(1000[watf]).
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As a high signal-to-noise ratio counts in favor of a netwdr& butput range is selected to be
[0,10]. A challenge when computing the score for the sigoatoise ratio for a certain link
layer technology is to determine the score contributiordifierent signal-to-noise ratio levels.
In a simple experiment with Wireless LAN we have measuredrdiiad trip time and packet
loss against the received signal-to-noise ratio. The résplotted in figure 5.5.

Round trip time and packet loss as a function of signal-to-noise ratio
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Figure 5.5: Round trip time and packet loss as a functiongiaito-noise ratio in a Wireless
LAN experiment.

The experiment is performed by sending 30 pings from a matubke to an access router with
one second intervals, measuring the average signal-sematio for potential replies and the
average round trip time. Unreplied pings are considereid [@sring the experiment the mobile
node is moved around to different locations each resultirggdifferent average signal-to-noise
ratio. A limitation to the experiment is that the signal+toise ratio can only be measured when
a packet has been received. This means that we cannot méassignal-to-noise ratio if the
ratio is so low that a packet is not successfully received.

Wireless LAN retransmits a packet, which is lost during smssion, three times before the
packet is dropped. If one of these retransmissions are ssittét shows as an increased round
trip time, otherwise it shows as a lost packet. Figure 5.5wshiat packets are lost and the
round trip time increases when the signal-to-noise ratapsgibelow 10 dB.

Based on this observation we conclude that the signal-teeratio for Wireless LAN shall only
contribute to the score when the signal-to-ratio is bettant10 dB. If the signal-to-noise ratio
is below 10 dB for a connection to a particular base statiba,donnection is not considered
stable. From 10 dB and up we want a steady increase in scotebttion. Above some point
between 20 dB and 80 dB the score contribution should leved. W&t this behavior as the
performance of the Wireless LAN network does not improveaigantly when the signal-to-
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noise ratio is above 20 dB, but we still want a better signahaise ratio to result in an increased
score, as we consider a high signal-to-noise ratio as andtidn of a stable connection. The
following definition fulfills these demands

snr— 40
Psnr 2 5 - tanh (7) +5 (5.4)
c

wheresnr is the signal-to-noise ratio for the network. The constadetermines how fast the
score shall rise. Figure 5.6 illustrates the result of défe settings foc.

The score contribution from signal-to-noise ratio
Psnr = 5*tanh((snr-40)/c) + 5
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Figure 5.6: The score contribution for signal-to-noiseéardr different settings ot.

We choose to use = 15, as it gives hardly any score when the ratio is below 10 dB shlit
has a slope not too close to vertical. Note that the selectién= 40 andc = 15 can only be
expected to work for Wireless LAN. For other link layer teckogies an experiment like the 30
pings-experiment must be performed to determine for whighad-to-noise ratio a connection
is unstable. Theh andc should be adjusted to reflect this behavior.

5.4.2 Computing score for round trip time

The round trip time to the default router at a network fluocksaeven when conditions are
unchanged. The scheduling of processes may have changetbliseon may have occurred
at the link media. To damp irrelevant fluctuations the routiypl time is averaged across the
last five samples. The round trip time is a network criterid &ndirectly comparable for all
types of network interfaces. The score contribution for tihkend trip time is set to be in the
range [-10,0] so that it reduces the score most when the rgimtime is high. The term for
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5.4 Computing scores for handoff criteria

the round trip time in the score evaluation is

Prrt 2 _10- tanh (A\/g+(l'tt)> (5.5)

whereAvg, (rtt) denotes the average round trip time for the fasamples. The constaohere
determines how fast the score contribution should apprea@h Figure 5.7 shows the score
contribution for different values d.

The score contribution from round trip time
Pr1T = -10*tanh(Avgy(rtt)/c)
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Figure 5.7: The score contribution for round trip time foffelient settings ot.

We choose to use = 5 andc = 8 as we do not expect round trip times above 10 ms why
round trip times above this value should give the lowest iptesscore. Note that = 8 should

be a general applicable value, as we want the score for raimtinhe to reflect differences in
link layer technologies.

5.4.3 Computing score for duration of network availability

The duration of network availability is averaged across It 10 samples, as we wish the
handoff initiation algorithm to have memory of previous meawent patterns and still be able
to adapt relatively fast to new patterns. A high value of doraof network availability counts
in favor of a network and the output range is therefore setetd be [0,10]. The term for the
duration of network availability in the score evaluation is

Avg,, (avail) >

C

whereAvg, (avail) is the average duration of continuous reachability of thevoek for the
lastn connection periods. The constantletermines how fast the score contribution should
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approach the maximum value 10. The score contribution féeréint settings o€ are illustrated
in figure 5.8.

The score contribution from duration of network availability
Pavail = 10*tanh(Avg,(avail)/c)

10 3 l/j,,»w '| I
8 - |
6F L |
g :
o ; I e
O H ; e
w : //./
4 — ”’ / -
r” o= 1
2 3 o= |
g c=20
c=40 ——
c=40 —
(V= L . | , I
0 20 40 60 20 o0 o

Averaged connection duration [s]

Figure 5.8: The score contribution for duration of netwoviitability for different settings of
C.

We choose a value of = 10 andc = 40 as this gives all networks, that offers a connection
duration greater than two minutes, the top score.

5.4.4 Computing score for price of using a network

We want changes in the price to have immediate effect why amage is used. The price should
have close to proportional effect on the score, and a lowiee@hould give a higher overall

score. As a high price counts against a network the outpuyferaselected to be [-10,0]. In

this model the price is in $/Mb. If the real price unit is e.gm$ some kind of mapping must

be constructed. The term for the price criteria is

C

wherec determines how fast the score contribution approachesaiue v10. Figure 5.9 shows
the development of the score contribution for price forefi#nt settings of.

If not many networks are expected to cost over 6 $/Mb; 3 seems like a good choice as the
score contribution for prices above 6 $/Mb fore 3 is almost -10.
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The score contribution from price
Pprice=-10* tanh(pnce/cS)
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Figure 5.9: The score contribution for price of using a netwior different settings ot.

5.5 Weighting of handoff criteria

In section 5.4 we presented how a score for each handoffiariéan be computed based on
measured values. We did not consider how each handoff ierisiiould be weighted in an
overall score calculation.

In this section we first discuss the effect of using weighteewe present a set of weights
which we use in th@arametric Cell Switchindpandoff initiation algorithm.

5.5.1 Effect of using weights

A feature of theParametric Cell Switchingoncept is the possibility of setting different weights
for each criteria used in the handoff algorithm.

Weights for the different criteria used in an instancePafametric Cell Switchingeflects the
relative importance of each criteria in the handoff decisidhe advantage of this strategy is
that it is relatively easy for users to configure the behawicthe handoff initiation algorithm.
This is important, as the performance of a handoff initiatedgorithm is dependent on the
particular scenario in which it is operated and it is therefonpossible to determine a setting
of weights which is optimal in all scenarios.

An example of a criteria which different users might want icegdifferent weight is the price
of using a network. Some users might chose to set the weiglihéoprice of using a network
to a very low value, if their priority is to maintain the bestrmection at all times no matter the
cost. Others might seek a more reasonable relation betwdsn gnd performance and thus

81



Chapter 5. Proposal of Parametric Cell Switching handaifiation strategy

choose to configure the weight for price at a higher value.

Another example is the duration of network availability. i kriteria might increase the per-
formance of a handoff initiation algorithm in scenarios wha mobile node often travels the
same physical path. However, it can slow down reaction ofrdwedoff initiation algorithm
when leaving the range of the networks to which the mobileenloals often been connected.
The weight for duration of network availability should thslect the preferred behavior of the
handoff initiation algorithm in these scenarios.

A designer of a handoff initiation algorithm could providemerous different sets of weights,
each optimized for some specific scenario.

5.5.2 Weight setting in Parametric Cell Switching

What might be appropriate weight settings is dependent®sdhnarios in which thearamet-
ric Cell Switchinghandoff initiation algorithm is deployed. We consider isgjtthe weights as
Wsnr= 1, Wrtt = 1, Wavai = 0 andWhpyice = 0. This yield the formula for overall score as

S = Psnr+ Prrr (5.8)

We consider these simple settings as we do not want to engaggtuidy of accounting models,
and we do not have the resources to perform experimentsdiegaduration of network avail-
ability. Furthermore we believe the signal-to-noise raial the round trip time to be the most
important criteria in our proposal of a proactive handoffiation algorithm.

The signal-to-noise ratio and the round trip time are givgoat weights, as it is of equal
importance to know whether a link is present and to know whidhprovides the best available
bandwidth. Recall that the score contribution féyyr is in the range [0,10] and that the score
contribution forPrrr is in the range [-10,0]. When botPsyr and Pryr are given a weight of
the output of the proposdearametric Cell Switchingpandoff initiation algorithm will be in the
range [-10,10]. Figure 5.10 shows a surface plot of the divecare for the selected weights.

The round trip time and the signal-to-noise ratio is mea$periodically. If there is no response
to a ping within a short period, the ping times out and the dotrip time is set equal to the
timeout period or an infinitive value. In this fashion unieglpings will be reflected in a poor
score for the round trip time.

5.6 Theoretical study

In this section we present a mathematical model able to girteé performance of the proposed
Parametric Cell Switchindnandoff initiation algorithm using the weights proposedséttion
5.5.

We perform this theoretical study for the following reasons

e To determine the influence of various settings on the haridtshcy.
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Combined score for signal-to-noise ratio and round trip time
We,=1and W, =1

S =Rnr* FrT
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Figure 5.10: A surface plot of the scofe= Psnr + PrTT-

e To learn what handoff latency can be expected. We are phatigunterested in learning
how fast (compared t&ager Cell SwitchingParametric Cell Switchings able to react
to the discovery of new networks.

We consider the no overlap scenario from section 4.3.1 winieans that there is no overlap
zone between the two networks to which the mobile node caneztin There is exactly one
network available to the mobile node at all times. The preposiathematical model is re-
stricted to the scenario of the Mobile IPv6 testbed as ptedan chapter 4. We assume the use
of wired connections and therefore the mathematical modes shot consider signal-to-noise
ratio. Therefore the mathematical model does not accourtidbavior triggered by signal-to-
noise ratio measurements. We make these apparently vatyastsumptions for two reasons:

e The main purpose of the mathematical model is to reveal ham arametric Cell
Switchingis able to react in a real scenario. This restricted scerpogokes thePara-

metric Cell Switchindhandoff initiation algorithm to perform a handoff as fastpassi-
ble.

e In the Mobile IPv6 testbed the nodes are stationary thezetioe signal-to-noise ratio
does not change significantly even for wireless links.

Recall that in the proposed handoff initiation algorithiree events can trigger the mobile
node to initiate a handoff:

e A poor signal-to-noise ratio is measured for the primarywuek.

e A poor round trip time is measured for the primary network.
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e A poor combination of signal-to-noise ratio and round tiipe is measured for the pri-
mary network.

In an experiment in the Mobile IPv6 testbed using wired catinas, the signal-to-noise ratio
does not change during an experiment. Therefore a handodvisr triggered by a poor signal-
to-noise ratio. Handoffs are only triggered by poor roung times, and when pings are not
replied.

When theParametric Cell Switchindgpandoff initiation algorithm is applied in the Mobile IPv6
testbed two situations affecting the way a handoff is tnigdecan occur:

e The mobile node becomes aware of a new available networkééfoealizes that the
primary network is unavailable. More precisely a routerextigement arrives from the
new network before a ping of the primary network times out.

e The mobile node determines that the primary network is ufeba before it becomes
aware of a new available network. More precisely a ping offitimary network times
out before a router advertisement arrives from the new neétwo

In figure 5.11 these two situations are shown.

L

Y

@

toor tra tpt

\

ls N

Y

(b)
toor tpt tra

L: Theoretical handoff lantency

toor: Out of range of primary network

tpt: Timeout of ping

tra: First router advertisement from new network

Figure 5.11: Different triggers of handoff initiation inaliParametric Cell Switchindhandoff
initiation algorithm.

From figure 5.11 it is seen, that if a ping to the default roaethe primary network times
out before the arrival of a router advertisement from a newtwaogk, the handoff latency is
determined by the arrival of this router advertisement. @osely, if a router advertisement
from a new network arrives before a ping to the default roatehe primary network times out,
the handoff latency is determined by the timeout of this ping

In order to derive an overall expression for the handoffriajefor theParametric Cell Switching
handoff initiation algorithm we need to determine how oféach situation occurs and how the
handoff latency can be expressed in each situation.
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Determining Lping

First we consider the situation where the ping timeout ceedier the arrival of a router adver-
tisement from a new network as depicted in figure 5.11a. Thieilmaode pings all available
networks periodically as illustrated in figure 5.12.

Figure 5.12: Periodic pings.

In figure 5.12 the period between two pindgs and.S,_; is constant and denote$,. The
primary network can get out of range in any of the intervdisyéfore it is sufficient to consider
the interval, where the primary network did get out of ranffeghe ping timeout occurs after
the arrival of a router advertisement from a new network taedoff latency is denoteflping
and is defined as illustrated in figure 5.13.

0: Ping sent prior ta5,,.

S, First ping sent to primary network aft€kjme.
K: Timeout interval for all pings.

Ciime € [0, Sp]

Lping = Sp + K — Clime

Figure 5.13: Handoff latency if the ping timeout occurs iftee arrival of a router advertise-
ment from the new network.

In figure 5.13Cyme denotes when the primary network gets out of range and a nemorie
gets within rangeS, denotes the first ping sent aft€fme, K denotes the timeout period of a
ping which is constant, anfl, + K denotes when the ping times out. The handoff latency is
defined as

Lyping = Sp + K — Cime (5.9)

Determining Pr,, (Iping)
In formula 5.95, and K are constants anGime is uniformly distributed in the intervgD, S, ].
This is expressed b¥c,, . (ctime) = SLp “Leymec[0,5,]- AS Clime is the only variable inLping and

ctime = Sp + K — lping We get that the probability distributioﬁLping(lping), which expresses the
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probability thatLping = lping, IS given by

Pro(lping) = Pcyne(Sp + K — lping) (5.10)
1
= S—pl(swmlpmg)e[o,sp}
1

= S_p Ly ing€ K, Sp+ K]

Determining Leager

Now we consider the situation in which the first router adgernent from a new network
arrives after the timeout of a ping to the default router &t pinimary network as depicted in
figure 5.11b. In this situation the handoff latency is defiasdor theEager Cell Switching
handoff initiation algorithm as illustrated in figure 5.14.

\J

0I ....................... ? ............................. JI% time

0: Router advertisement sent prior to router advertisement R
R: First router advertisement received aftéine

Cliime € [0, R]

Leager= R — Ciime

Figure 5.14: Handoff latency if the arrival of the first rousalvertisement from a new network
occurs after the timeout of a ping to the default router afpt@ary network.

From figure 5.14 we note, thdfeageris defined as

Leager = R — Clime (5.12)

Determining Pr..,..(leager)

Recall from formula 3.6 that for thEager Cell Switchindghandoff initiation strategy the prob-
ability distribution P, (leagep iS given by

m if 0 < leagerﬁ Rmin
2 Rmax_lea er H

PLeager(leagea = IngRmigng if Rmin < leager< Rmax (5.12)
0 otherwise
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Combining Lping and LeageriNt0 Lparam

Now that we have showed how to determine the handoff latendyoth situations, we can
summarize the expression for the handoff latency inRaeametric Cell Switchindhandoff
initiation algorithm, which we denot&param to

L if L > L
Lparam _ efa\ger . eager pfng (5.13)
meg if Leagerf meg

Determining Pr,, o (Iparam)

In formula 5.13 we note, that the probability thatager> Lping COrresponds to the probability
that the ping sent to the primary network times out beforeattneal of the first router adver-
tisement from a new network. This relation can be observenh fliigure 5.13 and from figure
5.14 where we have shown the saigne in two different contexts. [fLeageris larger than
Lping this must be because the first router advertisement fromethenetwork has arrived after
the timeout of the ping to the primary network. Similarlyetprobability that the first router
advertisement from the new network arrives before the tumed the ping is the same as the
probability thatLeager < Lping.

To determine the probability distribution fdiparam PLyaan(/param), W must calculate the prob-
ability that Leagerrepresentd.paramand the probability thakping representd.param We start by
deriving the probability thal.paramis represented by.eages Which according to formula 5.13
is the probability thatleager > Lping. This probability, which we denot&.., .. .,,,» can be
obtained by combining the probability thiat- Lping with the probability that’.,,., = [ which
we denotePy,,..(l). This can be seen from figure 5.15. The probability that Lying is the
area under the probability curve fét;, ; (/ping) from —oo up to the value of.

A p a
PLping(lping) L>meg( )

1
Sy \

»

K I S, +K leing

Figure 5.15: The probability that> Lying.

From figure 5.15 we get that the probability tHat> Lying is the area below the graph for
Pr..(Iping) Up tol which can be expressed as

!
PL>Lping(l) :/ PLping(lping)dlping (5.14)
0
The same deduction goes for Leages Which therefore can be expressed as

l
PL> Leagell) = / Pl eagelleaged dleager (5.15)
0
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Now we can determine the probability distribution ®garam PLyam(lparam), Which expresses
the probability that the handoff latencyljgramin the Parametric Cell Switchingrandoff initi-
ation algorithm, and is given by

PLparam(lparam) = PLeage.(lparam) : PL>LpinQ(lparam) (516)
+PLying(lparam) * PL> Leagellparam)

Iparam
= Preagedlparam - /0 P ing (ping) dlping

lparam
+PLping(lparam) : / PLeager(leagel)dleager
0

We choose not to show the expansion of the resuliqy, ... (Iparam) as it is very complex and
span several pageslt is composed of numerous functions each restricted tmicevalues of
Iparam Instead we plot the probability distributioRz,..(Iparam) for two different settings of
Rmax. Rmin, Sp andK in figure 5.16. These particular settings are choseif as 0.1 seconds
andS, = 0.5 seconds are the values used in the implementatidgtagimetric Cell Switching
which we present in chapter 6.

Examples of theoretical probability distributions
16 T T T T

1.2 b

0.8 .

06| .

L [s]

Figure 5.16: Probability distribution of the handoff latgnin the proposedParametric Cell
Switchinghandoff initiation algorithm for different settings.

Note in figure 5.16 that the probability distributions abavéandoff latency of 0.6 seconds
(Sp+ K) are equal to the probability distribution for tieger Cell Switchingnandoff initiation
strategy, as the ping timeout will always occur before thévalr of a router advertisement
causing this handoff latency. Below 0.6 seconds the prdibalistribution is influenced by

2The expansion was calculated using Maple V.
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5.7 Summary

the timeout of pings. The probability is zero for latenciedow 0.1 seconds as a ping cannot
timeout before this. Above a value of 0.1 the overall prolighincreases as the probability of
router advertisement arriving before the timeout increase

Determining Lparam

To determine the average handoff latency for the prop&sedmetric Cell Switchindpandoff
initiation algorithm we use the standard form when the phbiliig distribution is known

Eparam = / Iparam PLyaram(lparam dlparam (5.17)
— 00

As the result forfparamis also rather complex we only present results for somenggtinf Rmin

and Rmax In figure 5.17 the theoretical handoff latency for the recmended settings aRmin

and Rmax of the Parametric Cell Switchindpandoff initiation algorithm is compared to results

for Eager Cell SwitchingndLazy Cell Switching

Handoff Configuration L [s] (theory)
strategy | Rmin  Rmax 1 Qmin  Qmax | Avg  Min  Max
Eager | 0.5 15 NA NA NA|054 O 15
Lazy 0.5 15 4 0 1 139 25 50
Param | 0.5 15 NA NA NA|061 01 15

Figure 5.17: Theoretical values f@karamfor recommended configuration.

In figure 5.18 the theoretical handoff latency for our pragmbsettings ofRmin and Rmax Of the
Parametric Cell Switchings compared tdcager Cell SwitchingindLazy Cell Switching

Handoff New configuration L [s] (theory)
strategy | Rmin Rmax 1 Qmin  Qmax | Avg  Min  Max
Eager | 0.9 1.1 N/A NA NA|050 O 11
Lazy 0.9 11 2 0 1120 09 30
Param | 0.9 1.1 NA NA NA|057 01 11

Figure 5.18: Theoretical values f@iaramfor our proposed configuration.

Note that both with the recommended configuration and withpsaposed configuration the
theoretical responsivenessdrametric Cell Switchings almost identical with the theoretical
responsiveness dager Cell Switching This indicates, that should it be necessary RPaea-
metric Cell Switchindhandoff initiation algorithm is able to react almost as fasEager Cell
Switching

5.7 Summary

In this chapter we have presented the concefavametric Cell switchingproposed #ara-
metric Cell Switchinghandoff initiation algorithm and determined its expecteafgrmance
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in a restricted scenario. Theoretically, tRarametric Cell Switchindnandoff initiation algo-
rithm is able to initiate a handoff almost as fast asHager Cell Switchindhandoff initiation
algorithm.

This result indicates that thearametric Cell Switchindhandoff initiation algorithm has the
responsiveness of tieager Cell Switchindhandoff initiation algorithm should it be required.
It is expected, that thBarametric Cell Switchindyandoff initiation algorithm will not initiate
as many unnecessary handoffs asEager Cell Switchindnandoff initiation algorithm, when
applied in a wireless scenario. As an additional featureait be configured to account for
other criteria such as network availability duration anit@iof using a network.

It should be noted that it is not possible to achieve a fastedabff initiation than with th&ager
Cell Switchinghandoff initiation algorithm, as this algorithm is only lited by how fast new
networks can be discovered.

However, to decide whether tHearametric Cell Switchindgiandoff initiation strategy is also

an improvement in practice, empirical evidence from a sgevehere the signal-to-noise ratio
influences the handoff decision must be collected. We tbhexefonsider such an experiment in
chapter 6.
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Chapter 6

Empirical study of Parametric Cell
Switching handoff initiation strategy

In this chapter we present the results of an empirical stddiie@dhandoff performance for the
Parametric Cell Switchindpandoff initiation algorithm devised in chapter 5.

First we present the design of a prototype implementatiorchvive have merged into the
KAME Mobile IPv6 software. Then we describe a set of experitagerformed in the Mobile
IPv6 testbed using this implementation. Finally we preskatresults of an informal building
wide experiment, whose purpose it is to compare the handwfbpnance of thézager Cell
Switching Lazy Cell Switchingaind Parametric Cell Switchindgpandoff initiation algorithms in
a more realistic scenario than the Mobile IPv6 testbed.

6.1 Motivation

In chapter 5 we proposed tiarametric Cell Switchingpandoff initiation algorithm and devel-
oped a theoretical model describing its expected handofbpeance for a restricted class of
scenarios.

We find it important to provide an actual implementation of farametric Cell Switching
handoff initiation strategy for several reasons:

e Through experiments with an implementation the confornedmetween our mathemati-
cal model and an actual implementation can be investigated.

e To demonstrate the feasibility of using link layer infornoatin a proactive handoff initi-
ation algorithm. By providing an implementation we get thgortunity to demonstrate
the performance of thBarametric Cell Switchingpandoff initiation strategy in a realistic
scenario.

e The Parametric Cell Switchindhandoff initiation strategy can be configured through a
number of constants. In chapter 5 we proposed a configuratitoh appears to be
reasonable. An implementation can confirm whether the megpaonfiguration is also
reasonable in real scenarios.
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e Animplementation is needed in order to empirically comd@aeametric Cell Switching
with implementations oEager Cell SwitchingindLazy Cell Switching

6.2 Design and implementation of prototype

In order to study the performance of the propoBadametric Cell Switchingpandoff initiation
algorithm we have devised a prototype implementation ntemge the KAME Mobile IPv6
software. The prototype is designed to be implemented basélge following heuristics:

¢ The prototype should mainly be implemented in user-tand

e The prototype should reuse as much as possible of the existiplementation of Mobile
IPv6 in the KAME distribution.

KAME Mobile IPv6 is implemented as a part of the kernel foréB&D 4.1. Our strategy
in implementingParametric Cell Switchings to instrument KAME Mobile IPv6 to make re-
ceived router advertisements available to user-land geEeand allow user-land processes to
set the primary network for Mobile IPv6. This allows for a utsnd implementation oPara-
metric Cell Switching Thereby alterations of the kernel is kept at a minimum tésylin less
debugging of kernel processes.

Testing and debugging kernel-lendode is very time consuming compared to testing and de-
bugging user-land code, as errors are harder to detect anthfixser-land a dangling pointer
often causes a segmentation fault, which halts the prog#ssrkernel-land processes has un-
limited access, dangling pointers in kernel-land seldonsea segmentation errors, but more
often causes the whole system to crash and automaticalbotelBesides there exists better
debugging tools for user-land programs.

The disadvantage of an user-land implementatiofParfametric Cell Switchings degraded
performance. User-land programs are subject to a schedharh determines when tHeara-
metric Cell Switchingorocess runs. The performance of the prototype is limitedsystem
load caused by other activities at a host and by how fast thedsder can reschedule. In
FreeBSD 4.1 the default behavior of the scheduler is to exhdie once every 10 ms. For use
in our Mobile IPv6 testbed this is adequate for two reasons:

e We control which programs runs on the mobile node.

e The precision of the measurements in the Mobile IPv6 tesg&d 00 ms due to the way
experiments are conducted.

The implementation oParametric Cell Switchingerforms the following tasks:

¢ Intercepts all received router advertisements.

e Keeps track of which networks are available and which are not

lUser-land is a BSD expression for the term user space.
2Kernel-land is a BSD expression for the term kernel space.

92



6.2 Design and implementation of prototype

e Determines the round trip time to the default routers atlaloée networks.

e Determines the signal-to-noise ratio for links to avaiéabétworks.

e Finds the best network and makes sure it is chosen as thergrmeawork by KAME
Mobile IPv6.

Figure 6.1 shows how the components of the prototypBasdmetric Cell Switchingnteract
and distribute information.

< NewRIirAdv
NetManagemen4 _ checkNetsQ) _ _ _ _ _ _ | PCS main
. | | Net Net|h |« - showNets() _ _ _ _ _ _ |
available— hestnet
( | T— .
[ unavailable i
. e . X
signal-to—noise ratj . (:) round trip time
gv select primary network
"write” new rtradv
LinkLayerlnfo PingManagement "read"
echo echo repl
reques ply
usertland L
kernel-land \i \i

pcs_new_rtradv(rtradv)

WLAN driver : Kernel PCS kernel module
: "character device"

A

mip6_select_defrouter(nd6_prefix, nd6_defrouter)

Figure 6.1: Interaction and flow between components in th@émentation oParametric Cell
Switching(PCS).

Each component in the prototype is described in furtherildetéhe following:

PCS kernel module is a module in the implementation arametric Cell SwitchingdPCS),
which resides in kernel-land. It is necessary to have sonteopthe prototype in kernel-
land as there is no user-land interface available for iefetion of router advertisement
and for setting the primary network for Mobile IPv6 at the rielmode.

In FreeBSD a kernel module can be loaded and unloaded dyabynighis allows for
fast modifications/bug-fixes, which can be tested immeljiatére alternative is to make
it part of the kernel. This means that modifications require-aompilation and a re-
installation of the kernel and a reboot to run/test the medlifon. The PCS kernel module
supplies a simple interface for user-land processes thredtch they can:

e Receive a copy of new router advertisements.

¢ Instruct KAME Mobile IPv6 software to choose a certain natwas the primary
network.
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The PCS kernel module implements the interface of a chardetgce. This means that
user-land processes cegad a copy of the newest received router advertisememite
the prefix of the network selected to be the primary networld poll for the arrival
of new router advertisements. The KAME kernel is instrurednby adding a hook in
the implementation of IPv6 neighbor discovery. The hook imethod call which is
performed only when the PCS kernel module is loaded. WherlP@8 kernel module
is unloaded the hook is disabled. The hook is inserted wheighhor discovery has
detected a router advertisement and has updated its ligiefikes and default routers.
This means that the PCS kernel module is invoked every tinoeier advertisement is
received. When a router advertisement is received by theke@f@l module, the content
of the router advertisement is copied and user-land preseaee notified, that a new
router advertisement has arrived.

LinkLayerInfo supplies a simple interface to information from the Wirsle€&\N driver. Lin-

kLayerInfo is a simple wrapper around the non-intuitive A®the Wireless LAN driver.

PingManagement has two tasks:

e Send ICMPvV6 echo requests (ping) to a router’s link-localrass.
e Listen for ICMPV6 echo replies and determine the round tripet

During initiation PingManagement spawns a thread, whicisdaothing but listens for
ICMPV6 echo replies. When an echo request is sent the cusystém time is stored
in the data part of the echo request. When the echo requestsaat its destination, an
echo reply containing a copy of the data part of the incomictiperequest is generated.
Therefore the time of sending the request can be found indhe eeply and the round
trip time can be determined.

If an echo reply to an echo request of a network is not receivigiin 100 ms, the echo
request or reply is considered lost and the value of 100 mstiasthe network’s round
trip time. The value of 100 ms is an ad hoc value.

NetManagement keeps track of which networks are available and which are Gonceptu-
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ally it has two lists: one for currently available networksdeone for networks declared
unavailable. The unavailable list is maintained to preplagemplementation dParamet-
ric Cell Switchingto the use of the handoff criteria for duration of network itafaility.

A network is declared unavailable if the lifetime of the pxefimes out, because the
lifetime has not been renewed by a new router advertisenoetidt prefix. NetManage-
ment periodically checks if any of the networks in the lisagéilable networks has timed
out and moves them to the list of unavailable networks. Iteisassary to keep track of
the unavailable networks, if we need to store informatioawleach network’s average
availability period.

When NetManagement receives a router advertisement, Netiyanent performs the
actions illustrated in figure 6.2. Note that a score for a network is determined im-
mediately upon the reception of the first router advertisenfimm that network. This
enables a fast handoff if necessary.

The score for available networks is determined on a reguarshinitiated by the PCS
main. This involves initiating the sending of an echo regueshe default router at a
network and fetching the current signal-to-noise ratio.



6.2 Design and implementation of prototype
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Figure 6.2: Flowchart for acting on reception of a new roaidvertisement in NetManagement.

PCS main is the controlling component. It has two threads. One thredmch performs the
following tasks:

1. Wait for the arrival of a new router advertisement.
2. Fetch the router advertisement from the PCS kernel module

3. Make NetManagement update the lists of networks withrif@mation contained
in the new router advertisement according to figure 6.2.

4. Goto 1.
Another thread, which performs the following list of acttoon

1. Make NetManagement check for timed out networks and uéter the score for

all available networks, which involves the measurementigfal-to-noise ratio and
the round trip time for each network.

2. Make NetManagement show the information about the knoetwarks on the
screen.

3. Retrieve the score of the network which has the highegesitom NetManage-
ment.
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4. If the network with the highest score has a score of at [Bgsbints better than
the primary network, instruct the PCS kernel module to makkd new primary
network. The threshold of 2 points was determined in sedidn

5. Check for and process user input. The user can manuallyseha network as the
primary network.

6. Sleep for 0.5 seconds.
7. Goto 1.

The prototype oParametric Cell Switchingpas the property, thétdeclares a network unavail-
able within 0.6 seconds from the time the network got out nfieaEach network is send an
echo request once every 0.5 seconds and the timeout periath fecho reply is 0.1 seconds.
This makes the prototype able to perform a handoff to anadlkailable network within 0.6
seconds. If no other networks are available it must waitl antbuter advertisement is received
from a new network.

The prototype implementation is fully operational as dibsa, is stable and has no known
bugs.

6.3 Experiments conducted with Parametric Cell Switching

The experiments conducted using the prototype implementaf Parametric Cell Switching
falls within two categories.

First, we have conducted two experiments in the Mobile IRegibied. The objective of these
experiments is to reveal if the theoretical model proposechiapter 5 is in conformance with
the prototype implementation. These experiments are itbestin section 6.3.1.

Secondly, we have deployed three Wireless LAN base statiash at a different network,
within the Department of Computer Science at Aalborg Ursitgr These base stations are used
in an informal building wide experiment with the objectivedemonstrating the feasibility of
using link layer information in a proactive handoff iniiiat algorithm. In this experiment we
also compare the performance of the three different haridiiftion strategies in a realistic
scenario. These experiments are described in section 6.3.2

6.3.1 Experiments in Mobile IPv6 testbed

The following experiments are performed in the Mobile IPe6tbed as presented in chapter 4
with the implementation of thBarametric Cell Switchindpandoff initiation algorithm:

Default settings using wired connections:In this experiment the router advertisement inter-
val and the network prefix lifetime is set as recommendedadhrdonet al., 2000]. This
means an interval between subsequent router advertisaarstdmly chosen between
0.5 and 1.5 seconds and a network prefix lifetime of 4 seconds.

New proposed default settings using wired connectionstn chapter 3 we proposed a new
configuration of access routers, which improves the hangefformance oEager Cell
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switchingandLazy Cell Switchingvithout increasing network load. The objective of this
experiment is to reveal if these settings produce the eggeeduction of the handoff la-
tency.

Note that these experiments are performed using Ethertiekanedia, why the signal-to-noise
ratio does not influence the handoff decision.

In figure 6.3 the frequency of values for handoff latency mead in an experiment using
the Parametric Cell Switchindgpandoff initiation algorithm with default router configi@n is
shown.

Frequency distribution of handoff latency in no overlap scenario using Ethernet links
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Figure 6.3: Frequency distribution for handoff latencynggParametric Cell SwitchingEther-
net links and default router configuration in the no overleprario.

From figure 6.3 we see that the theoretically predictedifigion of handoff latencies appar-
ently conforms with the realities measured in the testbeatethat at least 50% of the handoff
latencies occurs in the interval between 0.4 seconds toezd@nsls. It is a general property
of Parametric Cell Switchingthat a large portion of the handoff latencies will assumlees
aroundK + S, seconds, no matter the setting®fi, and Rmax-

In figure 6.4 the frequency of values for handoff latency miead in an experiment using the
Parametric Cell Switchindnandoff initiation algorithm with our proposed router cagufiation
is shown.

In figure 6.4 we see that also for our proposed router conftguradhe theoretical model con-
forms well with the frequency distribution measured in tbstbed.

Figure 6.5 contains a summary of the resultsParametric Cell Switchinglepicted in figure
6.3 and figure 6.4. We have included both the theoretical amgirecal results forEager Cell
SwitchingandLazy Cell Switchings derived in chapter 3 and chapter 4.
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Frequency distribution of handoff latency in no overlap scenario using Ethernet links
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Figure 6.4: Frequency distribution for handoff latencynggParametric Cell SwitchingEther-
net links and proposed router configuration in the no ovestagnario.

Handoff | Router settings L [s] (Theory) Latency [s] (Ethernet)
strategy | Rmin Rmax 1) | Avg Min Max | Avg Min Max
Eager | 05 1.5 054 0 15| 054 0.10 1.52
Lazy 05 15 395 25 50|397 254 4.97
Param | 05 15 0.61 0.10 1.5|0.62 0.10 1.42
Eager | 09 1.1 0.5 0 1.1 | 053 0.10 1.12
Lazy 09 11 20 09 30|19 0.91 2.94
Param | 09 1.1 0.57 010 1.1|0.57 o0.10 1.02

NDNDNPADMDS

Figure 6.5: Summary of expected and actual results uBsrgmetric Cell SwitchingEager
Cell SwitchingandLazy Cell Switching
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Figure 6.5 shows that the measured values for average, mnniand maximum handoff laten-
cies forParametric Cell Switchingre almost identical to the theoretical values. Figure &6 a
shows thatParametric Cell Switchindnas a performance, when not utilizing link layer infor-
mation almost identical t&ager Cell Switchings the theoretical models also predicted. We
also note, that the maximum possible handoff latendyasmetric Cell Switchings identical

to the maximal possible handoff latency Bager Cell Switching As Eager Cell Switching
represents the theoretical limit for how fast an algorithem cespond to the reception of router
advertisements from a new network (by performing a handdiiy indicates thaParametric
Cell Switchingwill be fast in real scenarios. The novelty Bdrametric Cell Switchings that it

is expected to perform informed handoff decisions when layler information is utilized.

When link layer information is utilized we expeBarametric Cell Switchingo outperform
both Eager Cell SwitchingndLazy Cell Switching

6.3.2 Building wide experiment

The objective of this experiment is to reveal the handoffgrenance of th&ager Cell Switch-
ing, Lazy Cell Switchingand Parametric Cell Switchindnandoff initiation strategies in a more
realistic scenario. Here we expect tRarametric Cell Switchindhandoff initiation algorithm
to exhibit the better performance due to its use of link lagésrmation.

Description of experiment

For this experiment we have configured a topology of netwaskpresented in figure 6.6

vismut

‘} fec0:0:0:9::/64

S\
Correspondent node

. Mobile node
Home agent .
iridium ," fec0:0:0:11::/64 g fec0:0:0:1:0:0:0:3¢
latll

 ec0:0:0:6:/64
Figure 6.6: Scenario of networks used in the building wideeginent.

The three access routengkkel blue andvismutare all installed with Wireless LAN network
devices and are configured with our proposed default roatafiguration: Ryin = 0.9 seconds,

Rmax = 1.5 seconds and] = 2 seconds. These three access routers have been deployed
at the Department of Computer Science at the locations @ebin figure 6.7. Note that the

99



Chapter 6. Empirical study of Parametric Cell Switching tafi initiation strategy

positions of the access routersist the result of trying different locations for the access evsit
attempting to obtain more feasible results of the experimenhe access routers were deployed
and the experiments were conducted once.
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Figure 6.7: Deployment of access routers within the Depamntrof Computer Science.
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To determine which access routers are reachable from élifféocations we have measured the
signal-to-noise ratio for each of the three networks on@esecond as we walked along the
path illustrated in figure 6.7. In figure 6.8 we have plotteel signal-to-noise ratios measured
along the path.

The numbers along the x-axis in the plot in figure 6.8 corraggdo the numbered locations in
figure 6.7. Structures in the buildings cause the radio $sgngropagate diversely. This causes
each wireless network to supply high signal quality onlyrieees close to the access router. For
examplenikkel has a high signal-to-noise ratio in the area from locationcg#bcation #3. At
other locations no network supply significantly better siguality than the other networks. At
these locations two or three networks are available but witlierate signal quality, as in the

100



6.3 Experiments conducted with Parametric Cell Switching

Building wide experiment

nikkel ——
blue --->---

60 vismut ----x----

*

Signal-to-noise ratio [dB]

Location number

Figure 6.8: Measured signal-to-noise ratios from the tlaesess routers when the mobile node
is moved along the path depicted in figure 6.7.

area from location #3 to location #4 or in the area from lamat#6 to location #7. Finally, if
a network is not dominant at a location it is often sporadigilable, meaning that it becomes
available for a short period of time and then disappears. exampleblue and vismutare
reachable but offers unstable connections in the area fooatibn #1 to location #2.

The building wide experiment is performed by carrying atmatlwalking velocity the mobile
nodelatll along the path illustrated in figure 6.7. Along the path thebiteonode travels
both through areas where it is obvious which access routemibbile node should utilize and
through areas where it is not at all obvious which acces®rdbe mobile node should utilize.

During the experiment a program aidium, which acts as home agent and correspondent
node, sends UDP packets with intervals between 95 ms and 403 mprogram at the mobile
nodelatll receives the packets and generates a log file like in the ixpets performed in
the Mobile IPv6 testbed described in chapter 4. As the maidlge travels along the path
the received packets are logged along with the number ofditmdit takes approximately 2
minutes to walk the path froiStartto Endand approximately 1200 UDP packets are sent from
the correspondent node in this period of time. We performetigeriment for all three handoff
initiation strategies.

Results for building wide experiment

Figure 6.9 shows a summary of the results obtained in thanmél experiment. The column
Number of attempted handoffs the number of times a handoff initiation algorithm triex t
initiate a handoff. Whether the home agent received theifigndpdate or not is not considered.
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The columnsAverage latencyand Maximum latencyare latencies of all kinds experienced by
the mobile node. That is, latencies caused by both handofiagtable networks and latencies
caused by the mobile node maintaining attachment to neswshich has become unstable.

Handoff Number of Number of | Average | Maximum

strategy | attempted handoffs | lost packets| latency [s] | latency [s]
Eager 24 48 0.14 0.41
Lazy 3 10 0.10 0.10
Param 2 0 0.00 0.00

Figure 6.9: Summary of results for building wide experiment

From figure 6.9 we surprisingly observe thigager Cell Switchinggshows the poorest perfor-
mance Eager Cell Switchingnitiates many handoffs as each network disappears angeaap
several times along the path. Often it tries to perform h#isdo networks which are only spo-
radicly available. This results in a very poor performansecan be seen from the following
scenario:

1. The mobile node has selected a stable network as primamprie

2. Arouter advertisement is received from a new network. Ebger Cell Switchinglgo-
rithm initiates a handoff to the new network.

3. The new primary network becomes unreachable, but thinliéeof this network has not
yet expired.

4. A router advertisement is received from the stable nétwbut this is not taken as an
indication of a new network as an entry for this network alye@xists in the network
prefix list.

5. The entry for the new primary network in the network preist éventually expires as no
new router advertisements from that network are received.

6. A handoff to the stable network is initiated as this is thyseachable network.

In this scenario packets are lost in the period from 3) unjtil B the building wide experi-
ment networks often become sporadicly available, why ttevaldescribed scenario is likely
to occur. We expect that networks will become sporadiclyilalibe in many types of scenarios
and when using many different link layer technologies. Efme we believe thatager Cell
Switchingseldom will constitute a good choice of a handoff initiatedgorithm.

Lazy Cell Switchingperforms much better. ComparedEager Cell Switchingt has reduced
the number of handoffs significantly and lost only 10 packetem the log file it was observed
that these packets were single packets dropped when apprgabe maximum range of the
primary network.

Parametric Cell Switchinghows excellent performance. It keeps the number of has@bfa
minimum of two handoffs in this scenario. The number of hdfsdis optimal becaus®ara-
metric Cell Switchingnly initiates a handoff when a network is present which hgsifscantly
better signal-to-noise ratio than the primary network aas & stable low round trip time to the
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access router. In this scenario the signal-to-noise rafabes in a way that givdzarametric
Cell Switchingopportunity to handoff to a new network before the connectimthe primary
network becomes unstable.

Whether the locations of the access routers faRRaimmetric Cell Switchings difficult to say.
Other scenarios might result in different performance fbtheee handoff initiation algorithms.
To determine, whether the observed relative performandaeothree handoff initiation algo-
rithms is what can be generally expected, we need to condpetrienents in other scenarios.
However, we are confident, that due to its use of link layesimiationParametric Cell Switch-
ing will always perform better than bothager Cell SwitchingindLazy Cell Switching

The cost of using our implementation of tRarametric Cell Switchinglgorithm, is that it
causes a little extra network load. Every 0.5 seconds theritlign sends an echo request to
the default router at all available networks. The defaulitecs are expected to reply the echo.
These echo requests are sent for three reasons:

e We cannot measure the signal-to-noise ratio of a link to waodt if there is no traffic
at the network. By periodically performing pings we ensunattthere is traffic at all the
available networks.

e By performing periodic pings to each available network we datermine faster that a
network has become unreachable than by monitoring théntiebf network prefixes.

e We want an indication of the capacity of a network. The rourgtime determined by
performing a ping can give us this indication.

As the last reason is of least importance we suggest thenfiolipapproach to reduce the num-
ber of pings. The mobile node can monitor how often it receipackets from each available
network. If it has not received a packet for 0.5 seconds itisenping to the default router at
the network to cause traffic and to investigate whether theor& is still available.

6.4 Summary

In this chapter we have presented the design and implenmntafta working prototype of the
Parametric Cell Switchingoncept. The prototype is stable and there are no known bugs.

We have subjected the prototype to two experiments in theilldBv6 testbed to determine
whether the model developed in chapter 5 conformed with eéaéties of the implementation
and to compare the performanceRdrametric Cell Switchingvith the performance dEager
Cell SwitchingandLazy Cell SwitchingWe have found that the theoretical model conforms to
the results obtained in the testbed. This result also cosfinatParametric Cell Switchingn a
scenario where link layer information is unavailable, imasét as fast agager Cell Switching

Finally we introduced all three handoff initiation straieeg)to a more realistic scenario using
wireless interfaces at access routers deployed at the Degreirof Computer Science, Aalborg
University. In this scenario we have showed that by the udsbkflayer information the im-
plementation oParametric Cell Switchings able to perform seamless handoffs and cause no
lost packets. In the same scenario bitiger Cell SwitchingandLazy Cell Switchindooses
packets and attempts to perform more handoffs.
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Chapter 7

Conclusions and future work

This thesis concerns handoff initiation strategies in thebNé IPv6 protocol. The objective
of our work has been to suggest a handoff initiation straggbling a roaming mobile node
to perform seamless handoffs. We have focusegroactive handoff initiatioras a method
of reducing the handoff latency by initiating a handoff befthe primary network becomes
unreachable. It has also been an objective that the progws®tbff initiation strategy should
require no assistance from special network entities. Toagmh these objectives we applied
the following strategy:

Theoretical assessment of existing handoff initiation algrithms: We decided to perform a
theoretical study of the performance of the two most commastiag handoff initiation
strategiesEager Cell SwitchingndLazy Cell SwitchingThis choice was made as these
two handoff initiation strategies have never been thorbugivestigated and the influ-
ence of various protocol settings on handoff performanceewet well understood. Our
goal was to clarify the relation between handoff perforneaand protocol configuration.

Empirical assessment of existing handoff initiation algoithms: In parallel with theoretical
reasoning we decided to obtain empirical evidence reggrtlia performance dtager
Cell Switchingand Lazy Cell Switching This was undertaken as a method of verify-
ing theoretically obtained results and to suggest whicHigaration parameters were
essential to the theoretical study and which were not. Oal g@s to investigate the
conformance between theory and practice.

Specification of new proactive handoff initiation algorithm: Based on obtained results from
the theoretical and the empirical study we decided to speaifew proactive handoff ini-
tiation algorithm denotedParametric Cell Switching This choice was made, as both
Eager Cell SwitchingindLazy Cell Switchingvere found to have serious generic perfor-
mance lacks. Our goal was to show the feasibility of a preadtiendoff approach able
to consider link layer information.

In chapter 3 we developed mathematical models for botletger Cell Switchindnandoff ini-
tiation strategy and thieazy Cell Switchindnandoff initiation strategy. Using these models, we
are able to predict the handoff latency as a function of tbefency of broadcasting unsolicited
router advertisements from access routers and of thentieedf broadcasted network prefixes.
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We see several applications for these mathematical mauglsding assisting in the choice of
a handoff initiation strategy and to predict in what rangedwdf latencies can be expected. An
important application of the mathematical models lies itimjzing protocol parameters. This
leads us to propose a new and optimized configuration of MdB¥6 access routers resulting
in a significant reduction of handoff latency without incseey network load. A novelty of
the mathematical model proposed t&ager Cell Switchings that it reflects how fast a new
network is discovered upon entering a link. The outcome i3f todel is thus applicable for
all handoff initiation strategies discovering new netwsly the reception of unsolicited router
advertisements.

To investigate the relationship between theoreticallydjmted handoff latency and handoff la-
tency experienced in an actual network we decided to setaptbed running Mobile IPv6. In
chapter 4 we designed a Mobile IPv6 testbed, suggested d sgperiments and presented
the results of an extensive empirical study of handoff leyefior both theEager Cell Switch-
ing and theLazy Cell Switchingalgorithms. We found, that the handoff latencies obtaimed i
the testbed essentially conformed to those predicted ukanghathematical models for a wide
range of different configurations of access routers. Theigrapexperiments also confirmed,
that our optimized Mobile IPv6 protocol configuration didfatt yield the expected reduction
of handoff latency. Based on this empirical evidence we kmcthat our mathematical mod-
els essentially conforms to the implementations ofilager Cell Switchindnandoff initiation
algorithm and thd_azy Cell Switchinghandoff initiation algorithm provided by the KAME
Mobile IPv6 software.

Even when using our optimized configuration, bBémger Cell SwitchingindLazy Cell Switch-
ing were found to have serious performance lacks. Tary Cell Switchindiandoff initiation
strategy yields an unacceptable handoff latency in theeaigeveral seconds. Tieager
Cell Switchingstrategy was able to avoid packet loss by initiating a haruefbre the current
primary network becomes unreachable. Initially this siggtseems like a better choice, but
it initiates far too many handoffs resulting in increasedwaek load and in the selection of
unstable networks as primary network. We conclude, thaheebf the two handoff initiation
strategies are capable of providing a satisfying handafiopmance.

In chapter 5 we pursued the idea that a handoff initiatioatetyy should be proactive, so that
it is able to initiate a handoff before the current primantwark becomes unavailable. We
investigated how link layer information can assist in a lahuhitiation strategy and proposed
a strategy also accounting for special metrics such as prideindications of available band-
width. We showed, that theoretically this advanced hanihitifation algorithm is able to ini-
tiate a handoff almost as fast as tBager Cell Switchingalgorithm in scenarios where link
layer information is unavailable, but without the disadkeaye of initiating as many unneces-
sary handoffs.

Chapter 6 contains the implementation effort needed tamistte the advanced handoff initi-
ation strategy. We implementdhrametric Cell Switchingnto the KAME Mobile IPv6 soft-
ware as a working prototype. We performed experiments whigwed, that the theoretically
predicted handoff latency for this strategy conforms tolibedoff latency experienced in the
testbed. In an informal building wide experiment using ¢hbmse stations at three different
IPv6 networks and Wireless LAN as the link media, we demaitestr the feasibility of using
link layer information in an advanced handoff initiatiorgatithm. In this realistic experiment
Parametric Cell Switchingvas able to reduce packet loss as well as the number of handoff
to a minimum, while bothLazy Cell Switchingind especiallfeager Cell Switchingperformed
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poorly. We conclude, that using link layer information t@iasin a handoff decision is feasible,
and that by using link layer information it is indeed possitd combine the responsiveness of
Eager Cell Switchingvith the ability of Lazy Cell Switchingo reduce the number of handoffs.

To summarize, we have made two main contributions to the diefcindoff initiation strategies
in Mobile IPv6:

e We have established the relationship between the configaraf essential protocol pa-
rameters and handoff latency using either ttezy Cell Switchingor the Eager Cell
Switchinghandoff initiation strategies. Based on this relationship propose a new
default Mobile IPv6 protocol configuration which for bothridbff initiation strategies,
compared to the current default configuration, results gmi§icantly lower handoff la-
tency while maintaining an equal network load.

e We have showed the feasibility of using a more advanmegctive handoff initiation
strategy. By means of a prototype implementation, we deireesa mobile node roam-
ing between several networks without losing either packetsonnections.

Our work suggests that taking a proactive approach to hamitation, in zones where two
or more networks are reachable, can result in seamless fignddurther novelty of proactive
handoff initiation is, that a proactive handoff initiatistrategy is still able to take full advantage
of a reduction of the handoff execution time, should redearchis area prove successful.

When deploying Mobile IP in the Internet it is essential,ttAAA actions are performed to
ensure that only authorized mobile nodes connect to a nkteued to address billing issues.
AAA is likely to add a substantial overhead to the time it take perform a handoff, an over-
head which must be compensated for by the handoff initisgigorithm. Only a handoff initi-
ation algorithm that acts proactively will be able to comgeie for this overhead and perform
seamless handoffs.

We believe that by means of proactive handoff initiationsiindeed possible to achieve low
latency and even seamless handoffs when Mobile IPv6 is gegl the Internet. Should
this prove correct, we are looking at the next Internet natfoh, as omnipresent access to the
Internet will result in a whole range of new services. Fomagée, possibilities are that research
in the field of quality of service protocols will eventualljlav e.g. Voice over IP to achieve
adequate quality. When combined with Mobile IP this becomespplication with a huge
potential.

We therefore strongly recommend that proactive handoffaition receives further attention
and that future work should be dedicated to this particudfi
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Future work

There are numerous aspects of our work which requires fuetiention. Below we have listed
some of the most urgent tasks which need to be completed:

Redo local area experiments:To further verify the conformance between the mathematical
models and the KAME Mobile IPv6 implementation, a larger anmtef samples must be
collected in experiments. Currently, experiments coneldich the Mobile IPv6 testbed
only include between 300 and 400 handoffs for each configuratThis is due to a
memory leakage in the KAME software which causes a corregamode to crash after
a certain number of sent packets. We suggest that at lea@tsz0®fples are collected in
each experiment.

New building wide experiments: Our building wide experiment should be performed with the
access routers placed at different locations in order théurinvestigate the performance
of Parametric Cell Switching

To gather further information about the behavior of proactiandoff initiation in Mobile
IP more experiments in realistic scenarios must be perfdrr@eirrently we have mostly
been concerned with the behavior of handoff initiation &athans within a local area
testbed. The effects of deploying Mobile IP in a larger emvinent, with possibly many
mobile nodes simultaneously attached through the samesscoater or access point
must be studied.

Handoff criteria: We have not engaged in a study of how the handoff criteriaecdiyr used
in Parametric Cell Switchinghould be weighted. The currently suggested weights are
a mere ad hoc setting. Experiments with different weightiregs therefore need to be
conducted in order to optimize performance.

More handoff criteria which can contribute to the decisidmandoff initiation must also
be studied. This should include criteria at all layers ingh&tocol stack.

Besides from these short term tasks, we list some imporsanes which must be addressed in
order to ensure future development of the Mobile IPv6 proltoc

Deployment: The Mobile IPv6 protocol has never been deployed in an asttadf networks.
A large scale deployment of Mobile IPv6 would allow for thdlection of important
empirical evidence as to whether the generic Mobile IPv&i§ipation is scalable or
whether it needs adjustments.

Authentication, Authaorization and Accounting: It is not reasonable to expect that Mobile
IPv6 should have any success before AAA issues are solvader@@ly many AAA issues
is not yet agreed upon, including the specifics of how a moimide should authenticate
itself at a foreign network.

Other interesting issues regarding Mobile IPv6 which cdadchddressed are the following:

Network assisted handoff initiation: In this thesis we have put forward the view, that a hand-
off initiation algorithm should notequirethat special entities within networks are present
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to assist in a handoff decision. It could be interesting t@gtigate to what extend such
a service could improve proactive handoff initiation if dable.

Quality of service protocols: In the deployment of time sensitive applications qualitysef-
vice protocols are essential. It is important that Mobileel quality of service protocols
can interact without any disparities. If this can be achiesevide range of applications
becomes attractive in the market of mobile computing. Tlaggications include Voice
over IP and mobile video conferencing.

Simulations: In our work we have experienced, that even conceptually Ieith@ndoff initia-
tion algorithms requires rather complex theoretical reaspto determine performance.
It would be interesting to investigate the possibilitieswhulating different handoff ini-
tiation algorithms in large scale scenarios. For instanbohile IPv6 extension for the
network simulator ns-2 has become available just prior éothiblication of this master
thesis.
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Appendix A

Mobile IPv6

This appendix describes the main parts of Mobile IPv6 basedthe specification in
[Johnsoret al,, 2000]. The following topics are presented:

¢ Notation of IPv6 addresses.

e Features of IPv6 that Mobile IPv6 utilizes.
e Message types in Mobile IPv6.

e Data structures in Mobile IPv6.

e Operation of Mobile IPv6, which includes home agent registn, triangle routing, route
optimization, binding management and dynamic home ageiread discovery.

e Handoffs in Mobile IPV6.

e Requirements to correspondent nodes, mobile nodes and dgenés in Mobile IPv6.

But first an important definition. Ainding in Mobile IPv6 is the term for a relation between
two IP addresses. The binding

(address, address)

expresses, that addresshould be used instead of addres®\ typical binding is a binding
between a mobile node’s care-of address and its home addpéien a lifetime is associated
with a binding.

A.1 IPv6 addresses

An IPv6 address is composed of 128 bits. These 128 bits ateewds eight 16-bit integers
separated by colons. Each integer is represented by foadeexmal digits, as in

fedc:ba98:7654:3210:fedc:ba98:7654:3210
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Appendix A. Mobile IPv6

Even though hexadecimal notation is relatively compads, still tedious to enter the numbers.
Abbreviations are allowed, as all 128 bit might not be useghster a number as

1080:0000:0000:0000:0008:0800:200c:417a

It is allowed to skip leading zeros of each hexadecimal campg that is 0000 becomes O,
0008 becomes 8 and 0800 becomes 800. This leaves us with

1080:0:0:0:8:800:200c:417a

A further possibility for abbreviation is the double-colowtation. A set of consecutive null
16-bit numbers can be replaced by two colons. The previoasple becomes

1080::8:800:200c:417a

A double colon can only be used once in an address. Expandiraplareviation is simple.
Align whatever is at the left of the double colon to the leftloé address. Then align whatever
is at the right of the double colon to the right of the addresd &ll up with zeros. Some
examples
fedc:ba98::7654:3210 — fedc:ba98:0:0:0:0:7654:3210
fedc:ba98.:7654.3210:: — fedc:ba98:7654:3210:0:0:0:0
::fedc:ba98:7654:3210 —  0:0:0:0:fedc:ba98:7654:3210
Some IPv6 addresses is obtained by prepending 96 zero [tslev4 address. To reduce the

risk of making errors in the transformation of the dot-deaimotation of IPv4 to the colon-
hexadecimal notation of IPv6, there is a specific formatliese addresses. Instead of writing

0:0:0:0:0:0:a00:1
the last 32 bits may be written in dot-decimal form as in
::10.0.0.1

The notation for prefixes, i.e., the high order bits of adgessused by routing protocols, is
derived from IPv4. The notation is a regular IPv6 addredeviedd by a slash and a number of
bits. For example
fedc:ba98.7600:./40
describes a 40-bit long prefix whose hexadecimal value is
fedcba9876
Some IPv6 addresses have been reserved for special purgosesg these are the link-local

addresses and the site-local addresses. The prefixes irfdPlek- and site-local addresses
are
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A.2 IPv6 features

Link-local fe80::/10
Site-local  fec0::/10

Link-local addresses are addresses, that only can be used to addmsearntbs at the local
network. Local means, that the nodes are directly conndotdte same bus. Packets to or from
link-local addresses are never routed to other networksnk&lbcal address can be composed
of the prefix for link-local addresses and an unique host IBedaon the unique IEEE-802
media address for the network device. IEEE has defined a sgtoflards for Local Area
Networks (LAN) known as IEEE-802. Examples are 802.3, whéchlso known as Ethernet,
802.4, which is Token Ring and 802.11, which is a wireless tiak layer protocol. Amedia
addressis an unique 48 bit number, that is assigned to each IEEE-802el according to the
standards for LANSs.

Site-local addresses are addresses local to the site. This means,sbabfhiconnected local
networks can use site-local addresses. Site-local addressst not be routed outside the site.
Site-local addresses are also used in IPv4.

A.2 |IPv6 features

Mobile IPv6 is based on version 6 of the IP protocol. Therfiois natural, that Mobile IPv6
exploits a set of features present in IPv6. The main feafuoes this set is [Huitema, 1997]:

Router advertisements are messages, that routers transmit on the networks theg 8eimn-
form hosts about their presence and IP address. A routentesbraent among other
things contains the network prefix of the network and the esiliof the router that sent
the advertisement [Huitema, 1997].

Mobile IPv6 assumes that routers on a network transmiteradvertisements periodi-
cally. Mobile IPv6 further assumes that routers that intenderve mobile nodes, trans-
mit router advertisements with smaller intervals (0.5 toseconds [Johnsaet al., 2000])
than normal (7 to 10 minutes [Deering, 1991]). The routerestisements are used by a
mobile node to determine the prefix of a network and therelmigoover new networks.

Neighbor discovery is a mechanism defined in IPv6 that ensures that a host kn@vadkia
addresses of other nodes directly attached to the host. \Wlnest connects to a net-
work it multicasts aneighbor solicitation message to other nodes at the network. The
solicitation contains the media address of the host whigestiurce of the solicitation is
set to the host’s link local address. Each node at the netveplies to the host with a
neighbor advertisementmessage. The advertisement contains the media address of th
node’s interface to the network and the source is the IP addEthe node. If a node is
a router it indicates this in its neighbor advertisementhi® fhost. In this way all other
nodes at the network should have received the media addrdsh@lPv6 address of the
host, while the host has received the media and IPv6 addfess ather nodes at the
network.

Mobile IPv6 exploits this feature to let a home agent intptgeackets for a mobile
node at the mobile node’s home network. The home agent pesfproxy neighbor
discovery to emulate that a mobile node is directly connected to theehaetwork.
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The home agent sends neighbor solicitations and neighb@rigzgements at the mobile
node’s home network on behalf of the mobile node. Howevehtime agent puts its own
media address in the neighbor solicitation and neighboeridements, so that hosts and
routers at the home network that address packets for thelenudde, will send the pack-
ets to the home agent. This means that all packets for thelenwdxe will be sent to the

home agent.

Neighbor discoverys used by mobile nodes to locate routers when they attachies-t

eign networks.

Auto-configuration is a mechanism that allows a host to automatically discowner ragis-

ter parameters needed to connect to the Internet.

configuration:

IPv6 geseviwo types of auto-

Stateless auto-configuration.In stateless auto-configuration a host generates its own IP
address based on the network prefix and the IEEE-802 addrigssetwork inter-
face. No server at the network must be consulted to form ardtiPess. However
it may be necessary to contact servers for other configuratitormation like the
address of the Domain Name Server (DNS).

Stateful auto-configuration uses the IPv6 version of the Dynamic Host Configuration
Protocol (DHCP). DHCP operates in the following way: Thethmoslticasts a mes-
sage to all DHCP servers on the network. DHCP servers repilyté parameters
that the host should use to configure itself. The parametetade the host's IPv6
address on the network, the domain name of the network, ttieessl of the DNS
server at the site, the address of the file server, etc.

In Mobile IPv6 mobile nodes use auto-configuration whenéliey move to a foreign

network.

A.3 Mobile IPv6 messages

Mobile IPv6 requires additional information to be exchashgpetween nodes. By additional is
meant more information than is supplied in the standard lpreocol. In IPv6 extra header
information is supplied in so calledeader extensions The header extensions form a daisy
chain inserted between the IPv6 header and the payloadFlgtae A.1 shows an IPv6 packet
without header extensions and two packets with header sigtesn

IPv6 header TCP header + data

Next header.TCP |

IPv6 header ~ [Routing header TCP header + data

Next header: Routing | Next header.TCP_ |

IPv6 header ) Routing header | Destination option headefTCP header + data
Next header: Routing | Next header: Destination option| Next header: TCP

Figure A.1: Examples of packets without and with headerresitas.

IPv6 offers an header extension nanukbtination option [Huitema, 1997]. A feature of des-
tination options is that they only need processing at théirdeson of the packet. Thus it is
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A.3 Mobile IPv6 messages

only the source and destination of a packet including awltsdin option that must understand
the content of the destination option. Intermediate nogesre destination options.

Four new destination options are defined in Mobile IPv6 [3olmet al., 2000]. They carry the
extra information that Mobile IPv6 nodes exchange. Theidasbn options are:

Binding update. The binding updateoption is used by the mobile node to inform its home
agent or any other correspondent node about its currentofaaddress.

Binding acknowledgment. The binding acknowledgmerudption is used to acknowledge the
reception of &inding updateif an acknowledgment was requested.

Binding request. The binding requesoption can be used by any node to request a mobile
node to send ainding updatewith the mobile node’s current care-of address.

Home address. The home addressption is used in a packet sent by a mobile node to inform
the receiver of this packet about the mobile node’s homeesddrA mobile node cannot
set its home address as the source of a packet, when it ibedtéc a foreign network.
The packet would be dropped by routers, that perform indiiksgng.

A router that performsngress filtering checks the source of packets to see if it could be
reached over the interface, that received the packet. Ipdoget could not origin from a
node behind that interface it is dropped. This ensures,amatde cannot send a packet
with a false source address. The mobile node will set its-ofeeldress as source of the
packet and provide its home address in a home address opiidine care-of address is
a valid address at the foreign network, the packet will notlitmpped in an ingress filter.

All destination options can be piggy-bagdeon a data packet. This reduces the overhead
of exchanging mobility specific information. The formats tbese options are specified in
[Johnsoret al, 2000]. Examples of how they are used in Mobile IPv6 can badadn section
A5.

Besides the four destination options Mobile IPv6 defines mew Internet Control Message
Protocol (ICMP) message types. ICMP messages are used anrépart unexpected events,
to send administrative messages and to test the networkCAPImessage is carried in an IP
packet. Typical types of messages in ICMPV6 [Huitema, 199&]

e Destination unreachable.
e Packet too big.

Time exceeded.

Echo request.

Echo reply.

Router solicitation.

e Router advertisement.

In a few cases it is not allowed to piggy-bag an option [Johretal., 2000].

119



Appendix A. Mobile IPv6

e Neighbor solicitation.

¢ Neighbor advertisement.

The two new ICMP message types defined for Mobile IPv6 are:

Home agent address discovery requesthis message is used by a mobile nodes to initiate the
dynamic home agent address discovery mechadesaribed in section A.5.5, in order
to be able to register with a home agent at its home network.

Home agent address discovery replythis message is used by a home agent at a mobile node’s
home network to reply to home agent address discovery requasissage from the mo-
bile node. The reply contains a prioritized list of routers\pding home agent services
at the mobile node’s home network.

The use of the two message types is described in section.A.5.5

A.4 Mobile IPv6 data structures

Three conceptual data structures are used in the spedficatf Mobile IPv6
[Johnsoret al,, 2000]. They are:

Binding cache. Every IPv6 node has a binding cache. A binding cache is usénltbthe
bindings for mobile nodes. If a node receives a binding updatwill add this binding
to it's binding cache. Whenever a node is about to send a patkdecks the binding
cache. If there is an entry for the destination of the padket,packet is instead sent to
the care-of address found in the binding cache.

Binding update list. A mobile node maintains a binding update list of nodes thattnmeceive
binding updates. Every time a mobile node sendsnaing updateto a correspondent
node or a home agent it adds or renews an entry for that nodhe inibhding update list.

Home agent list. For each network directly attached to a router for which tbigter serves as
a home agent, the router generates a home agent list. If errsetves as home agent
for three networks, it generates three home agent lists;faneach network. A home
agent list contains information about all home agents jprtesstens network and these home
agents’ individual preference.

The information in a home agent list is learned from multiedsrouter advertisements.
The information in the home agent lists is used by the dyndmime agent discovery
mechanism presented in section A.5.5.

The use of the data structures just presented is illustiatezkamples in section A.5.
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Home agent
Route Router

Network A
Home network

B

Mobile node
Correspondent node
mp
Router —
______ |
Network B — Network C

Figure A.2: Operation scenario for Mobile IPv6.

A.5 Mobile IPv6 operation

The mechanisms of Mobile IPv6 presented in this sectionllsgrated using the scenario in
figure A.2.

Figure A.2 shows three networks, a home agent, a correspondele and a mobile node. On
network A resides a router serving as home agent for networkietwork A is also the home
network for the mobile node. The mobile node leaves netwodnd moves to networB,
which is a foreign network. On networ® resides a correspondent node, that communicates
with the mobile node. All three networks are connected tdilernet.

In the following subsections, which presents aspects ofiMdPv6 operation, it is first as-
sumed that the mobile node knows the IP address of its homa.adéis address can be
manually or automatically configured. The final subsectsuisection A.5.5, presents a mech-
anism, where the mobile node automatically learns its hogeats IP address while it is away
from home.

A.5.1 Home agent registration

Movement is defined as a mobile node changing its point oflattent. While a mobile node
is away from home, it selects one router as its default roatet thereby the network prefix
advertised by that router as the network prefix of its primzaye-of address.

Mobile IPv6 specifies, that a mobile node can use any conibimat mechanisms to detect that
it has moved to another network [Johnsatral, 2000]. Two possibilities have been presented
in section 1.4.3, theager Cell Switchingpandoff initiation strategy and theazy Cell Switching
handoff initiation strategy.

When a mobile node detects that it has moved from one netwoaknew network and it has
discovered a new default router, the mobile node generatesvaare-of address. The care-of
address is generated using eitktateless address auto-configurationstateful address auto-
configurationas described in section A.2. The prefix of the new care-of egidis the prefix
of the new network. This means that packets addressed taatkeot address will reach the
mobile node at the new network.
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In order to register its new care-of address with its homagdkee mobile node createsand-
ing updateoption message containing the new care-of address and théenmode’s home
address. Theinding updatas sent to the mobile node’s home agent. The home agenteegist
the binding by adding the binding to ikBnding cacheand replies with dinding acknowledg-
mentoption message to the mobile node. These actions are dtadtin figure A.3.

Home agent (D Binding update

Router@ Router (2) Binding acknowledgment
..... Ty
Home network |
Network A P
X
|
|
|

@,

Network B

Figure A.3: The mobile node registers the new care-of addnéth its home agent.

When a mobile node moves between two foreign networks thistration of a new care-of
address is performed in a similar way.

A.5.2 Triangle routing

When the mobile node has registered with the home agentpthe lagent should intercept any
packet addressed to the mobile node’s home address. Toaptehese packets the home agent
uses proxy neighbor discovery as described in section A.Betthe home agent intercepts a
packet to the mobile node, the home agent tunnels the packet tegistered care-of address
of the mobile node using encapsulatioBncapsulation means that the original IPv6 packet
destined for the mobile node is inserted as payload in antf@w® packet before it is sent. The
home agent is set as source and the mobile node’s care-adszdas destination of the packet.
This concept is illustrated in figure A.4.

IPv6 header IPv6 header TCP header + data
Next header: IPv6 Next header: TCP

Dst: Mobile node’s care-of addres®st: Mobile node’s home address

Src: Home agent Src: Correspondent node

Figure A.4: Headers for an intercepted packet, that is ti@th&om the home agent to the
mobile node using encapsulation.

When the mobile node sends packets to another node, it demgatkets directly to the node.
The mobile node sets the source of this packet to the careldiess and includes its home
address in @aome addres®ption. This is to avoid dropping the packet in an ingreserfilt
as described in section A.3. When a packet withoane addres®ption arrives at a node,
the packet’'s source is exchange with the home address bifngacket is passed on to the
layer above the network layer. This concept hides the matutte’s care-of address from the
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transport and application layer protocols. In this way T@Rrections and other sessions are
not terminated, because a mobile node changes its pointaahatent and thereby its care-of
address.

When a mobile node communicates with a correspondent node lding away from home,
packets are routed from the correspondent node to the hosmd agd from the home agent
to the mobile node, while packets from the mobile node isedutirectly to the correspondent
node as illustrated in figure A.5.

Home agent

Router@ Router

Internet “
Correspondent node

Network A
Home network
Tunneled
Packet
Packet @

Mobile nodeg \ A t T

Network B Router Router Network C

Figure A.5: Triangle routing.

This phenomenon is callédangle routing . If a mobile node’s point of attachment is far from
the home agent, triangle routing can cause a significanteael compared to the direct route
between a correspondent node and a mobile node.

A.5.3 Route optimization

To avoid triangle routing a mobile node can sdridding updatego a correspondent node.

This allows a correspondent node to cache the mobile node’srt care-of address and send
packets directly to the mobile node’s point of attachment aot via the home agent. This is

calledroute optimization. The initial steps in route optimization are illustratedigure A.6.

Only the first, few packets from the correspondent node taribbile node need to travel via
the mobile nodes home agent. When the correspondent ncoeleaethebinding updateit can
send the packets directly to the mobile node.

Any IPv6 node wanting to send a packet must first checkiitsling cachefor the packet's
destination address. If an entry is found, a routing headetaining the mobile node’s care-of
address is added to the packet. Thating header indicates, that the packet should first be
routed to the mobile node’s care-of address and then shauldited to the mobile node’s
home address. The packet arrives at the mobile node whicp #wadestination address with
the address in the routing header. The mobile node discotreatthe destination now is its
home address and pass the packet on to the transport lagareA.7 shows how the packet is
looped back at the mobile node.

One may ask why routing headers are used, why can the mohile not just replace the
care-of address in the destination field with its home addessl then pass the packet on to
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Packet to mobile node’s home address

(2) Tunneled packet to mobile node’s care-of address
Home agent 9

Router@ Router

Network A
®

Packet to correspondent node with a binding update
Packet to mobile node’s care-of address

Home network @

Internet
Correspondent node

® ] m

ol O e T

Network B Router Router Network C

Figure A.6: The initial steps in route optimization.

IPv6 header . Routing header TCP header + défé
Next header: Routing Next header: TCP
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Figure A.7: A packet sent from a correspondent node dirgotly mobile node using a routing
header.
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the transport layer the first time the packet arrivesst#iteless auto-configuratios used and
the mobile node’s care-of address happens not to be unigine atetwork, the mobile node
may receive packets, which is not intended for it. The samuaton can also occur gtateful
auto-configurations used and a set of addresses reserved for mobile nodeyse@cThen a
mobile node could be assigned a care-of address, to whictrespondent node has associated
another mobile node. In these situations the routing hestumild ensure, that the mobile node
does not pass the packet on to the transport layer protdadigither drops the packet or sends
it back out on the network, where it probably will be droppedan ingress filter. The reason
for using a routing header instead of encapsulation is thdPgpacket with a routing header
introduces less extra header bytes than an IP-in-IP enleapdipacket.

If no entry is found in thébinding cachehe packet is sent to the mobile node’s home address.
When the packet arrives at the mobile node’s home netwoekhtime agent intercepts the
packet and tunnels it to the mobile node’s care-of address.

A.5.4 Binding management

A mobile node, that has configured a new care-of address psntgary care-of address must
register the care-of address with its home agent and alldirespondent nodes that has an entry
for the mobile node’s home address. The new care-of addsgsevided to the home agent and
correspondent nodes througthiading update When the mobile node sendbmding update

to a node, it can enforce the receiver to send an acknowledlgorereceipt of thebinding
update This is enforced by setting the acknowledgment bit iniimeling update If the mobile
node does not receivetdnding acknowledgmenit should retransmit theinding update

When a mobile node away from home receives a packet from agmsndent node it can detect
whether the correspondent node has an entry for the mohile matsbinding cacheor not. If

the packet was sent directly to the mobile node using a rguiteader, the correspondent node
does have an entry in itsinding cache If the packet was tunneled from the home agent, the
packet is encapsulated, which means that the corresponddetdoes not have an entry in its
binding cache The mobile node may choose to sendiading updateto the correspondent
node to enable it to send future packets directly to the reaimide.

The mobile node should always be reachable through its haldeess. This means that the
home agent should always know the mobile node’s currentt mdiattachment. Therefore a
mobile nodemust set the acknowledgment bit intending updateaddressed to a home agent.
The home agent must thus acknowledge the receiptoifi@ding update An acknowledgment
is not required from correspondent nodes. The mobile nodeletect whether a correspondent
node has inserted an entry for the mobile node in its bindexche, when the mobile node
receives a packet directly from the correspondent node.

Bindings have a lifetime specified by the mobile node. Wherlitetime of a binding expires,
that binding is removed from tha@inding cache The correspondent node may choose to send a
binding requesto the mobile node, before the lifetime of the binding expir€he mobile node
may choose to reply with binding update If the mobile node sends a binding to a correspon-
dent node with lifetime set to zero, any binding for the melibde should be removed. If the
mobile node sends a binding with lifetime set to infinity,tthanding should never expire. An
infinite binding can only be removed bybanding updatewith lifetime set to zero.
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A.5.5 Home agent discovery mechanism

If a mobile node away from home does not know the IP addregs bbme agent, Mobile IPv6
provides a mechanism that allows a mobile node to dynargicidicover the IP address of a
home agent at its home network.

Mobile IPv6 defines an anycast address [Huitema, 1997] thaederved for home agents.

When a packet for aanycast addressat a network is received by a router at the network,
the router forwards the packet to the nearest, operatiavde that provides the service associ-
ated with the anycast address.

The mobile node sendshemme agent address discovery requeghe anycast address reserved
for home agents at its home network using its care-of addres®urce. The request packet is
routed to the nearest operational home agent at the mohiie'sibome network. When a home
agent receives home agent address discovery requdsteplies with ahome agent address
discovery replywhich contains théhome agent listhat the home agent has generated for that
network. This is illustrated in figure A.8.

Home agent Home agent 2 Home agent list Preference valu
Al Home agent 3
Home networ it Router Home agent 1 2
Network A 1! Home agent 2 -3
Home agent 1
Correspondent node
Mobile node :

Network B ailil Network C

% Home agent address discovery request

Home agent address discovery reply
(Home agent list)

Figure A.8: Home agent address discovery. The mobile noaésse request and a home agent
replies with ahome agent list

The home agent list contains a prioritized list of the homendsg) at the network. When the
mobile node receives the home agent list, it should sebth@ing updateto the first home
agent in the list to register its care-of address as destiibsection A.5.1. If the mobile node
does not get dinding acknowledgmeritmay try to register with other home agents in the list.

The purpose of this mechanism is to make Mobile IPv6 robustrigle point of failures. Dy-
namic home agent address discovery makes it simple to haeeaséome agents serving the
same network. If a mobile node has registered its care-ofezddvith a home agent and this
home agent fails, the mobile node can register with anotbarenagent.
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A.6 Handoff in Mobile IPv6

In the previous sections the general mechanisms of MobiWé las been presented. This
section presents the details of handoff in Mobile IPv6.

Figure A.9: Scenario for handoff description.

To illustrated the details of a handoff a simple scenariceisup. The scenario is depicted in
figure A.9. The scenario depicts two base stations that gecaccess to two different networks.
In this example it is assumed that the mobile node useEBaiger Cell Switchindnandoff initi-
ation strategy described in section 1.4.3. A mobile nodeeadrom the area covered by base
stationl to the area covered by base statibriirst the mobile node is attached to the network
connected to base statidn As it gets in range of base stati@nit performs a handoff to the
network connected to base statidn

Figure A.10 shows a diagram over the activities and eveniaglthe handoff from the network
connected to base statidnto the network connected to base statibas experienced by the
mobile node.

time
Packets may arrive from base station 1 ]
Base station 2 in range .
Router advertisement received from base station 2 .
Generation of new care-of address L]
Duplicate address detection I
Send binding update to home agent and correspondent|nodes .
Propagation of binding update and binding acknowledgment I
Binding acknowledgment received from home agent .
Packets may arrive from base station 2 |
Base station 1 out of range .

EEmm Activity duration
e Event

Figure A.10: Activities and events during a handoff.

In figure A.10 bars indicate the duration of an activity andsdadicate the occurrence of an
event. Note that the mobile node can receive packets from &tasionl as long as it is within
range, while it should not receive data packets from bagmsta before it has transmitted a
binding updateo its home agent and correspondent nodes.

There are three main time consuming activities during a bfindpart from discovering a new
network. They are the generation of a new care-of addoegdicate address detectiand the
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propagation of dinding updateand abinding acknowledgment

Generation of a new care-of addresshappens througstateles®r stateful auto-configuratian
If stateless auto-configuratias used, a new care-of address can be generated in millisec-
onds as only local processing is neededstdteful auto-configuratiois used the duration
can expand to seconds as a DHCP server is contacted. Awg#ori Authorization and
Accounting (AAA) also consumes time in the generation of & mare-of address. It
is suggested that AAA actions are performed during the m®céd determining a new
care-of address [Perkins, 2000B]. In this case the duramnexpand to several seconds
as an AAA server on the mobile node’s home network is contbitieauthentication.

Duplicate address detection.When a new address has been generated thrstagéless auto-
configuration it may not be unique. Manufacturers of low cost network desiare
known to use unregistered IEEE-802 addresses. Thus an IBssdchn be based on an
unregistered IEEE-802 address and therefore duplicateessiels can occur at a network
[Huitema, 1997]Duplicate address detectiaa the process of checking if a new care-of
address is an unique address at the network. In practicedbgamode asks if any nodes
at the network has a media address for the mobile node’s nexotaddress. If the mo-
bile node receives a reply, some node is already using tltessl and the mobile node
must generate a new address. If no reply is received, thelennbde must retransmit
at least once after a random delay between zero and threedsebefore it may assume
that the new address is unique [Huitema, 199DLplicate address detectiomust be
performed when a new care-of address is generated, indepeafiwhether the address
is obtained througtstatelessor stateful auto-configuratiofiTsirtsis, 2001]. This intro-
duces a latency in the range of three seconds, which is noabks In [Tsirtsis, 2001]
Charles E. Perkins suggests some alternatives:

e Performstateful auto-configuratiomwithoutduplicate address detectioim stateful
auto-configuratiorthe DHCP server can ensure that all hosts have an unique IPv6
address and that time is not spendduplicate address detection

e Generate the care-of address and assume that it is uniqueetfiarm duplicate
address detectiolater. This alternative does not perforplicate address detec-
tion until after other nodes have been notified of the new careddfess. If the
new address is not unique packets for the mobile node maykegup by another
node at the netwofk which makes the mobile node unreachable until it generates
and registers a new care-of address.

e Perform stateless auto-configuratiowithout duplicate address detectionOpti-
mistically assume that the interface IEEE-802 address @amn &n unique host ID
for the network. This alternative is not valid for link laygrchnologies, that does
not supply an IEEE-802 address. Besides as earlier mentidrteere are unregis-
tered interfaces out there. While the previous alternatnierecover when it has
performedduplicate address detectipthis alternative may never recover, as it will
never discover, that something is wrong.

Duplicate address detectianay cause an unacceptable delay, but can we live without it.
In the process of reducing handoff latency, the overheaegdbpmingduplicate address
detectionmay outweigh the benefits.

Therouting andencapsulatiorheaders should ensure that a packet is dropped at othettastthe intended
destination.
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Propagation of binding updates is the process of routinginding updatedrom the mobile
node to the home agent and correspondent nodes. The prigpadatay depends on
the number of hops and load on the routes. The duration iseimehge of 1 ms to 10
seconds. As described in section 1.7 it is the focus of matensions for Mobile IP to
reduce the propagation delaywhding updates

In figure A.10 the generation of a care-of address is inidiate the receipt of a periodic router
advertisement from base stati@n If link layer information indicates, that base stati@ans
within range, this could trigger the mobile node to multicagouter solicitation. The router
solicitation should cause routers behind the base statidrahsmit a router advertisement,
which is the premise for generation of a care-of address.

A.7 Requirements for supporting Mobile IPv6

In this section the requirement for mobility support in MiebiPv6 is summarized. There are
different requirements for correspondent nodes, mobities@nd home agents.

A.7.1 Requirements for correspondent nodes

A mobile node should be able to communicate to all nodes inrtegnet. This means that all
IPv6 nodes should be able to act as correspondent nodesediieaments for a correspondent
node to support Mobile IPv6 are few [Perkins, 1998]. A cqoaalent node must:

e Be able to insert routing headers into a packet for a mobitgeend\n IPv6 node should
already be capable of using a routing header for other pegptsan mobility.

e Have abinding cacheo hold bindings from mobile nodes. Any IPv6 node already has
a destination cache used reighbor discoveryprocedures. An entry in a destination
cache is the relation between the media address and the tBsadof a node at the
network. A destination cache normally only contains locaighbor information. If
bindings for mobile nodes is also added to the destinatiehed must be capable of
handling nonlocal neighbor information.

Bindings for mobile nodes also have a lifetime associatet thiem. When the lifetime
expires the binding must be removed from the destinatiome/@mnding cache. When
a correspondent node wants to send a packet to a mobile nodedks its destination
cache for an entry for the mobile node. If a binding existpw@ing header is added to
the packet. The routing header ensures, that the packetiisddo the mobile node’s
care-of address. If no entry is found, the packet is sentawitladditions to the mobile
node’s home network.

e Be able to processl@ame addressption. A correspondent node receivesame address
option with all packets sent from a mobile node. The addmesisshome addressption,
the home address of the mobile node, must be exchanged witotivce address of the
packet. This exchange must be made to ensure the transparemobility to transport
protocols and applications.
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As just described a correspondent node already knows hodd@ aouting header. It already
have a destination cache, which with few alterations canagaibindings. A hurdle is to enable
a correspondent node to handléiading updateoption. It is hoped that all IPv6 nodes will
be able to handle kinding updateoption. Any node that does not recognizbiading update
should return an ICMP parameter problem (code 2) messadpe teource and drop the packet
[Perkins, 1998]. Should a correspondent node be incapdheoocessing &inding update
only route optimizatiorcannot be performed. The correspondent node can still reacbbile
node via the home agent. It is essential to enable a corrdespbmode to process lame
addressoption, but this requires only few modifications to an IPv@él@o

We therefore conclude that only few alterations are regiuioe correspondent nodes to support
Mobile IPv6.

A.7.2 Requirements for mobile nodes

An IPv6 node must perform several additional functions torfadbile. Apart from fulfilling the
requirements of correspondent nodes, a mobile node must:

e Be able to detect when it can attach or is attached to a nevgforetwork.

e Be able to form a new care-of address for a foreign networks fvolves bothstateless
andstateful auto-configuratian

e Be able to maintain its permanent home address even in tlenedf all neighbor
discovery messages. Normally a node will assume, that ibkas disconnected from
a network if it does not receive for example router adventierts periodically. When
a node has assumed, that it is disconnected from a networK itavmally remove the
prefix for that network. This must not happen for a mobile ret®me network. If the
prefix of the home network is lost while the mobile node is afvayn home, the mobile
node will not be able to locate a home agent at its home netwibrthe mobile node
cannot register with a home agent at its home network, otbdes will not be able to
reach the mobile node using its global IPv6 address.

e Be able to determine when to sehohding updatedo its correspondent nodes and its
home agent. It must keep a list of active correspondent nabedinding update list
This involves registering when a correspondent node sepdslet directly to the mobile
node and when it sends via the home agent. When a corresgoratinsends directly to
the mobile node using a routing header it means the corregmbmode has an unexpired
binding in its destination cache. The binding was earliet 8§y the mobile node, so the
mobile node knows the time of transmitting and the lifetimée binding. Based on this
information the mobile node can approximate when the bopaiil expire at the corre-
spondent node. The mobile node may choose to renew the giatline correspondent
node before it expires.

e Be able to processinding acknowledgments
e Be able to processinding requests

e Be able to inserhome addreseptions in packets to correspondent nodes.
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e Be able to decapsulate a packet tunneled from a home agerdapBdation is a standard
procedure in IPv6.

e Be able to process a routing header, as all IPv6 nodes musipadle of.

The mobile nodes in Mobile IPv6 carry most of the added resuents of mobility.

A.7.3 Requirements for home agents

Home agents are routers, that fulfill some extra requiremenhese requirements are few, so
it is expected, that all routers in the future will be able tb @s a home agent [Perkins, 1998].
The set of requirements to a home agent, apart from fulfilliegrequirements to correspondent
nodes, is:

e It must be able to encapsulate packets for a mobile node,htémtregistered a care-
of address with the home agent. Encapsulation is also usethé&r circumstances, so
routers are already capable of encapsulating packets.

e It must be able to dproxy neighbor discovergn behalf of mobile nodes that has regis-
tered a care-of address with the home agPmbxy neighbor discovergnables the home
agent to intercept packets for a mobile node as presenteaia detail in section A.2.
Proxy neighbor discoverig also used in other circumstances unrelated to mobility.

It is advised, but not required, that home agents keep thiedting cachein a non-volatile
storage, so bindings will persist in spite of crashes or pdakures. If a home agent looses
a binding for a mobile node, that mobile node is unreachafleugh the home agent. A
correspondent node, which initiates a communication witioaile node, sends the first packets
to the mobile node’s home network and thereby the mobile 'sduEme agent, if the mobile
node’s care-of address is unknown to the correspondent node

If neither home agent or correspondent nodes know the daadeess of the mobile node, no

one but the mobile node will know its care-of address andrihoa be reached. The mobile

node will send its care-of address to the home agent, whee s@nificant event happens like

the mobile node attaches to a new network. The mobile nodesatsds &inding updatewhen

it expects, that the binding at the home agent (the one thalag) is about to expire. As the

lifetime of a binding is as default set to 600 seconds, a reatmide can be unreachable for an
unacceptable period of time, as the result of a failure ahtimae agent.

A majority of the required capabilities of a home agent imalsed in circumstances unrelated
to mobility. This means, that the effort of implementing arfewagent on top of IPv6 router
software is limited.

A.7.4 Summary of requirements
Very few modifications are needed for correspondent nodets. dn advantage as mobile nodes
should be able to communicate with all IPv6 nodes and fewelifications improves the pos-

sibility, that commercial implementations of IPv6 netwatiacks will fulfill the requirements

131



Appendix A. Mobile IPv6

of correspondent nodes in Mobile IPv6. The situation is #raes for home agents. It requires
few modifications for an IPv6 router to supply home agent bépies. It is the IPv6 stack at
mobile nodes that requires most additions.

This represents a nice distribution of new software in thel@anent of Mobile IPv6. If the
system administration of a network decides to provide theice of mobility to their users,
the system administration needs to install a home agentatad touter and install mobility
software at nodes, that often leave the premises.
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Installing FreeBSD and KAME

This appendix provides a brief description of how we ins@lFreeBSD 4.1 and the KAME
extension providing mobility for IPv6.

FreeBSD can be obtained from their website at http://wveeliisd.org/. KAME is a joint effort

to provide a free implementation of IPv6 and IPsec (for b&tl and IPv6) for BSD variants.
It is a collaboration between a number of Japanese compariksling NEC Corporation,

Hitachi Ltd. and Toshiba Corporation. Others may contebtd the KAME software too,

for example is the Mobile IPv6 implementation in KAME supgliby Ericsson Radio System
Research Lab.

FreeBSD 4.1 come integrated with a stable KAME release ti@tides IPv6 but not Mobile
IPv6. A newer release of KAME is thus installed as descrilmeskiction B.2.

B.1 Installing FreeBSD

The following apply to the installation of FreeBSD 4.1.

Prepare the installation floppies as described at http Wiireebsd.org/handbook/install.html.

Install FreeBSD via FTP. To avoid a bug in the installationgsam first select "active
FTP"in the installation program. After this has failed (doesecurity restrictions in the
s.cs.auc.dk network) then select installation via "HT Téxpt.

Select "Standard"installation.

Select the "X-user"distribution.

If "active FTP"is not first selected, the installation hangs
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B.2 Installing KAME

The KAME source are supplied in different variants. Everyriday a new "snap"is released.
A "snap"is a release that includes all code present withinKIAME development project.
Thus much experimental and undocumented code is includied.nobility support for IPv6
included with the used "snhap"is experimental code.

Installation of the release from 2000-09-25 is describeldvine The installation of KAME
involves the build and installation of a customized kermel a set of tools. Asindicates that
the command can be executed by any usérilzat user must be root:

e Download KAME from http://www.kame.net/

e Unpack it

% tar -xvzf kame-20000925-freebsd4l-snap.tgz

e Create symbolic links before building

% make TARGET=freebsd4 prepare

e Change dir to kame/freebsd4/sys/i386/conf

e Make a kernel configuration file CONFIGFILE by using the GENERKAME as a tem-
plate. Activate mobile IPv6 by uncommenting "MIP6"and "MIFDEBUG". Deactivate
support for IPsec because it might conflict with mobile 1Paédording to a README
file supplied with KAME).

e Invoke/ usr/ sbi n/ confi g CONFI GFI LE
e Build the kernel
%cd ../../conpilel CONFI GFI LE
% make depend
% make

¢ Install the kernel file to the root directory as root

# make install

e Change dir to kame/freebsd4

¢ Install the updated userland binaries supplied with KAME

% make i ncl udes
# make install-includes
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e Perform make

% make

e Install userland tool into /usr/local/v6/{bin, sbin, wieaer}
# make install
¢ Reboot the system

# fastboot

Then update the path in /etc/rc with /usr/local/v6/{binjrgtso they are searcheblefore the
existing paths. This makes sure that userland tools supplith KAME is invoked instead of
the normal FreeBSD versions.
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Configuring IPv6 and KAME Mobile
IPV6

This appendix describes how we have configured the nodes Mdibile IPv6 testbed described
in chapter 4.

C.1 Configuring IPv6

This section briefly describes how to configure the routedsthe host to run IPv6.

C.1.1 Routers
Edit the /etc/rc.conf file such that:

e Configure the machine as an IPv6 router by uncommenting theoppate lines in the
file /etc/rc.conf. It should include the lines

i pv6_enabl e=" YES"

i pv6_gat eway_enabl e=" YES"

i pv6_rout er_enabl e="YES"

i pv6_router="/usr/l|ocal /v6/sbin/route6d"
prefixcnd_enabl e=" YES"
rtadvd_enabl e=" YES"

e Configure the IPv6 address for each interface by specifyiegptefix, e.qg.

i pv6_prefix_fxp0="fec0O: 0000: 0000: 0001"
i pv6_prefix_xl1="fec0: 0000: 0000: 0002"

where fecO indicates a site local address.
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e Give route6d the -l option to make the router exchange sdal laddresses in route tables

i pv6_router_flags="-1"

e Enable the interfaces for IPv6, e.g.

i pv6_network _interfaces="fxp0 xI 1"

C.1.2 Hosts

At hosts it is only necessary to enable the IPv6 stack. An Ress$ will be assigned automat-
ically usingstateless auto-configuratiorTo the file /etc/rc.conf the following lines should be
added:

i pv6_enabl e=" YES"
i pv6_network_interfaces="aut 0"

C.2 Configuring Mobile IPv6

This section describes how to configure Mobile IPv6 once #tevork is running IPv6.

After installing KAME as described in appendix B, a node Has ¢orrespondent node func-
tionality activated automatically. Home agent functigtysnd mobile node functionality must
be configured and activated as described below.

C.2.1 Access routers

The configuration described below only applies to rout@rsytiich a mobile node can directly
attach (access routers).

e Add the -m option to rtadvd in file /etc/rc.network6

e Configure /usr/local/v6/rtadvd.conf with the lines

et her 2: \

:mt u#1500: maxi nt erval #2: m ni nt er val #1:
fxp0: \

:tc=et her 2:

in order to increase the frequency with which router adsertients are transmitted. Re-
member to create an entry for each interface. hgi nt er val should be setto 1.5 s
and theni ni nt er val should be set to 0.5 s according to [Johnsbal.,, 2000]. How-
ever, due to a bug no values below 2 and 1 respectively candmgfiggl. The router
advertisement daemon have been modified in order to be abjgetafy the correct val-
ues, see appendix E.
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C.2.2 Routers hosting a home agent

In addition to the configuration done to all routers, the eowicting as a home agent should
also be configured with the following:

e Add the -m option to rtadvd in file /etc/rc.network6
e Make a file /usr/local/v6/etc/mip6conf with the lines

debug
enabl e_ha

e Edit the /usr/local/v6/etc/rtadvd.conf so the interfatiest can serve as home agents gets
the following properties

ha: \

 hat i me#100: hapr ef #10: \

crafl ags#32: \

. pi nf of | ags#224: \

»maxi nt er val #4: m ni nt er val #3:
fxp0: \

stc=ha:
e The home agent can be invoked from the command line by

#m p6config -f /usr/local/v6/etc/ m p6.conf

C.2.3 Mobile nodes

The mobile node is configured with a static home agent, aguasinamic home agent address
discoveryis not recommended in KAME.

e Make a file /usr/local/v6/etc/mip6conf with the lines
debug
homeaddr fecO::1:0:0:0: 44/ 64@e0% ecO:: 1: 290: 27ff: fe90: 6a76
eager_nd O
wherehonmeaddr takes the following arguments:

honmeaddr <hone addr >/ <pl en>@i nt er f ace>%hone agent addr>

eager _nd configures which handoff strategy should be used. The mgarfitne values
0, 1 and 2 is as described in chapter 4.

e The mobile node can be invoked from the command line by

139



Appendix C. Configuring IPv6 and KAME Mobile IPv6

#m p6config -f /usr/local/v6/etc/ m p6.conf

We have configured the kernel variabiet . i net 6. i cnp6. nd6_pr une (by using the
sysct | tool) to have a value of 0 instead of its default value of 1.sTkeérnel variable deter-
mines how often IPv6 neighbor discovery polls the defaulteo list and the prefix list. If set
to 1, the lists are only scanned for expired entries onceyeserond resulting in an increased
handoff latency. If set to O, the lists are polled at everyarpmity.
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Bugs in FreeBSD and KAME

This appendix describes the bugs which have been encodniteFeeeBSD and KAME.

D.1 Bugsin FreeBSD

As described in B.1 there is a bug in the installation procedthen installing FreeBSD 4.1 via
FTP at a computer at the s.cs.auc.dk network, which is daitd-network where access to the
Internet is supplied through a HTTP proxy server. The buglmreproduced in the following
way:

e Prepare the installation floppies as described at httpWwivireebsd.org/handbook/install.html
e Boot the floppies.

e Select installation via "HTTP proxy".

Then the installation program hangs. We have discoveredollmving work around to the
bug:

e Instead of selecting installation via "HTTP proxy"seleattive FTP". This fails due to
security reasons (there is a firewall between the Interngtlaa s.cs.auc.dk network).

e After this has failed, "HTTP proxy“installation can be sessfully selected.

The bug has been submitted to the FreeBSD community on theof Biecember 2000. Status
on the bug is available at http://www.freebsd.org/cgifgtier.cgi?pr=23516

D.2 Bugsin KAME

The following bugs apply to the KAME "snap"released on thth2§ September 2000.
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D.2.1 Bug in Mobile IPv6

When conducting the tests described in chapter 4, UDP paeketsent from a correspondent
node (located at the same machine as the home agent) to thie maode.

When the total number of sent UDP packets reaches somewavedn 35800 and 35900 the
machine sending the UDP packets crashes and has to be mboote

The bug has been discussed via email with Conny Larsson fraceden Radio Systems AB in

Sweden, who has written part of the source code for KAME Mobilve. He has experienced
an identical problem, and believes that the bug is causedibg wp all the memory. Each time

a packet is sent, some memory is allocated that is not pyogedllocated. The actual number
of packets that one can send from a correspondent node ialgyolependend on the amount
of RAM on the machine. Ericsson is currently working at a fikthus bug.

In general, once the home agent functionality or the molatkerfunctionality has been invoked,
it cannot be successfully halted. The solution is to reboot.

D.2.2 Bug in mobile node software

It happens that the computer running the mobile node cradtesproblem seems to be emerg-
ing whenever the oot user is running other code than the mobile node code.

The bug occurred during the tests, when we logged the ret&lBaP packets to a file aoot .
When doing this as an ordinary user no problems has beenierped.

Performing handoffs with a high frequency can also causetbigile node to crash. One time a
period of four seconds between handoffs continuously edshe mobile node. However, this
is not a situation which we have been able to reconstrucesinc

D.2.3 Bug in router advertisement daemon

KAME supplies an updated version of the router advertisérdaamorr t advd. This suppos-
edly should be compliant with new requirements for sendmger advertisements introduced
with Mobile IPv6, but this is not the case. Theadvd is stable, but we have had to add some
functionality. This is described in appendix E.
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Appendix E

Modifications to FreeBSD software

This appendix describes how the router advertisement daernadvd has been modified.

E.1 Router advertisement daemon

The Mobile IPv6 specification recommends that unsolicitateiter advertisements should be
sent with an interval between 0.5 and 1.5 seconds [Joheisaly 2000].

FreeBSD 4.1 comes with a router advertisement daemon natadvd. Howeverr t advd
does not permit a lower interval than between 3 s to 4 s to beifgg#. For that reason
the KAME mobility support package supplies a slightly mastifiversion ofr t advd. This
version presumably allows the interval between router dbegnents to be configured to a
random number between 0.5 s and 1.5 s. However the lowestahta/hich can be specified
in practice, is between 1 and 2 seconds.

Only integer values are allowed to be specified. This is beedlat the minimum and max-
imum value specified in the router advertisement daemon guatiion file,r t advd. conf,
are stored in integer variables. We have modifiedthadvd implementation in the following
way:

Locate the t advd source code unddeane/ rt advd/

e Tort advd. h the following modifications have been made

— We change the definédd N_MAXI NTERVAL andM N_M NI NTERVAL from 1.5
and 0.5 respectively, so that both have the value 0

— Inthe struct ai nf o two variables of type longraxi nt er val _usec andm n-
i nt erval _usec,are added. They are used to specify the interval betwedearrou
advertisements ips

e Tortadvd. c the following modifications have been made (line numbersrres the
original file)

This is due to the IPv6 Neighbour Discovery Protocol [Nameal, 1998], which does not permit an interval
below 3 s between sending unsolicitated multicasted radeertisements.
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— Inline 1480 a condition has been added in order to avoid tissipiity of making
modulus with 0.

— Inline 1494t m >t v_usec is setto arandom value betweshni nt er val _usec
andmaxi nt er val _usec. Before it was always set to 0.

e confi g. c has been maodified to read two extra values from the routerris@ment
configuration file

— After

t mp- >maxi nterval = (u_int)val;

in line 151, the following code to read maxi nt er val _usec from the config-
uration file has been added

MJUSTHAVE( val , "nmaxi nterval _usec");
t mp- >maxi nt erval _usec=val ;

— After

tnp->m ninterval = (u_int)val;

in line 161, the following code to read m ni nt er val _usec from the config-
uration file has been added

MJUSTHAVE( val , "m ni nterval _usec");
t mp->m ni nt erval _usec=val ;

e TheMakef i | e is modified. The fladM P6 needs to be defined. This is ensured by

CFLAGS=+- DM P6
CPPFLAGS=+- DM P6
To compile the router advertisement daemon enter
make
It can then be invoked with
.Irtadvd -m[interfaces]

The newly compiled t advd program can be set as the default router advertisement daemo
by changing the path tot advd in the file/ et ¢/ r c. net wor k6

When the variablesmaxi nt er val in thertadvd. conf file is set to O, the t advd sets
the lifetime of the unsolicitated router advertisement8.td hus this value need to be specified
explicitly in ther t advd. conf file. This can be done by adding the line

144



E.1 Router advertisement daemon

rltime#4

to the appropiate interfaces. Normally the lifetime shdagdset to 3 times the maxAdvertise-
mentinterval. The minimum value is 1 second due to the desfigiee ICMP Router Advertise-
ment [Deering, 1991].

The modified version aft advd requires that in rtadvd.conf the variablasni nt er val _usec
and thatrexi nt er val _usec is specified andrexi nt er val _usec must be greater or
equal tomi ni nt er val _usec. The variablesraxi nt er val andm ni nt er val should
be set to 0. Similarly, thel t i me must now be explicitly specified.

The following is an examplet advd. conf file:

et her:\
: mt u#1500: maxi nt erval #0: m ni nt er val #0: \
:maxi nt erval _usec#1500000: i ni nt er val _usec#500000: \
crlti me#4.
fxpl:\
:tc=ether:
fxp0:\
:mt u#1500: maxi nt er val #4: m ni nt erval #3:\
:maxi nt erval _usec#0: m ni nt erval _usec#0:
x1 0:\

cmt u#1500: maxi nt er val #4: m ni nt er val #3:\
: maxi nterval _usec#0: m ni nterval _usec#0:

In this configuration file, the interfadexp1 is the one to which the mobile node can connect.
A router advertisement is specified to be sent once everyQl%tseconds.
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