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ABSTRACT:

This report documents the develo
ment of a common interface for privag
preserving queries in pervasive cof
puting. The interface is based on

analysis of existing solutions, and us
a simple client-server architecture, a
is created with flexibility, security, ac|
curacy, and complexity, in mind. Wit

the interface a client has the possibi

ity to specify a minimum cloaked are
and maximum communication allowe
on a query to query basis.

Two solutions are developed und
the common interface. One meth
based on a data-independent dat
tructure, calledthe Grid Method and
one based on a data-dependent da|
tructure, calledthe Quadtree Methad
This is done to explore pros arn
cons of data-dependency on the ser
Furthermore, it is discussed how
anonymity can be added to the sol
tions.

To experiment with the two develope
solutions, a test is implemented. Tes
are carried out on a real world data s
a uniform distribution, and several Zif
distributions. It is found that th&rid
Method performs best under most ci
cumstances, but in the end it is ing
cated that this might be due to a sin
plifying design decision.
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Preface

This report is written by Mads Schaarup Andersen (projectigrSW543A) and
documents the efforts done on the SW10 semester fall 200i&2 &@epartment of
Computer Science, Aalborg University. It also constit@eshe Master Thesis of
the Master in Software Engineering. The project was cawigdn theDatabase
Technologiesesearch group at the university.

This report documents the development of a common interflac@reserving
privacy in Location Based Services (LBSs). The aim of thts isrovide a flexible
way of configuring privacy needs on a query to query basis.

Report Structure

The report is structured in the following way. Chapter 1 isrgroduction to the

topic of the thesis. Chapter 2 is an analysis of the liteeaturthe topic, ending up
in a problem statement. In chapter 3 a common interface isetbfand using this
two methods are designed. In chapter 4 tests are carriechdueflected upon,
and chapter 5 is the conclusion.

Mads Schaarup Andersen
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CHAPTER 1

Introduction

In the recent years, the market for mobile software has ebgalo The is mainly
due to the fact that a lot of people today own advanced mohi@es and Personal
Digital Assistantss (PDAS) which serves as a platform fa& sloftware. This
development has entailed a whole new marked segment ina@ftw

One of the major advantages in mobile software is the alitityse the user's
position to provide a service specific to the area. This tyfotiware is called a
LBS. An example is the application of Global Positioning 8ys (GPS) in road
network navigation. Here, the user has a device which casitsoftware which
uses the position of the GPS satellites to calculate thamtistto a desired target.

GPS for road networks is however a rather simple form of LBS8llegata resides
on the client. More interesting is the aspect of having a &mlent — also called
athin client — interacting with a server for the same informatidhis is interest-

ing as it will allow for more dynamic services, as the cliened not have to be
updated whenever there is a change in the environment. ©kis lnbwever yield
the requirement that the client has to inform the serversfatation. This ap-
proach does however have a downside. If the server is canigty aware of the
client’s position, a malicious server would be able to epttthis information and
e.g. use it for extortion. This is from now on referred tolée Privacy Problem

To avoid thisBig Brotherscenario a lot of work has been done in this area. This
report will try to examine the known solutions today, and band this identifying

the advantages and flaws of the different solutions to maka npw solution
which will then be tested.

If one imagines a system similar to GPS for road networksdbueloped with a
thin client, all the information resides on the server. tnfation about the location



of a city is public domain, and if the client does nothing tdénhis location, the
client’'s queries are to be considered public as well [12fhdfclient wants to hide
his position his query suddenly becomes private. One canrakzgine a situation
where the data is other clients with hidden positions. Therdiata also becomes
private. In this project the focus will be on private quee@er public data, and to
simplify this, static data will also be assumed.

The focus of the solution of this report is to develop a solutior finding the
nearest neighbor among a list of points of interest.



CHAPTER 2

LBS Privacy Approaches

The purpose of this chapter is to examine the different swlatto the privacy
problem. This is done by explaining the terminology, idBfirig important soft-

ware quality attributes, and explaining key aspects toisglthe problem. This
includes a discussion of architecture, how the client pmsitan be hidden, im-
portant datastructures, and main inspirations. This Wliberve as a foundation
for theProblem Statement

2.1 Terminology

In the previous chapter the purpose was defined as to devetogtizod which
finds the Nearest Neighbours (NN). These neighbors are frmman referred
to assites and so the purpose is to find the nearest site. This is donechgrd
guerying aserver For this a protocol might need to be utilized. There is farth
more a distinction betweathata-independerdnddata-dependennethods. This
refers to whether or not the distribution of sites in the dags is taken into ac-
count. A distinction is also made between tmineandofflinephase. The offline
phase takes place before the actual querying, and can heroagried out before
interaction between client and server. Online refers toptiese where the two
parties interact.

It is not possible for a client not to give awapmeinformation on his where-
abouts. The terntloaked areacovers all the possible locations of the client.
When the server returns a list of possible NNs, this list iedahecandidate list

We also define the concept gpatial privacy The meaning of this is that when-
ever we have a cloaked area in two dimensions, the shapesofetjion might

3



Chapter 2. LBS Privacy Approaches

reveal a lot about the position of the client in regard to ditb@ dimensions. The
less we reveal about a position in one dimension comparduktother, the bet-
ter the spatial privacy. Figure 2.1 illustrates shapes wittigh degree of spatial
privacy and Figure 2.2 illustrates shapes with a low degfepatial privacy.

Figure 2.1: Cloaked areas with a high degree of spatial privacy.

Figure 2.2: Cloaked areas with a low degree of spatial privacy.

2.2 Quality Attributes

To help pinpoint the overall purpose of the solution devetbm this project, we
present a list and explanation of the software quality @aitas which will form
the basis of the discussion of the different aspects of thegy problem. The
following quality attributes should have high priority:

Flexibility How well the method is able to change the privacy settingshef t
client on a query to query basis. The flexibility should behhig

4



2.3 Architecture

Accuracy Whether the query answer yields the exact answer. The ancura
should be high.

Complexity How much computation is left to the client and how much commu-
nication is needed between client and server. Complexidylshbe low.

Security The privacy of the client. How much information does themireed
to give away about his position. Security should be high.

The rest of the chapter will discuss different aspects ofgay in LBSs. This will
be in terms of architecture, how to hide the client positaatastructures, and the
two main sources of inspiration.

2.3 Architecture

The simplest architecture utilized in LBSs is the standdieht-serverarchitec-
ture. This consists of a client and a server. In this contextirchitecture is a pull
based approach where the client issues a request to the, semneh then issues a
reply. This architecture can be seen in Figure 2.3. Fornthityarchitecture has
the following steps:

Client does preprocessing, and cloaks it's position.
Client issues a request (in this context also called ayjtethe server.

Server processes the query and produces a result in foaroasfdidate list.

Server sends the result to the client.

o ~ w0 npoE

Client processes the answer by doing a NN search.

>

Client Server

Figure 2.3: Simple client server architecture.
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An issue with this architecture is that step 1, in the abogpsstrequires quite a
lot from the client, as the client does not want to send thetegpasition directly
to the server as this would entail no privacy at all.

To cope with this issue a different architecture is proposeétis architecture
introduces a third party between client and server. Thigltparty is called an
anonymizerand is a trusted party, i.e., a client trusts that the anagmvill not
use the information of the client position for any malici@gsivity. This modified
architecture is depicted in Figure 2.4 and is used in [12T8E steps of a query
in this architecture are as follows:

H

. Client sends position to trusted anonymizer.

N

. Anonymizer does preprocessing to cloak the client puwsiti

3. Anonymizer queries the server.

4. Server processes the query and produces a result in foaronasfdidate list.
5. Server sends result to anonymizer.

6. Anonymizer does a NN search on result.

7. Anonymizer sends NN to the client.

— | —
< 1] ¢

Client Anonymizer Server

Figure 2.4: The anonymizer architecture.

The advantages of this approach, compared to the simplet-clezver, is that
the communication which is considered costly (the commatioa the client is
involved in) is reduced, as only single sites are transuhittethe client in the
anonymizer architecture. Furthermore, most calculat@mes moved from the
client to the anonymizer. The disadvantage is however tthird party is in-
troduced. Even though this is said to be a trusted party,liet@osition is now
made available to a party besides the client itself. Thisot$fthe quality attributes
of security.



2.4 Hiding the Client Position

Besides the choice of having an anonymizer or not, the kn@hutisns are based
on either having the client send a cloaked area to the sawlgving the server
make requests on the clients whereabouts. We callctreat basedand server
basedbehavior. Most solutions are of the client based kind. Omig &nown
solution is server based, and that is [6]. This will be furtbeplained in Sec-
tion 2.6.1 on page 10.

2.4 Hiding the Client Position

As mentioned earlier, the client needs to cloak it's positidhis can be using
one of the following three methodperturbation of the positiorusing a cloaked
area andusing k-anonymity

2.4.1 Perturbation

A rather simple solution is the perturbation method. A veme variant of
this method is described in [6]. As the name suggests, tliiased on supplying
the server with a perturbed, and thereby fake, position eéfiyy a perturbation
vector. This gives the advantage that the client can deagerhuch privacy is
needed from request to request. The problem with this solusi that it does not
necessarily give the exact answer. This is because thergezaés the given po-
sition as the exact location of the client, and thereby rettine site closest to the
perturbed position. This effects the quality attributesaofuracy. Furthermore,
the approach is data-independent, so the client has no wagusing out what
degree of privacy is suitable for a certain position. Thecaumacy problem is
illustrated in Figure 2.5 on the next page.

However, more advanced versions of this apparently inateunethod exists.
One of these iSpaceTwist Without going into too much detail, the idea is to
overcome the inaccuracy aspect by doing K-Nearest Neiglsb@NN) rather
than NN queries. SpaceTwist is constructed so that k is sttagat guarantees
that the actual NN of the client position will be included iretresult. For further
details of this method, see [16].

Despite of the apparent flaw of yielding an inaccurate ansthere are several
positive things about perturbation. Each request to theesé treated as a normal
request, and thereby does not entail any extra communicatierhead. Further-
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O

s5-~~

Figure 2.5: An example of the inaccuracy of the perturbation method.sthmres s1-s5 represent
sites. The filled dot p is the actual client position, p’ is gexturbed position, and v
is the perturbation vector. The darkest filled circle shdvesriearest site to p’ and the
lighter filled circle reveals the actual nearest site.

more it does not require any form of extra computation on #mees. Overall, this
solution is good in terms complexity, flexibility, and seityrbut fails in accuracy.
In the more refined methods such as SpaceTwist, the aspextuiay is coped
with, but this does however also make the solution more cexryaind flexibility

in SpaceTwist is lower as the attributes cannot be changed duery to query.

2.4.2 Cloaked Area

The final way of cloaking the client position, is to hide theums a cloaked area.
The cloaked area should have the attributes that it shouidhpessible for an
adversary to deduct the actual position from the cloaked. afiéhis means that
adding a distance to the point to make out a circle where th@bgosition is the
center of the circle, is not a good choice for the cloaked.area

In the literature different ways of choosing cloaked areagien. In [6] the cloaked
area is represented as a triangle, in [12] as a rectangleng8fas a polygon.

Outside the scope of this project, in [15] a solution whiclswees nothing can
be deducted from the cloaked region in a scenario with cootis queries, is
presented.



2.5 Datastructures

2.5 Datastructures

The last key aspect of the privacy problem, is how the dat&rigtsired on the
server. The simplest solution would be to have a list of &isswithin the space.
However, this is not a very efficient solution when the sehas to process a large
number of queries. Because of this different datastrustare utilized to hold and
maintain the data.

As mentioned in the section on terminology (Section 2.1 ogepd), overall
there are two different approaches to doing this. A dataddent and a data-
independent, where the first takes site data distributiomaccount and the sec-
ond does not.

Data-Independent

The most common data-independent datastructure is a grithelsimplest form

this divides the space into a numberkok A squares called grid cells. In [6] this
simple solution is presented. This solution is based ontheatlient provides the
server with a grid cell rather than an exact position. Theesethen calculates a
result based on the grid cell.

The disadvantage of having a data-independent datasteuistuhat it requires
quite a lot of space, since the same amount of informationoied for empty
areas as for areas with high site density.

Data-Dependent

The advantage of the data-dependent datastructures atkdihao not store a lot
of information about areas with low site density. In commonthese are that
compared to the simple grid, they do not divide the querysp@o squares of the
same size. Instead the space is divided into a number of sludipkfferent size,
the size depending on the site density of the particular. area

In [12] a solution originating in the simple grid is presahteHere a hierarchy
of grids are stored in different levels. The solution is lshea an anonymizer
architecture, and the grid hierarchy is stored at the anagmm How the grid
hierarchy is structured is explained in detail in Secticgh20on page 13.

9
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Another structure is a Voronoi diagram. This is utilized @ 11, 10]. This has
the properties that a polygon is created around each sites pitygon has the
property that all points inside it are guaranteed to havestteeas NN. These
polygons are calledoronoi cells This makes for efficient query processing as a
query of either a point or an area, will return the sites ledah the Voronoi cells
which intersect (or contain) the area or point. An exampla ¥ronoi diagram
can be seen in Figure 2.6.

Figure 2.6: Example Voronoi diagram. The small squares are the sitdseajuieryspace, and the
lines make out the polygons surrounding them. The datdsteibas the property
that all positions inside a polygon have the site in the saohggpn as the NN.

2.6 Main Inspirations

In this section the two main sources of inspiration, usedHersolution described
in the next chapter, will be examined.

2.6.1 SMC Protocol Based Approach

In [6] a solution based on Secure Multi-Party Computatiddabmetry (SMC)
and a Voronoi datastructure is presented. What makes thisydar method in-
teresting is the fact that it is a server based solution. Thans that the server

10
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\AA

23
33 3

(a) Level 1. (b) Level 2. (c) Level 3.
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£\

7

(d) Level 4. (e) Level 5.

Figure 2.7: Different levels in the DAG structure.

asks a series of questions to determine the clients posi##anthe solution is
based on the Voronoi datastructure, this could be done byg#ke client if he is

in every polygon, one at a time. This would however requieedérver to ask
guestions, whereis the number of sites in the queryspace, questions. To ¥vepro
this they added a datastructure on top on the Voronoi diagi@ms structure is
called Directed Acyclic Graph (DAG) and is explained in [9].

To build the DAG on top of the Voronoi diagram, the Voronoi gliam has to
be triangulated, and a bounding triangle has to be createldenwvhis is done,
the DAG can be built. An example of how a DAG is build, can bensieeFig-
ure 2.7 and 2.8 on the following page. The DAG is constructetbim up, starting
with the finest granularity of triangles (Figure 2.7(e)).XNevertices with a high
number of edges are removed along with the outgoing edgas.isTione while
making sure that both vertices of an edge are not removee sathe time. Next,
the polygons which are not triangles and triangulated agaid then we have a
new level (Figure 2.7(d)). This is done until only the bourgliriangle remains
(Figure 2.7(a)). Then the edges of the DAG are added. Thigrie #hy adding an
edge from level to leveli + 1 whenever the triangle of leveintersects a triangle
of leveli+ 1. The DAG will end up looking like a tree (Figure 2.8 on thddaling

page).

The method of [6] is based on starting from the top level andkimg the way
down the tree. This is done by determining whether the clginta certain trian-

11
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1 42 43 44 45 46 47 48
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Figure 2.8: The DAG structure.

gle. To answer the question of whether the client is locateddertain triangle, a
SMC protocol is utilized. This protocol is described in distan [5]. Doing this
has the property that the client will not be able to deductlang about the tri-
angle, and the server will not be able to deduct anything athe@uposition of the
client. This process goes on until a triangle which is tgtaiclosed in a Voronoi
cell is found. The server then returns the site of this Voraed to the client, and
the client is then guaranteed that this site is NN.

Discussion

The main problem with the SMC based approach is that theréotscd commu-
nication between client and server. This is due to seveesams. First reason
is that the DAG structure has the problem that a trianglevellecan be linked
with more than one site on level 1. This means that a client might answere
to being in more than one site on a level in the hierarchy.Heunore, the SMC
protocol needs more than oneguest-replypair to figure out if the client is in a
certain triangle. This is even though there is not really hagm in letting the
client know which triangle the server is testing, i.e., tisonsidered a pointless
communication overhead.

In terms of quality attributes this solution provides botghhand low security.

12
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High, as provided by the SMC protocol. Low, as the method aplyes to a halt
when a triangle at the lowest level of the hierarchy is redchEnis might be a
very small area, hence the degree of spatial privacy camheeery low.

As there is no way of providing a minimum area cloaked areaHerclient, or
any other parameters, flexibility is considered low. Comipyeof the solution is
high with respects to the SMC protocol, but low in terms of ¢a&ulation done
at the client. The client basically just needs to initiataiany, and answer a series
of boolean questions. With regards to the last qualitylaite of accuracy, the
solution only returns one site, which is guaranteed to be NN.

2.6.2 The Casper Framework

The Casper framework [12] presents a solution to the priyaoplem which is
based on k-anonymity, a data-dependent datastructurethenanonymizer ar-
chitecture. In this framework the anonymizer keeps tracklbfhe users of the
system. The datastructure which is utilized is a hierardtyriols. The top level
contains the entire space. The second level is divided ouo $quares, and on
the next level each of these are divided into four squared saron. Level al-
ways has four times the amount of square in lével. Actually squares are only
created is it is needed, so if a square only contains oneiiist not necessary
to divide the square at the next level. This also has thetetffiat squares can be
empty. An example of a grid hierarchy with four level is showrigure 2.9 on
the next page. The squares of all the levels are indexed isdime hash-table,
which is located on the anonymizer.

Another interesting aspect of the framework is the way omecedculate the area
surrounding the square in which the client is located, whaiehcandidates to be
NNs to all points within the square. The area is calledektended area.

Calculating Extended Area

As the solution is based on a grid, a way of finding the sma#lesa in which NN
might be located is presented. This is divided into four stepd these are shown
in Figure 2.10 on page 16.

Step 1 The first step is to find the sites nearest to each of the fourecsrof the
client square. These sites are called filter sites, and area#;, f;, fs,

13
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(a) Level 0. (b) Level 1.

(c) Level 2. (d) Level 3.

Figure 2.9: An example of a four level grid hierarchy in the Casper framdw The grayed out
areas contain only one point, and do therefore not need tartieef divided in the
next level. The dashed out areas, are areas which do notfexist the following
level.

andf4. These correspond to the cornegscy, c3, andcs. This is shown in
Figure 2.10(a) on page 16.

Step 2 In this step we want to find the pointj on each lines; (the line between
¢ andc;j), which divides the line into two segmentsn; andmjcj. The
idea is to do it so that each point in the first segment hass it's nearest
filter site, and the second segment ligas it's nearest filter site. If the two
cornersc; andcj has the same filter site (i.€f,= fj), the pointm;j does not
exist as all points on ling;j havef; as the nearest filter site. If the two filter
sites are not identical, we find; by having a lind_j; between the two filter
sitesfj and fj. The lineR; is then plotted. This has the properties that it's
intersection divide4 s into two equally long line segments, and that it is
orthogonal td_jj. Rj’'s intersection withg; is the pointmj. This is shown
in Figure 2.10(b) on page 16.

Step 3 In this step we calculate the extended area. We want to fintathest
distance of any point og;j to it’s nearest filter site. Only three points need

14
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to be examine. These aog cj, andm;j. We want to find the largest of
these distances, being the length of the segnwits; f;, andmj fi. In the
case wherd; = f; the length ofm; fi equals 0. The area is then extended
with the maximum of these three distances in direcggn This is shown

in Figure 2.10(c) on the next page.

Step 4 In this final step, all the sites within the extended area dded to the

candidate list, and then these are sent to the client. Tkatcotian then
perform NN search.

The calculation of the extended area is formalized in Alidponi 2.1.

Algorithm 2.1 FindExtended Are@)

Require: A: The square in which the client is located.
1: Aeyxt is the extended area and is initially setXo
2: forall ¢iin Ado

3: fj < the nearest site tq

4: end for

5: for all edge g =cic; of Ado

6: If fi== fj then

7: mij 0

8: else

o: Lij is a line connectind; and f;

10: Rj is a line that splitdj; into two segments of equal length and is or-

thogonal tol;

11: mij is the intersection betwed®); ande;j
12:  endif

13:  dm < Lengti{m; fi) = Lengti{m;; f;)

14:  d; — LengtHcif;)
15:  dj < Lengthc;fj)
16:  dmax<— MAX(dm,d;,d;)
17:  ExpandAex by distancedmaxin cicj direction
18: end for

19: return  Aext

The last interesting thing about the Casper framework, as tihey introduce a
flexible way in which the client can change the privacy sgtin

15
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Figure 2.10: The four steps in calculated the extended area which camicocdndidate sites.

Privacy Model

In the framework, the concept of a privacy model is introdli€ee settings of this
model are stored at the anonymizer. They can however be eddngthe client
at any time (except in the middle of an ongoing query), andhloeel therefore
enhances the quality attribute of flexibility. In this satut the privacy model lets
the client specify a minimum cloaked area. This area is s&med as a rectangle.
The privacy model is also where k-anonymity is introducetie Tser is able to
set among how many (k-1) other users he wants to be indisshgble.

Discussion

The Casper framework has a lot of interesting aspects. Ilticpkar in terms
of flexibility as the client is able to change the privacy isgf$ at any time. In
terms of security the solution is based on an anonymizertwim the scope of
this project is considered an unnecessary risk, theredgigge lower security.

16



2.7 Problem Statement

With the proposed method of calculating the extended aneahich NNs can be
located, the accuracy is high. In terms of complexity theigoh has a very thin
client, but this is mainly due to the fact that the anonymarehitecture is used.

2.7 Problem Statement

In relation to the different aspects of the privacy problerm will now explain how
the four quality attributes should be supported in out sotutThey are specified
in prioritized order.

Security Privacy of the client. The solution has to provide the sewién as little
information as possible. Also no parties besides the céiedtserver should
be involved, i.e. an anonymizer architecture is out of thestjon.

Flexibility Defined as being able to adjust privacy settings from quenyuery.
More specific the client needs to be able to control how muchmeanica-
tion is allowed between itself and the server. Furthermioeectient has to
be able to specify a minimum cloaked area.

Complexity The complexity of the solution. Here the client should betlagp
thin (i.e. simple) as possible, leaving most of the cald¢afato the server.
The server should furthermore be able to do as much caloolaffline as
possible.

Accuracy Defined as the accuracy of the query answer. This should Iteilig
the sense that the client is able to obtain the exact answer.

The above can also summed up in the following demands:

e Third parties have to be eliminated.

e The client has to be able to control how much communicaticallsved
between client and server.

The client has to be able to specify a minimum cloaked area.

The client request should give an exact answer.

The client should always get an answer. This has higheripyribian ensur-
ing that communication is kept to a minimum.
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e The client should be a thin client, and leave most calcutatio the server.
e The server should be able to do as much calculation as pessitiine.

e The solution should explore the differences between depeident and
data-independent datastructures.

18



CHAPTER 3

Solution

The following chapter describes the solution developedtiis project. The solu-
tion is based on the analysis - more specific, the problerarsgit - of the previ-
ous chapter. Two solutions will be developed. One based ataiddependent
datastructure and one on a data-dependent datastruchegb®dth have to adhere
to the following common interface.

3.1 Common Interface

As stated in the problem statement in Section 2.7 on pagéé&zlient has to be
able to control the amount of communication units used aadtimimum cloaked
area. Furthermore, this has to be damethe fly i.e., the client has to have the
possibility to change these settings from one query to the. n€his is made
possible using the following interface of which both methbédve to adhere:

Input: m Maxi mum conmmuni cation
a: M ninum cl oaked area
Qut put: Nearest site

Interface Query(m a)

In this interfaceMaximum communicatios defined as how many communication
units are allowed to take place. The parameter is an positieger. In this context
communication covers both the size of the data set beingrrdated as well as
the amount of request-reply pairs. The two are defined asvsl|
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Request-reply pair Defined as one request from the server or client, plus the
resulting reply. Uses 2 communication units.

Candidate list The number of elements being transmitted in the candidste li
Each element uses 1 communication unit.

Minimum cloaked are#& defined as the acreage of the cloaked area. The unit of
measurement has to be the same as the unit of measuremeetaqidhyspace.
This is also a positive integer.

With the two above parameters specified, the overall godlisinterface is to get
a candidate list without using more than the specified magirmammunication,

and without revealing more about the client position thangpecified minimum

cloaked area. We therefore want a candidate list sent tdire as soon and the
above can be satisfied. We call such a stegatssfactory state

The interface itself should be implemented in the clienisThbecause we do not
want the server to know neither the remaining communicaitits, or the min-
imum cloaked area. The client therefore has to keep trackeofwo parameters
and never make the server aware of the these.

Sometimes a satisfactory state is never reached. An exaspplaen the value of
maximum communication units is smaller than the smallestickate list which

can possibly be returned. As stated in the problem stateofi¢éim previous chap-
ter, the need of an answer is regarded higher than the neatidfyshe maximum
communication parameter. We call a state were we are foooexteed maximum
communication state of overflowOnce such a state is reached, the server should
immediately return the candidate list.

3.1.1 Simplification

To simplify the project it is chosen to limit the query spaoeatsquare, so that
width and height are identical. Furthermore it is chosentti@queryspace itself
has to be a square.

In addition, the proposed solutions will only be concernbdu single queries,
and the consequence of continuous queries are out of the stdipis project.
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3.2 Grid Method

3.1.2 Foundation of Methods Developed

As mentioned, two solutions will be developed. These wilbbsed on a number
of request-reply pairs. These will be used to the send thedaf a square and
the number of sites present within the bounds. The clienlistén, based on

the two parameters of the interface, decide when they aresatisfied state, and
when this state is reached the candidate list will be senldetalient.

3.2 Grid Method

The first method developed is based on a data-independeastietture at the
server. Here we choose a very basic grid. In Section 2.5 oe Pathis was
explained. We have identified the problem of such a solutsmesng that instead
of giving away a point, one now had to give away a grid cell,chtwas predefined
at the server. We also saw a solution trying to cope with thedlem by having
different size grids stored at the server. We are howevesaitgfied with leaving
the decision of our minimum cloaked area to be left to the exerinstead we
propose a new solution based on the simplest one level gethglihe one with
only one size grid cells on the server. This new solutioniesgame changes both
on the server and the client.

As explained, there is not much difference between the serteis solution com-
pared to the one in a basic grid approach. This means thatsie thatastructure
is not changed at all. On initialization all sites and disited into the correspond-
ing grid cells based on their position. The size of a %rid etefined as\ x A,
meaning that the entire grid will consist 8eryspacevidth , queryspacevidth ceg,
These different concepts are visualized in Figure 3.1. Tdrarpetei\ is set on
initialization of the server, and is made available to thentl The difference from
this method to the basic grid method, lies in the way the tigable to query the
server.

Instead of querying a single cell, it should be possible tergua range of cells.
When querying a grid cell (or a range of grid cells) it is hoeerot enough to
only include the sites contained in the cells themselvesy Hoextend the area
so that all candidate sites to all points inside the gridsgjismexplained in detall
in Section 2.6.2 on page 13. We here propose a simplificafitims We choose

this even though it compromises the quality attributes cligacy defined in the
previous chapter. We do this as the maximum inaccuracy agively rare. The
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Figure 3.1: A sample grid. The black dots represent sites. The gray sdodhe top left corner
is a grid cell with widthA. The queryspace is the entire grid.

width

X24
(a) The grayed out area repre- (b) Situation showing the
sents the simplified extended worst case scenario of the
area. simplified extended area, in
which the highest inaccuracy

will occur.

Figure 3.2: This figure illustrates the simplification of the extendegkgiand the inaccuracy which
this can yield.

simplification is shown in Figure 3.2.

The simplification includes all points which avédth away from the cloaked
area.widthis the width of the square which consitutes the cloaked ares. can
be seen in Figure 3.2(a). In Figure 3.2(b) the worst caseasers illustrated.
The client is in the bottom corner of the area provided to theey, andx; is
just within width of the extended areaxp, which is the actual closest site, is
located one unit further away thandth. This has the result thaj is exactly the
diagonal of the cloaked area further away tlxanThis entails the an inaccuracy
of v/width? +width? = v/2 x width. The cloaked area with width equalwadth
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does not have to be a single grid cell, but can be composed oy grad cells.
In fact it does not even have to snap to the grid in the firstepldie that case the
server will calculate in which squares the bounds are lacatel do a query on
those, and afterward sort out the sites which are insidedbeds.

A major disadvantage of a grid based approach is that thetdatéure is data-
independent. This means that the amount of informatioredtdoes not differ
much from an empty area to an area with a high density of ditaglation to the
common interface, this is by intuition not good as client migive away a small
cloaked area, even in the cases where a much larger area welddhe same
number of candidate sites. This effect can be seen in Figdre\8e therefore
propose a solution where the client queries areas of deosgesize until a satis-
factory state is reached. Essentially, this means that \weaadextra layer to the
grid method, enabling the queries, rather than the datasteito be independent.

Figure 3.3: Querying the darkest grayed out area will give the sametrasuyjuerying the brighter
grayed out area.

As earlier explained, it is decided that the areas to be gdatiould all be squares
(from now on referred to as querysquares). This is becaugelds the highest
degree of spatial privacy. The list of querysquares sholweys contain and
start with the entire queryspace. This is the case as theeenteryspace might
satisfy the parameters provided to the common interfagsdthas to be included
because as we require that an answer is always provided,f ave somehow
create the squares so that they do not cover all sites of the/space, we are
not sure to get an answer. Furthermore, we want the smadliedtthereby last,
possible querysquare to be determined by the pararveteémum cloaked area
The other querysquares are of siza 2 2K\ wherek is a non-negative increasing
integer (which satisfies Minimum cloaked are22X\ x 2K\ < queryspace). The
guerysquares furthermore has to satisfy the property thetygquare[i] should
always totally encapsulate queryspace[i+1]. If this wasthe case a malicious
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server could obtain more precise information on the locatibthe client than
intended. Formally the server could deduct that the clierst to be located in
querysquar@| N querysquarg — 1|. This effect is shown in Figure 3.4. Further
than this restriction, the querysquares should be createdomly. The pseudo
code for creating the squares can be found in Algorithm 3.1.

Figure 3.4: The bright grayed out areas represent two different quesyss. The client can then

only the located in the intersection between the two repiteskby the dark gray area.

Algorithm 3.1 CreateSquares()

Require: Areamin: Minimum cloaked area.

1:
2:
3:

No aa

guerysquares— initialize array of squares

cell — grid cell containing clients position

minimumArea— create a square éfreayi, Size and enlarge it so that it snaps

to the grid. The square should totally encapsutaié

querysquare] < minimumArea

j < setj to the minimum integer which satisfie\2> minimumAreasize

for i = j until 2A x 2'A > queryspacsizedo
querysquarels — j + 1] «— create 2 x 2\ square encapsulating
querysquarels — jjrandomly The square should also snap to the grid

8: end for

9:
10:
11:

querysquarggjuerysquaresize < queryspacdounds
guerysquareseverse
return querysquares

We now have an array of querysquares where querysquaref@sents the entire
gueryspace and queryspace[size-1], the minimum cloakesl arhese are then
sent to the server in increasing order. Each time the seet@ms the size of the
candidate list of that given querysquare. It is then up toctieant to test whether
or not that size satisfies the paramete@@ximum communicatioand minimum
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area When a satisfactory state is reached, no more querysqaggesent to the
server, and instead the client will issue a request for theidate list of that given
guerysquare. The satisfactory state is reached wheneysizh of the candidate
listis less than or equal to what is left of the communicabadget - 2. The latter
is due to the fact that a request-reply pair is used for theesifor the candidate
list. The pseudo code for this can be seen in the form oGéESitesalgorithm in
Algorithm 3.2.

Algorithm 3.2 GetSitegquerysquares
Require: Conmpax maximum amount of communication allowed.
guerysquaresarray of squares.
ServemumberO f Sitggluerysquarg a function that makes a call to the
Server and returns the number of sitegjuerysquare
ServerSitesirfquerysquarg a function that makes a call to the Server and
return the candidate list of sites querysquare
1: for all querysquaren querysquareslo
2: lastSquare— querysquare
3:  COMmax+ CoMpax— 2
4:  if Servedfsitegquerysquarg < Compax— 2 then
5: return ServerGetSitegquerysquarg
6
7
8

. endif
. end for
. return ServerGetSitesquerysquaresastElement

In the end, the client does NN search on the candidate ligtt®yve the answer
to the query. The entire grid method is shown in Algorithm &8l a simplified
flow of messages can be seen in the sequence diagram of Figure 3

Algorithm 3.3 Grid method
1: querysquares— Client callsCreateSquargs
2: Giist < Client callsGetSitegsquerysquares
3: Client does nearest neighbor searctCpg

3.3 Quadtree Method

Even though we add an extra layer to the grid based approa#ingthe queries
data-dependent, the method is in essence a data-indepesndigion that relies
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Client Server

NumberOfSites(querysquare)

GetSites(querysquare)

Candidate List

Figure 3.5: Sequence diagram of the grid method.
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on a grid datastructure. Because of this we want to develogthad which relies
on a server based data-dependent datastructure. In thesignak found that
the datastructure that gives the highest degree of datandepey is a Voronoi
based graph structure. However the drawbacks of this dataste, in terms of
extra communication and a low degree of spatial privacy,na¢hat we dismiss
this structure. To obtain a high spatial privacy we want acitire which lets
us provide the cloaked area as a square as we do in the grid bapeoach.
Furthermore we want a datastructure which has a numbere@itleand is indexed
in a tree providing the possibility to determine the cloakegh in which the client
is located by a higher and higher accuracy by traversingréee t

What we want is therefore a structure which divides the qgage into squares,
but does so in relation to the density of the sites in diffeagaas. In Section 2.6.1
on page 10 we saw such a structure. This was however not adanc tree
structure. One datastructure which has the same attrilamigéss arranged in a
tree is the quadtree, which has a lot of similarities withgtracture used in [12].
For a detailed look into quadtrees see [7]. To give an ideawfdquadtree works
see Figure 3.6 with a grid view of a quadtree and Figure 3.hienéxt page which
shows the tree representation of a quarter of the grid vieareMpecifically the
bottom-right quarter. A quadtree is a recursive datastrecvhere a quadtree can
have none or exactly four subtrees (some of which may be émptye chosen
version of the quadtree, a quadtree either has no childrércamtain maximum
one site, or a quadtree has four children and no sites.

Figure 3.6: An example quadtree of eight sites number from s1 to s8. Shareas do not contain
any sites, and therefore no information need to be storedtdbe subtree.

A quadtree has some similarities with a grid, as it dividesdheryspace into a
number of squares. The difference lies in the fact that theasg are only as
small as it is required in the specific region. The quadtresésl to store the sites
at the server, and as long as the set of sites remains the baualy has to be
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root

null n42 n43 null

s8

null n432 n433 null

s7 s6

Figure 3.7: Subtree of the forth node of the root of the quadtree in Figuéeon the preceding
page.

calculated once. Efficient methods of adding and removites slo exist [7], but
for this project we assume static site data. Searching atigpeaid done by issuing
arange query Pseudo code for a range query can be seen in Algorithm 3ldeon t
next page.

Even though we dismissed the idea of using the Voronoi bassgghgstructure,
and dismissed using a SMC protocol the idea of this methotllibased on the
overall idea of [6]. This is in the sense that the server sensisries of boolean
requests to the client. This is done by starting at the togl lefithe datastructure
and traversing the tree until a satisfactory state is reche

The server side of this method starts by creating a quadfriwe gite data. How
this is done can be seen in Algorithm 3.5 on the facing page.inAke grid

method, it is however not enough to be able to return the sitélse square in
which the client is located. We also have to include surringndreas which can
contain NNs for the bounds of the square. We do this is the saayeas in the
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Algorithm 3.4 RangeQuery(range)

Require: quadtreeboundsintersectérange): a function that takes a range as

XN RN R

=
= o

input and outputs a boolean representing whether of not theds of the
guadtree intersects with range.
guadtreenumberO f Sitesnumber of sites in the quadtree.
guadtreesubtreessubtrees of the quadtree.
result— initialize result set of points in the range
if quadtreeboundsintersectgrange) then
if quadtreenumberO fSites-= 1 then
resultadd(quadtreesite)
else ifquadtreenumberO fSites- 1 then
for all subtreein quadtreesubstreeslo
resultadd(subtreerangeQueryrange))
end for
end if
end if
return result

grid method (for details see Section 3.2 on page 21).

orithm 3.5 BuildQuadtreéPoints;s;, boundsparent)

Alg
1

Na kR WD

10:
11:
12:

subtrees— null
this.Pointsigt < PointSist
this.bounds— bounds
this.parent<— parent
if Pointsis; is non-Emptythen
Divide bounds into four equally big squares and name th&rh2, b3, b4
Divide Points;g; into four new list called 1,12,13,14 according to in which
of bl — b4 they are located
BuildQuadtreél 1, b1, this)
BuildQuadtre¢l 2, b2,this)
BuildQuadtre¢l 3, b3,this)
BuildQuadtreél 4, b4, this)
end if

For each square sent to the client, all possible NN have teddaded. This is
done with arangeQueryon the extended area.

Opposed to the grid method the client does not need to do &pyquressing. The
client simply initiates a query by sending a query requetitécserver. The server
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then starts traversing the quadtree from the top. It dossthiasking the client
whether he is in the bounds of the quadtree.

Earlier in this section we mentioned that the server issoetelan requests. This
is not exactly true as this would not enable the client to ieifity control the
two parameters of the common interface. When queried tleatatian be in the
following situations:

1. Client position is not in the quadtree.

2. Client position is in the quadtree, quadtree contairesshiut a satisfactory
state is not reached.

3. Client position is in the quadtree, quadtree contairessand a satisfactory
state is reached.

4. Minimum cloaked area is larger than quadtree.

To be able to communicate this back to the server an enumasecevhich can
have the following values (the parenthesized number inesocahich of the above
situations this refers to) and should yield the specifietbaain the server:

NO (1) Proceed by querying siblings.
YES (2) Proceed by querying children.

RESULT (3,4) Proceed by requesting the candidate list of the gaadtom the
server.

The pseudo code for the server’s querying can be seen ini&lgo8.6 on page 32.
The pseudo code for whenever the server queries the cliartteaeen in Algo-
rithm 3.7 on page 33.

The entire method is written in pseudo code in Algorithm 318page 33, and
the simplified flow of request-replies can be seen in the semudiagram of Fig-
ure 3.8 on the next page.
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Client Server

Initialize Query

Figure 3.8: Sequence diagram of the quadtree method.
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Algorithm 3.6 FindRegioriquadtree
Require: quadtreesubtree Returns the subtrees qtiadtree
guadtreetsites Returns the number of sites in the subtree.
guadtreeparent Returns the quadtree which is the parenqoédtree
guadtreesites Return the sites iquadtree
ReplyEnum=Y ESNO,RESULT An enum which represent client answers.
guadtreebounds returns the bounds of the quadtree.
Client.IsIn(): A call to the client which return eplyEnum
1. if quadtreesubtrees== null then
2. if quadtreetfsites> 0 then
3 return quadtreesites
4: else
5: return quadtreeparentsites
6
7
8
9

. endif
- end if
. for all subtreen quadtreedo
ClientReply— Client.IsIn(subtreeboundssubtreefsites
10: if ClientReply==Y ESthen
11: FindRegiorisubtreg

12: break{Client can only be in one subtree}
13: else ifClientReply== RESULTthen

14: return subtreesites

15:  endif

16: end for

3.4 K-Anonymity

The two solutions presented offer some user defined degreevaty. The two

methods have that in common that the cloaked area they mavalsquare. This
Is not necessary a bad thing as it gives a high degree of kpatiacy, but having

more than one of these square areas as the cloaked areawiligpiadditional

privacy. We want to do this by introducing k-anonymity in timethods. Earlier
this was defined as having k points with the client position¢pene of them, and
making this position indistinguishable among the k pointsrf the server’s point
of view. Usually when talking about k-anonymity, the k-1 etlpositions are other
users (e.g. in the Casper framework [12]), which are thenennadistinguishable
by an anonymizer. In this project we do not use an anonymsethese k-1
points have to be created by the client itself. We do this leating k-1 random
points. This does however present a new problem, which williscussed in the
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Algorithm 3.7 IsIn(bounds#sites
Require: Areanin: Minimum cloaked area.
COMmnax Maximum communication.
ReplyEnum=Y ESNO,RESULT An enum which represent client answers.
ClientLocation Location of the client.
boundscontainglocation): A function that takes #ocationa return if it is
within bounds
1: CoMpax+— COMmpax— 2
2: if boundscontaingClientLocatior) then
3:  if #sites< Commax— 2 then
4 return RESULT
5 else
6
7
8
9

return YES
end if
. else
return NO
10: end if

Algorithm 3.8 Quadtree method
1: quadtree— Server call8uildQuadtreéPoints;s;, boundsnull)
2. Client initializes the query by sending a request to theeserv
3: Cjist < Server call&indRegioriquadtreg
4: Server send€is; to client
5: Client does nearest neighbor searctCpg

following section.

3.4.1 Levels of K-Anonymity

Imagine that a client is stationary and makes a large numbgueries over a
short amount of time. If the k-1 positions are created rangdan each request it
might become apparent for an adversary that one of the posistay the same.
The lower k is, the more this will show. Due to this we propdse following
levels of k-anonymity:

Level 1 The k-1 positions are created at random within the queryespaceach
query.
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Level 2 The k-1 are created at the initialization of the client, amel ¢tlient posi-
tions actual movement is mimiced in each of the fake posstion

Level 3 The k-1 are created at the initialization of the client. Takef positions
move according to a random pattern of movement. This patbéght be a
person or a cars movement in terms of velocity and acceberétiepending
on the domain of application). To make this possible thentls&so has to
keep track of the time between each issued query.

Level 4 As in level 3, but with the addition of map topology. This midie a
2D map including information on how hard (if not impossibée) area is
to cross. In addition this map could also include 3D inforioratsuch as
height.

Adding a k-anonymity layer on top of the developed methodgl@obviously not

just be having a cloaked region plus k-1 points, and the advemwould know that
the client is not in any of the points. The client will have &elp the information of
all k points and treat them each as the real location in eactacbwith the server.
This entails a requirement for some modifications to the talatens presented
earlier in this chapter.

As stated earlier, in this report we are only concerned withle queries and a
Level 1 k-anonymity is therefore sufficient, and this wiletiefore be examined
further. If we were to introduce Level 2 and 3 k-anonymityistivould only
entail changes at the client as it at most needs to know hunoaement patterns.
Having Level 4 k-anonymity would require some additionaintounication with
the server as map topology has to be communicated from tiaergerthe client.

Before we take a look at how we can add k-anonymity to the mwisf we have
to figure our how we interpret the common interface in thistern

3.4.2 Common Interface and K-Anonymity

In the common interface we defined the two variales<imum communication
andMinimum cloaked arealn order to make sense of adding k-anonymity we
have to figure out exactly how these are interpreted in thidecd. There are
basically two ways of doing this, either dividing or mulypig by k. These two
interpretations will now be discussed.

34



3.4 K-Anonymity

Dividing by K

The first possibility is to divide the parameters by k, so #aath of the k-positions
gets an equal share in both communication and minimum ark#. mMeans that
minimum cloaked has to be smaller than or equal to the suntbtidaked areas,
Areanin < Sk Area and that maximum communication allowed is the communi-
cation used by all k position§,0mmax < Sk Comy. Strictly speaking dividing by
k is the solution that adheres to the common interface theé,mesesults from this
method would be directly comparable to the two methods wittkeanonymity.
However having a large k might entail a scheme that is moraleéqunforming
the server of k points, than that of k areas. This is illustlah the Figure 3.10
where Kk is high. This is in contrast to what would happen witbvak, illustrated
in Figure 3.9.

Figure 3.9: Cloaked areas in the divide by k scheme, with a low k.

Figure 3.10: Cloaked areas in the divide by k scheme, with a high k.

When doing so one might end up in a situation where all thekeldareas line up
in some way. An example of this can be seen in Figure 3.11 ofotlogving page
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where all the cloaked areas are one a line. This will yieldnadegree of spatial
privacy. However, if k is high enough and the pseudo randonegeor is good
enough this should rarely be a problem.

Figure 3.11: Situation where the k cloaked areas are on a line. k = 5.

Multiplying by K

The second possibility is to interpret the parameters as isl@lowed to be used
by each of the k positions. This will eliminate the problemiveee in thedivide by
k scenario with having very small areas. However this apgrodt also make it
hard to compare the k-anonymity implementations of the commterface with
other implementations.

As explained there are drawbacks of both multiplying anddilng by k when
interpreting the parameters of the common interface todagmity. However
it does make the most sense to use the divide by k approachsamndkes the
implementation more comparable to other implementatidhgs especially goes
for the maximum communication parameter, as it is our maat khkanonymity
solutions are not allowed more communication than othehous. Regarding
the minimum cloaked area, this can more freely be intergrbtethe different
clients, so that the possibility of having a lot of very snaatbas for large ks can
be avoided. One should however also keep in mind that haviagga cloaked
area (connected or not) yield a higher possibility to reastate of overflow. In the
further examination we presume that maximum communicasialways divided
by k.

Another thing worth examining is how the k queries shoulddreied out. Should
they be separate with a query for each of the k positions arldhiibey be bundled.
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Separate Queries

This is simplest of the two ways of querying. Here no modifaato the methods
have to be provided. The client simply issues a separatey doeeach of the k

points. This will be more costly in terms of communicatios,this requires that
k is strictly divided into k pieces all of sizRCompax = %Comnax. For a large

value of k this might result is each of the k queries reachistage of overflow,

all returning all sites within the queryspace. The loweryhkie of k, the lower

the possibility of reaching this state becomes. Still, ¢heain be a lot of wasted
communication in querying the same cloaked areas. Thisigdise in the two
methods described earlier in this chapter. They both stantemuesting the num-
ber of sites in the entire queryspace. In k separate qudriegdgquest would

therefore be issued k times. However, there is also an aayartf having sepa-
rate queries. The server has no idea that it is indeed the danethat issues all
the requests. This is opposed to bundled queries.

Bundled Queries

In bundled queries we bundle the information of all k posi§ian one query to the
server. At the very least this avoids spending k commurdoabin initialization
and the final delivery of the candidate list. This does alsecehibe disadvantage
that the server knows that a certain client is in one of theditfmms. In relation to
the two methods described earlier in this chapter, one walslulbe able to avoid
guerying the same cloaked area more than once.

Once again there are pros and cons of each method. If oneez@ate queries
only small changes has to be made, and they all have to be nmatte @lient.
Here the client would have to issue the k queries and therclsdar the NN
among the k result sets. Due to this, what is further examinehis chapter is
how to modify the two proposed solutions to include k-anoitymwith bundled
queries.

3.4.3 Modifications to Grid Method

As explained, we want to add k-anonymity to the grid methadgibundling. As
the areas queried in the grid method are chosen by the cts®it, irather than
the server, this is where we want to do the modification. bubtef having an
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single square we want a list of k squares. Further more itdégded to divide the
minimum cloaked area, so that the sum of all the squares vadoiastitute cloaked
areas in a query is greater than or equal to the minimum ctbakesa.

In the grid method without k-anonymity, we create an arrayqoérysquares,
where the first and biggest one is the bounds of the queryspatehe small-
est one is the minimum area (actually the minimum area smhppéhe grid).
These are then sent to the server one by one in decreasing\deeere propose
to convert this in a rather naive way by creating a list of krggguares for each
place in the original querysquares array. Each querysdundhne list of k squares
should be created exactly as they are in the grid method utitk@nonymity,
with one exception.

The first thing to do is to create the list which should be last m the array. In
this step we do not want to send identical or overlappingygerares. To ensure
this, for each position in the array, we create a square dfrtef the k positions.
We then loop through the remaining points to see if any ofdlege contained in
the same square. For all the positions where that is the w&sdp not create an
additional square. We however still have to make sure tleastim of the squares
is never smaller than minimum cloaked area. If this is the tas list the squares
are expanded in some arbitrary way while still holding thepshof a square. Still,
this has to be done without making overlapping squares.

The next thing to do is to create the other list of squareseratinay. This is done
identical to the method without k-anonymity. We here dowalémuares to overlap,
and we therefore will end up all lists being the same size Jabeone actually
having a list of identical squares. In this solution we ledvg to the server to
figure out which squares are identical. We do realize thatdbuld be optimized,
but as the main scope is not k-anonymity, we will only make mmm@nt on how
this could probably be done. Just as in the first list we cteate can imagine
that the same could be done to see if a small square is codiaiadarger square.
To further optimize this, one could imagine that it is possio find an algorithm
that would create big squares encapsulatingsmaller squares, where< m.

Other than the creating of the square we need to modify thvesso that it takes
an array of querysquare lists rather than an array of quaaysg. As this can
be done by doing the same as the server does in the formeitmsanethod by
looping through the querysquares in each request, thisnsidered trivial, and
will not be examined further.
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3.4.4 Modifications to Quadtree Method

Opposed to the grid method the quadtree method is based oth¢hserver has
control over which areas are queried at a certain time. Tleigns that we cannot
modify the squares which are queried, as the server only &ilogvreplies it gets
from thelsIn queries. As k-anonymity is not the main scope of this progect in
realization that it would require a lot of work to get the gtrad method efficiently
with bundled queries, we propose that adding k-anonymitiiéaqquadtree should
be done using single queries for each of the k-positionss $iould be done with
the parameters minimum cloaked area and maximum commiondabth set to
% of the original value. The client should then discard all #mswers but the
one concerning the true client position, and should do NNhencandidate list
retrieved from that query.
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CHAPTER 4

Test

This chapter describes the testing of the proposed solutdmwant to test how
the two solutions perform in terms of how much communicaisomsed with dif-
ferent settings of the parameters of the common interfate mMain purpose is
to see how data-dependency effects the test output. Theechaitl furthermore
include implementation details of the solution, a testgetLdiscussion of expec-
tations to the tests, test results, and in the end a discueéitie results.

In terms of what the results of these experiments can be caupa, the answer
is none. What we have proposed in this report is a solutiorchvis based on a
common interface, which is not seen before with the requaresistated in the
problem statement in Section 2.7 on page 17. The most sithilag was seen in
[12], but as it was based on a different architecture, this ta® not comparable.
We therefore only compare the test results internally.

4.1 Implementation Details

This section will discuss the implementation details oftdst. This will include a
description of the environment, the limitations of thisafie implementation, and
how the implementation differs from the design proposethedolution chapter.

4.1.1 Environment

This will explain the details of the hardware and softwareimment in which
the tests were performed.
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Hardware

The tests were carried out on an IBM R50 ThinkPad, type 18287

e Pentium M 1.5 GHz
e 512 MB RAM

e Windows XP Professional

For a full specification see [4].

Software

The implementation was done using thdipselntegrated Development Environment
(IDE) version 3.3 (for details see [3]). The test impleméntawas compiled and

run usingJdava SE gsee [1]). Furthermore a 3rd party package was used to cre-
ate the Zipf distribution (explained in Section 4.2.1 on@d§). This package is
calledColt (see [2]), and contains a lot of functionality for scientdied technical
computing in Java.

4.1.2 Changes from Design

To implement the solutions presented, some changes andiatexihad to be
made. This was done to make the implementation more praatickrealistic.

Quadtree

The main problem with the quadtree solution proposed, wasttimcludes a lot of
recursion. The datastructure is in itself recursive, amdallyorithms used are re-
cursive as well. In an implementation this presents a prolale a lot of recursive
calls might lead to a stack overflow. In the quadtree we calBhildQuadtree
(Algorithm 3.5 on page 29) recursively until each site isiput's own node. If the
distance between the points is close to zero, the numbecofgige calls on the
stack is close to infinity (if the points are identical, i#hg distance between them

42



4.1 Implementation Details

is zero, we have another problem which we will deal with [ater an implemen-
tation we do however have a discrete space, and therefor@ienom possible
distance between two points. This can however still leadsimek overflow.

Instead of pushing the recursive calls on the stack, we m®paosolution where
a queue is utilized in place of the stack. This is however o@gessary when
we need to examine more than one subtree of the quadtreeydrithims such as
FindRegion(Algorithm 3.6 on page 32), only one subtree needs to be bm-exa
ined. The same approach can however still be used to avaidsien.

In Listing 4.1, the test implementation source cod&ahgeQueryAlgorithm 3.4
on page 29) is shown. This is implemented iterative, i.etheut recursion, op-
posite to the pseudo code version.

1 | public Vector <MultiplePoint> rangeQuery(Rectangle range) {
2 Li nkedLi st <Quadtree> queue = new LinkedList <Quadtree>();
3 Vector <Mul ti pl ePoint > containedPoints = new Vector <Mul tiplePoint>();
4

5 queue. add(this);

6 whi | e(! queue. i sEmpty()) {

7 Quadtree tree = queue.poll ();

8 if(tree.getSubtrees() !=null) {

9 for(Quadtree subtree: tree.getSubtrees()) {

10 if(range.intersects(subtree.getBounds()) {

11 queue. add(subtree);

12 }

13 }

14

15 el se {

16 if(tree.getPoints().size() > 0) {

17 for(MultiplePoint mp: tree.getPoints()) {

18 if(range.contains(mp.getPoint()) {

19 cont ai nedPoi nts. add(m);

20 }

21 }

22 }

23 }

24 }

25 return containedPoints;

26 |}

Listing 4.1: RangeQuery implemented in Java without recursion.

In line 2 the queue is initialized aslankedLi st of Quadt r ees. This collection
is used as it has methods for both queue and stack opera@uesie operations
areadd( obj ect) andpol | (obj ect), which adds an object (of clagsadt r ee)
to the end of the list and removes and returns the first oljespectively. Stack
operations ar@ush(val ue) andpop(val ue), which puts a value in beginning
of the list and removes and returns the first object, resgaygti This means that
the behavior of the list can easily be changed from a queuestack. In other
word, utilizing a queue yields a breath-first approach, atilzing a stack yields
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a depth-first approach. As recursion uses the program stititiking the stack
behavior would do the exact same thing as a recursive cadl. dostead we use
the queue behavior. In line 5 the top level of the quadtrealded. In line 6 a
while loop starts running until the queue is empty. We thenljrie 7, poll an
element from the queue, and if the quadtree of the curremt h@as subtrees, we
add the subtrees which intersect the paramedege to the queue (lines 8-14).
If the quadtree does not have any subtrees, we return théspafithe quadtree
which are contained inange (lines 15-23). Finally in line 25, we return the result.

As explained in the above the solution, we are also presenitida problem in
case two or more points are identical. In real life this migétthe case if sites
represent stores. Depending on the measurement unit ofthesdt, two stores
might be located on the same coordinate. This could e.g. ballaVde therefore
have to take make sure that the quadtree can be construetedet two identical
sites. If we use the pseudo code version from Algorithm 3.page 29, we will
end up in an infinite loop, where the quadtree is looking fouadiree in which
the two points are located in two different subtrees. To évbis we add some
additional information to a point. Besides having a pointitwo dimensional
space (represented by two coordinates), we add the numbmrcafrences to
the point. When constructing the tree, the algorithm wiglaed this as a single
point. However, we need to remember to count the all occue=iof the point,
when returning a candidate list to the client. If this is nohd we will end up
in with a case where the total number of sites in the data debeviess than the
original data set. In essence, this means that a single igeadbw can hold an
infinite number of points, but now this is not a problem. Onglmiencounter a
problem when adding meta-data to the sites, stgre nameopening hoursetc.
However, this is outside the scope of this project, so wediglfegard this. In the
test implementation, the point with number of occurrenseepresented as the
Miul ti pl ePoi nt class used in Listing 4.1 on the preceding page.

Simplification

We want to make the implementation rather simple, so we wilfgwer points of
error. To do this, we choose to make the experiments withithplgied extended
area (explained in Section 3.2 on page 21).
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Data Sets and Queryspace

Later, in Section 4.2.1 on the following page, we will deberthe different data
sets and how they will be used . We based our choice of numtstesfand the
size of the queryspace, on the real life data set which iscxpately 120,000
points, within a space of, 000, 000x 1,000 000 possible locations.

4.1.3 Limitations

As the main aim of these tests were to examine the commuaoitasied, and not
performance in terms of seconds, no time is spent on optgittie internals of

the different methods. Furthermore, nothing is done to ntla&elatastructures in
each of the solutions persistent. l.e. they should only Ip¢ ikememory. In addi-

tion we do not want to use time on optimizing things such assgansumption
and operations on lists, etc.

In regards to the use of Java, we want to run the Java VirtuahMe with stan-
dard parameters. After implementing the tests, the choreastioned above led
to a number of limitations.

Quadtree

Earlier in this chapter we mentioned that the we might getrg kiggh number of
recursive calls on the stack. We also presented a solutiobovichis can be fixed.
Even with our limitation of the queryspace and the data feitswill still lead to a
situation where at least 120,000 nodes of the quadtree bawe dreated, as only
one point can be stored in each. Furthermore, 120,000 ophgsents the leaf
levels of the entire tree, so actually we store more thanQEDgquadtree. This
will often lead to a heap overflow. To avoid this we allow up @dJoints in each
leaf-node. In addition we want to treat identical points as.o

Grid

As we have a space of @00,000x 1,000,000 possible points, the maximum
number of grid cells would be 18 As each cell holds a list of points, and some
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additional information, having 28 grid cells also quickly leads to a heap over-
flow. Using experiments, an appropriate size of the gridsceths found to be
1,000x 1,000 points, leaving us with,D00x 1,000 grid cells.

K-Anonymity

As mentioned in the solution chapter, k-anonymity is not itien goal of this
project, so we chose not to experiment with this.

4.2 Test Configuration

This section describes the details of the data sets use itresiis. Furthermore,
the specific tests are specified.

4.2.1 Data Sets

We want to test the solutions with three different kinds ofadsets of approxi-
mately the same number of sites:

Real World Data set A data set of postal addresses in the three metropolitan ar-
eas of New York, Philadelphia and Boston in the North EasthefW.S.
[13]. Contains 123,593 sites. Depicted in Figure 4.1 on tad page.

Uniform Distribution Randomly created uniform distribution with 120,000 sites.
Depicted in Figure 4.2 on page 48.

Zipf Distribution( p) Randomly created Zipf distribution [14], with the skew pa-
rametep. Also with 120,000 points. The distribution will be createidh

p=11121314151617181920

The distribution is often used in the testing spatial datakgrithms. This
is due to the fact that it is a distribution with a variable aEgof skew.
Zipf distributions with skew factor 1.1 and 1.7 can be seefkigure 4.3
on page 48 and 4.4 on page 49, respectively. The reason tratdbes
not seem to be a lot of points in Figure 4.4, is because mogteshtare
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concentrated around, 0). The remaining Zipf distributions can be seen in
Appendix A on page 71.

Real world data

1e+006 . . . .
800000 .
]
£ 600000 |- .
c
=
o
3
S 400000 .
200000 .
o 1 1 1 1
0 200000 400000 600000 800000  1e+006

X coordinate

Figure 4.1: Real world data set containing 123,593 postal addressesseted as points.

4.2.2 Client Position

In order to make useful results we want to have more than ot gloint position.
For each test we use the same 100 evenly distributed clieery quoints. The
result is then the average of the test results from quenhedglO0 points. The
client positions can be seen in Figure 4.5 on page 49.

4.2.3 Test Configurations

The overall goal is to test how different things affect thenoounication used.
This should be done testing the different variables. In tigethis should result in
a graph for each test.
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Uniform distribution

1e+006

800000

600000

y coordinate

400000

200000

400000 600000 800000 1e+006
x coordinate

0 200000

Figure 4.2: Uniform distribution containing 120,000 points.

Zipf distribution, skew factor = 1.1
1e+006 - T T T T

800000

T

600000 F ]

y coordinate

400000

oD Eetatsnrion
1

200000 F

0 200000 400000 600000 800000 1e+006
x coordinate

Figure 4.3: Zipf distribution with skew factor 1.1, containing 120,000ints.
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Zipf distribution, skew factor = 1.7
1e+006 T T T T

800000

600000

y coordinate

400000

200000

0 1 1 1 1
0 200000 400000 600000 800000 1e+006

X coordinate

Figure 4.4: Zipf distribution with skew factor 1.7, containing 120,000ints.

Client positions
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Figure 4.5: The 100 client positions of which the average resulted véllbked.
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Test 1

This test will determine the relation between the maximumicmnication and
the communication used. It will do this with minimum cloakagka set to two
different values, being: 1 and 10IDC.

The test is carried out on all data sets, each resulting iphgrWe will do two
skew factors of the Zipf distribution, these are 1.1 and 1.7.

X: Maximum communication

y: Communication units used

Test 2

This test will determine the relation between the parameti&imum cloaked
area, and the amount of communication used. The maximum concation is
set to two different values, being: 3W0 and 5000.

The test is carried out in the same way as Test 1. The parasretedefined as:

X: Minimum cloaked area

y: Communication units used

Test 3

The purpose of this test is to examine how different valuethefskew factop
in the Zipf distribution affects the communication usedeMalues of maximum
communication and minimum cloaked area are set to two éifiteralues for each
of the solutions. These two sets are as follows:

(maximum communication, minimum area) = (40,000, 1)

(maximum communication, minimum area) = (5,000, 200,000?)

These four result sets has to be depicted in the same graptparameters are:
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x: pinZipf(p)

y: Communication units used

4.3 Test Expectations

Our expectations of the tests are based on an idea that usiatpadependent
structure should perform better in distributions with athgkew. I.e., perform
better when the distribution of points is very uneven thioaug the queryspace.
It is apparent from the description of the two methods thatghadtree requires
more communication to get to the square (bounds of a quadtreghich the
client is located, compared to the grid method which alwagtdg a square in
which this property is satisfied. We do however expect thieince to be more
than evened out with the benefit of constructing the datetstre based on the
density of points in a certain area. In relation to the ddfdrdata sets, we would
expect the algorithms to perform as follows:

Uniform distribution We expect the algorithms to perform very similar, with a
minor advantage to the grid method over the quadtree metaseldbon the
lower communication between client and server.

Zipf Distributions The higher the skew of the distribution, the better we would
expect the quadtree method to perform compared to the gridade

Real World Data Set As the density of sites vary in different areas of the querys-
pace, we will once again expect the quadtree method to datpethe grid
method.

4.4 Test Results

The following section contains the test results.

441 Testl

The following contains the test results from testilenotes the quadtree method,
andg the grid method. The sub scripted numbers represent theiti@ceat values
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the minimum cloaked area parameter have been set to. Inabésitis defined as
follows:

1. Minimum cloaked area =1

2. Minimum cloaked area = 10000?

An additional line has been added. This is the straight lileis represents the
maximum communication allowed. This mean that when evenaii over this
line, the method has overflown.

Real World Data

The graph for the real world data set can be seen in Figurelé® graph shows

Data Set: Real world data
40000 T T T T T T T

35000

30000

25000

20000

15000

Coomunication units used

10000

5000

0 1 1 1 1 1 1 1
0 5000 10000 15000 20000 25000 30000 35000 40000

Maximum communication units

Figure 4.6: Test 1 results with real world data set.

that the grid method performs better than the quadtree rdetith both values for
minimum cloaked areay, even performs better than. g; is the only method that
always reaches a satisfactory state, i.e., a state withvautlow (from our lowest
test value of 2,000)y, reaches satisfactory states with values over approxignatel
12,000, and botly; andgp return satisfactory states with values over 20,000.
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Uniform Distribution

The graph for the uniform distribution data set can be seefignre 4.7. As

Data Set: Uniform distribution
40000 T T T T T T T

35000

30000

25000

20000

15000

Coomunication units used

10000

5000

0 5000 10000 15000 20000 25000 30000 35000 40000
Maximum communication units

Figure 4.7: Test 1 results with uniform distribution data set.

the graph shows the grid method and quadtree method perfeantyridentical.
Opposed to the real world data set, the quadtree actually lsazall advantage.
Neitherg; or g; overflows with the tested valueg), stops overflowing around
9,000, andy, around 4,000.

Zipf Distribution - 1.1

Figure 4.8 on the next page shows the Zipf distribution wikévefactor 1.1. As

shown on the graph, the grid method performs remarkablgbitan the quadtree
method.g; never overflows and, stops around 7,000, wheregasstops around

the maximum test value, amg even later.

Zipf Distribution - 1.7

Figure 4.9 on the following page shows the Zipf distributwaith skew factor 1.7.
In this figure we see that the amount of communication usepsoximately the

53



Chapter 4. Test

45000

Data Set: Zipf distribution, skew factor = 1.1
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Figure 4.8: Test 1 results with Zipf distribution with skew factor 1.1ltdset.
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Data Set: Zipf distribution, skew factor = 1.7
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Figure 4.9: Test 1 results with Zipf distribution with skew factor 1. 7tdaet.
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same no matter that we specify as maximum communicatiors i§hdue to the
fact that all the sites are concentrated arogdd). As in the Zipf distribution

with skew factor 1.1, the grid method clearly outperforms tfuadtree method.
01 stops overflowing at 21,000, agg at 31,000. Botly; andgy return something
close to the entire result set no matter the value of maximammneunication.

442 Test2

The following contains the test results from test 2. As irt g denotes the
guadtree method, arglthe grid method. The sub scripted numbers represent the
two different values the maximum communication paramed®etbeen set to. In
this case it is defined as follows:

1. Maximum communication = 30000

2. Maximum communication = 5000

Two additional lines have been added. These are the hoalzbnés. These
represent the two values of max communication. In some ajtéyehs the highest
of these linesy = 30000) is actually the top of the diagram. Wtggnandq; are
over the highest of these lines they overflow, gaandg, when they are over the
lowest horizontal line.

Furthermore we choose to depict the graphs with a x-axisnaiimum ares® as
this will then represent the width of the cloaked area square

Real World Data

The graph for the real world data set can be seen in Figurech1Be next page.
The figure shows once again that the grid method performeribtn the quadtree
method. Neitheg; or g; overflow with the tested values. They will however
do this eventually as the value of minimum cloaked area detedo the entire
gueryspace. This is due to the fact that eventually you wdch an area where
all the points are included, and as each of these require@mencnication unit,

it will overflow. gy starts overflowing when the value reachesdBIY andgp will
never be in a satisfactory state with maximum communicateirio 5,000.
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Data Set: Real world data
30000

25000 ]

20000

15000 §
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Figure 4.10: Test 2 results with real world data set.

Uniform Distribution

Figure 4.11 on the facing page shows the uniform distriloudiata set. As in test
1, the figure shows that when querying a uniform distribytiba quadtree method
has an advantage over the grid methggis a little lower thang;, but neither of
them overflow within the tested values. They will however kis eventually due

to the reasons mentioned in the former sectignalways reaches a satisfactory
state with the tested valug; starts overflowing when the minimum cloaked area
is greater than 76007

Zipf Distribution - 1.1

Figure 4.12 on the next page shows the Zipf distribution datawith a skew
factor of 1.1. In this figure, it is clear that the grid methagtfprms much better
than the quadtree methogh never overflows with the tested values, apdtarts
overflowing around 7900¢. The difference in maximum communication does
not affect the quadtree method much, and lagtandg, overflow in all situations.
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Communication units used
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Figure 4.11: Test 2 results with uniform distribution data set.

Communication units used

Data Set: Zipf distribution, skew factor = 1.1
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Figure 4.12: Test 2 results with Zipf distribution with skew factor 1.1tadaet.
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Zipf Distribution - 1.7

Figure 4.13 shows the Zipf distribution data set with a skaetdr of 1.7. In this

Data Set: Zipf distribution, skew factor = 1.7
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Figure 4.13: Test 2 results with Zipf distribution with skew factor 1. 7taaet.

figure, we see that the two different values of maximum comoaiion does not
effect how the two different solutions perform. As in testhlis data set makes
the quadtree method return all the sites of the queryspgacandg2 both spends
around 30,000 communication units with the tested valuesiofmum cloaked

area. This means thgi reaches a satisfactory state, aadverflows.

443 Test3

The following contains the test results from test 3. As it iesnd 2,g denotes the
quadtree method, argithe grid method. The sub scripted numbers represent the
two different sets of values of the minimum cloaked areapatar and maximum
communication have been set to. In this case it is definedllasvi

1. Maximum communication = 30000 and minimum cloaked area =1

2. Maximum communication = 5000 and minimum cloaked areaGoR0*
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Two additional lines have been added. These are the hoalzbnés. These
represent the two values of max communication. Woemandq; are over the
highest of these lines they overflow, aggandq, when they are over the lowest
horizontal line.

Figure 4.14 shows the results of test 3. As can be seen in tivefithe values of

Data Set: Zipf distributions
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Figure 4.14: Test 3 results.

case 2 will never reach a satisfactory state, neither welgtradtree method or the
grid method.g; start overflowing when the value of the skew factor exceeds 1.
g1 overflows when the skew factor exceeds 1.4. Once again thassrihat the
grid method performs better than the quadtree method. Hmstso be seen on
the different lines in the graph. The communication unitsdisy the grid method
climbs slowly, but as soon as the skew factor reaches 1.%juhdtree method is
close to returning all the sites of the queryspace.

4.4.4 Reflection on Results

As the result show the quadtree method which we expectedtorpebetter than
the grid method actually performs worse on every data seti&eshe uniform
distribution.

One could expect that the simplification we made in Secti@r8.page 21, might
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client position
u

Figure 4.15: The extended area using the simplification.

be responsible.

On Calculating Extended Area

We want to examine how different ways of calculating the edtsl area has in
relation to the candidate list. We want to examine this istreh to the Zipf

distributions, as these gave the worst performance of tlagltgee method. We
want to do this, as we want a method which perform good no miatt® sites are
distributed.

The Simplified Method As mentioned above, the current implementation is
done using a simplification. This simplified method has theaathge that it can
be calculated without taking the location of sites into asto This does however
have the disadvantage that we might not always get the erautea to a query.
In relation to the quadtree method and the Zipf distributiwa might often find
ourselves in a situation where all the sites of the queryspaed to be returned.
Such a situation is illustrated in Figure 4.15. Due to thef diptribution all sites
are concentrated arourid, 0). Using the simplified method, this will entail that
when the client is located in the top right square, none ofpiiats will be in
the extended area, and we therefore need to return the edeslitlom one level
higher in the quadtree, yielding the entire set of sitesiwithe query space.
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Figure 4.16: The extended area using the method from [12]. We here igethéf two filter sites,
and using these calculate how much the area should be exppamdieection ofes,
ande;s

The Casper Method In [12] a solution to calculating the extended area is pro-
posed. This is also presented in Section 2.6.1 on page 10p&wenhto the sim-
plified method, the Casper method takes the position of Bitesaccount. This
should entail an optimized extended area. In Figure 4.1S6iilustrated how the
method performs in Zipf distribution also used to illusérétte simplified method.
As we see, the way the area is extended will also entail thaites of the querys-
pace will need to be returned.

In this method they claim that the method is inclusive andimah. While being
inclusive, we found a problem in the way they reason about Huution being
minimal. We therefore propose an extension to the Caspédradet

The Extended Casper Method The problem lies in the case where the two
corner on a line have the same filter site, ifg.= f for e;o. They claim that
the area should be extended with the maximum distance frerfiltér site to one
of the two corner, i.eMAX(Lengthfcy),Lengti fcp)). This is however not the
case. We only need to expand the area to the filter site. Tinatisih is illustrated

in Figure 4.17 on the following page. In the figure the bolclis the line to
which the Casper method suggests that the area should belegtdt is however
only necessary to extend the area to the dashed line on wiediiter site is. By
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Figure 4.17: This figure indicates how the method mentioned in [12] hasoblpm. They pro-
pose that the entire area under the bold tangent should heléttas extended area,
whereas only the area beneath the dashed horizontal links be@ée included.

cl C

c3 c4

Figure 4.18: The case when all cornecifc4) have the same filter site, i.e., only one filter site
exists. Thisisf on the figure. The grayed out area is the square in which tbetds
located. The dashed line represents the area the metho#|ioddsiders minimal.

adding circles from the corners andcy, we see that they never go outside the
dashed line without being enclosed in one of the circleyadr c,. This mean if a
site was to be located in the areas which exceed the dasleedtia of the corners
¢, andc; would have another filter site.

This extension to the Casper method also leads to situatiahich all the corners
have the same filter site. In this situation only the filtee sitould have to be
returned. This is illustrated in Figure 4.18. All cornervéd as their filter site.
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Figure 4.19: The extended area using the extended casper method.

The dashed outer region is the region that the method in [IR]jldvgive as a
result. However, all possible locations in the originakawell always be closer to
f than any other site. This is true as no circle with ce@gewhereO is a point
within the cloaked area, with a radius the lengthOdf will go outside the corner
circles depicted in the figure. Because of this only the Sikave to be returned
as the candidate list whenever all corners have the sanresfiée

Figure 4.19 shows how the extension affects the extendedimatbe Zipf distri-
bution from before. Here we see that it is no longer neceswargturn all the
sites of the queryspace.

Which Solution Should be Used?

From the test results, it is clear that the way the solutioasraplemented at the
time of testing, the grid method is to prefer. Even thoughghadtree method has
a slight advantage in a uniform distribution, but this islgbly just a coincidence.
The grid method performs much better in all other situatiausit is always to
prefer.

How the parameters of minimum cloaked area, and maximum agrigation

should be set is quite difficult to answer, as one effects thero It is however
clear that increasing the minimum area does not have a vgrinipact on the
candidate list (remember, minimum area in the graphs atabythe square of
the minimum area). It should however be increased sligByting the maximum
communication to around 20,000 should in most cases be alpl®vide a non-
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overflowing answer. The only time this is a problem is in Ziggtdbutions with
a high skew factor. This is however mainly due to the fact ghiat of points will
have identical coordinates.

Imagine the border case with a skew factor so high that alldDpoints are iden-
tical and located at0,0). No matter what, both solutions would always return all
site data, as they would all be the nearest point. In the Agtfidution with skew
factor 2.0 used in this implementation, we hg@e0) represented 44,460 times.
Depending on the application domain in which the solutiomsld be deployed,
the data sets might be constructed so that points could bevieientical.
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CHAPTER 5

Conclusion

In this report a common interface for flexible privacy preseg in LBSs has been
documented. This was done under the topiPo¥acy in Pervasive Computing

Emphasis was put on examining the different aspects ofdlrkaown solutions
to the problem. This was done through an examination ofedlatork. Through
this examination it was chosen to focus on a previously ulbeggd area within
the limits of the topic. This was done by focusing on the gyalttributes offlex-
ibility, security accuracy andcomplexity and ended up in a problem statement
in the form of a list of formal requirements to the solution.

Next, a large amount of work was put on developing a commaerfete which
would enforce the problem statement. Here it was chosenattthient should
be able to specify his privacy settings in formrmaximum communicatioand
minimum cloaked aredn the further development of the solutions it was decided
to give the user privacy in the form of a cloaked area.

Two solutions were developed. This was mainly done to foqushe differ-
ence between having a data-dependent and a data-indepeladastructure at
the server. Furthermore the solutions are examples of tietit based and server
based approaches. The methods developed was one baseddymadjone based
on a quadtree. In addition it was explained how adding aradatrer in form of
k-anonymity could be beneficial.

To reflect on how the two solutions developed would performiragf each other,
a testing implementation was done. It was chosen only toempht the two
methods without k-anonymity. The tests were done with th@@se of testing
how much communication the different solutions would witfiedent data sets.
The data sets utilized was a real world data sets, a unifogeerated data set,
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and several skew data sets using a Zipf distribution. Thisdwe in a theoretical
setting with the communication between client and servaukited. The results
of the tests were at first glance surprising, but was latela@xgd with a limiting
design decision on how to create the extended area. Thistedf¢he software
quality attribute ofaccuracy The problem was examined and a solution to how
this could be changed, was presented. In the current impieten, it was found
that the grid method would always be preferable.

Overall it is found that the common interface developed gbutes with a secure
and flexible method for privacy preserving queries in pawasomputing. This
was due to the fact that the method has no apperent insesyatid that the pri-
vacy settings can be changed from query to query. Furtherneoen though the
grid method performed better, it is concluded that impletimgrthe optimization
for calculating the extended area, might change this fact.
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Acronyms

DAG Directed Acyclic Graph

PDA Personal Digital Assistants

LBS Location Based Service

SMC Secure Multi-Party Computational Geometry
GPS Global Positioning System

KNN K-Nearest Neighbours

NN Nearest Neighbours

IDE Integrated Development Environment
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APPENDIX A

Test Distributions

The section contains the remaining Zipf distributes usetksd the solutions.
These are depicted in Figure A.1, A.2 on the following page én the next
page, A.4 on page 73, A.5 on page 73, A.6 on page 74, A.7 on pagend A.8
on page 75.

It is chosen to depict the entire queryspace in all figurethiagnables them to be
compared. This might have the result that some of the digtabs seem empty,
but this only means that the points are all closéd®).

Zipf distribution, skew factor = 1.2
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Figure A.1: Zipf distribtion with skew factor 1.2
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Zipf distribution, skew factor = 1.3
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Figure A.2: Zipf distribtion with skew factor 1.3

Zipf distribution, skew factor = 1.4
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Figure A.3: Zipf distribtion with skew factor 1.4
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Figure A.4: Zipf distribtion with skew factor 1.5
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Figure A.5: Zipf distribtion with skew factor 1.6

73



Chapter A. Test Distributions

Zipf distribution, skew factor = 1.8
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Figure A.6: Zipf distribtion with skew factor 1.8

Zipf distribution, skew factor = 1.9
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Figure A.7: Zipf distribtion with skew factor 1.9
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Figure A.8: Zipf distribtion with skew factor 2.0
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