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SYNOPSIS:

In this report the objective is outsour
ing of spam filtering to other maching
in order to save resources. Doing this
accomplished by using trust managem
and Bayesian networks. Trust manag
ment is analyzed in order to model g
pects regarding trust in the Bayesian n
works. A system, TrustOne, making ou
sourcing of spam filtering possible is d
signed, in which decision making is ha
dled by Bayesian networks incorporats
with trust management. Thus being al
to handle risks and specify the confiden
required to trust a machine to do spam |
tering on the behalf of another machin
The resulting system encircle the sour
of the spam with machines running spa
filters, by using outsourcing of spam fi
tering. This results in less network ban
width usage and less resources used
machines in order to run spam filter.

ad
nle
ce
il-
e.




Summary

This report proposes a solution called TrustOne, to soméeptoblems caused
by the huge amounts of spam on the Internet. The main focus rieduce the
increasing amount of resources wasted on spam.

The main idea of the solution is to outsource spam filteringnéhines closer
to the sources of the spam. By removing the spam before ihesaits intended
destination, the resources normally consumed by deligagha spam can be saved.

Most people are very sensitive about their e-mail. They ekfi@at when an e-
mail is sent, it will reach the intended destination. Thu®kea spam filter should
be allowed to remove e-mails that are classified as spam, &gk tocbe confident
that the spam filter is capable of performing the task to otisfsa&tion.

Trust and confidence is therefore at the very core of TrustOke a result,
the basic concepts of trust management is introduced. Thertranagement tech-
niques described uses evaluations and assumptions. Asfd#fsing is an au-
tomated process, a more mathematical approach is requireds methods for
converting the results of the trust management procesBiayesian networks are
developed and described.

After a brief description of the structure of the Internetiahe internal struc-
ture of e-mails, the first stage of TrustOne is developed.s Ehnple stage is the
simplest possible version of TrustOne, using a very simplaraunication proto-
col between the machines. It will remove spam close to itscgothus saving re-
sources. Unfortunately this simple design relies on sonteesinable assumptions
in order for it to work. A second more advanced stage of Trast@ developed.

In the second stage a more advanced communication pro®adsvieloped,
which allows the machines to communicate more efficientlg also removes
some of the undesirable assumptions previously requitéslalso possible for the
end users to retain some of the control of the filtering nolyriakt by server-side
spam filters. The two main decisions of TrustOne: “Do | wanfilter someone
else’s e-mails”, and “Do | allow someone else to filter my eigiare modeled as
two Bayesian networks. At this stage TrustOne still assutihatsall information
communicated between machines is 100% correct. This asgmipundesirable



and thus a trust management process is used to analyzeutsosit

In the third and final stage, the result of the trust manageémetess is then
used to improve and extend the two Bayesian networks fromséoend stage.
This improvement removes the assumption of 100% corregtnmdtion and makes
TrustOne able to save even more resources.

To test TrustOne, a piece of software is designed and impitade which is
capable of simulating TrustOne on a small network of 15 maehi With this
software several tests are performed on the behavior ofdhrwnication proto-
col of TrustOne. It is verified that TrustOne will indeed auisce the filtering to
machines close to the source of the spam.

The two Bayesian networks are tested by inserting evidendebserving the
results.

As a last confirmation of TrustOne’s behavior, both the comitation proto-
col and the Bayesian networks are tested working in unisbe. résults show that
even if some machines are unable/unwilling to use Trust@re TrustOne still
achieves the desirable result of removing spam close todines of the spam.

The last tests examine just how resource saving TrustOrdhesresults show
that a significant amount of resources can be saved when cedhpascenarios
where TrustOne is not used. There is a drawback though, Ongstequires that a
few machines must spend a lot of resources in order for otlehimes to be able
to save their resources.

As a conclusion, TrustOne seem capable of saving a lot of meslguite a lot
of resources, while still allowing the end users some caowfrthe filtering process.



Preface

This report is the documentation of a Master thesis made Hiokg University,
Department of Computer Science, Decision Support Systéims.duration of the
project was from February 4th 2003 to June 4th 2003. The mearpd the project
was to develop a system capable of reducing the resourceésdva@s spam by out-
sourcing of spam filtering. This has been achieved by comgielements of trust
management and Bayesian networks into a communicatioogmiotvhich allow
machines to communicate spam related information betwaein ether.

A CD-ROM containing the Bayesian networks and source coee tisroughout
this project is located at the inside of the back cover. A Réadile on the CD-
ROM describes the content of the disk.

Allan Larsen Sgren Meyer
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Chapter 1

Introduction

What is spam? Some define spam as: 'unsolicited commeraialie-while others
define it as: 'unsolicited automated e-mail’. Spam is sorthef computerized
version of the ads almost everyone receive in their maildoaditionally the post
delivery office has delivered the ads to each household, $uh@e and more
people now have access to the Internet and are able to rezenagls, spamming
has become a very cheap way of advertising. It is possiblertd bterally millions
of e-mails advertising some product at almost no cost. Mbsh® receivers of
these e-mails will never read them, and even if they do, thidywost likely never
take advantage of the offer. Given that the advertisingrisoat free, only a very
small percentage of the receivers actually have to buy théymt in order to cover
the advertisement cost. When compared to the expensesahgrand delivering
millions of paper ads, 'spamming’ can be a very attractiverahtive for companies
with something to sell.

No matter how spam is defined, most people agree that spamiisiog that
they do not want. They did not ask for the e-mails, but thegirecthem anyway.
The problem is not that a spam message is received, but rifieso many are
received. It is not uncommon for a single person to receiver3More spam e-
mails each day. Most people find the task of finding the e-ntiagg want between
all the spam time consuming and irritating. Many also cossitie act of spam-
ming as bad taste and a questionable way of conducting lassiiMost companies
respect this attitude and only send advertising e-mailfi¢opeople who request
it. Unfortunally many of the more questionably businesdes pornography web
sites, people with 'The Ultimate Recipe For Getting Rich €kuischemes, and
others trying to scam you out of your money, are using sparhesiinain source
of advertisement.

What is a spam filter? Spam filters are designed to remove #® gpmails
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before the receiver sees them. Thus a spam filter is just amated version of the
filtering and classification of e-mails we all do when lookihgough our e-mails.
Even though almost all people find it easy to correctly cfgssn e-mail as spam,
creating an automated spam filter, is not that simple a tasknahs understand
the meaning of the words and sentences in the e-mails, tine fipers do not have
that luxury.

Also some people do not mind receiving some e-mails thatgamsccording
to the definition of spam. For instance, when buying somgtifiom an Internet
web-shop, sometimes the web-shop keeps sending e-maistiathg for their
products. These e-mails are spam according to the defirofiapam, but some
people like these e-mails. Thus today, most of the spamdfiti@n be configured to
the desires of the individual person using the filter.

Even if a spam filter has found a good way of identifying spaomfmon-
spam, the people sending the spam are actively seeking wayadathe spam
filters. They do this by altering the structure of the spamaglsn The spam filter
must now find ways to identify these new structures, but tlzgrspers will again
change the structure and so on.

Another problem is trust. Just as you trust the post officeafelg deliver a
letter from one place to another, you need to be able to thasta sent e-mail will
arrive at its destination and actually read by the intendexsgn. A spam filter
that classify a non-spam e-mail as spam and removes it, caarams harm. Im-
portant messages might never reach the intended persos. Wéneed to have a
sufficient level of confidence that the spam filter does itsqolrectly. Identify-
ing the required confidence in a spam filter or a machine nghapam filter is no
simple task, since many unknown factors are involved. Itliglzout being able
to analyze the risks being posed and the agents that needttadbed. A trust
management process would help analyzing this, thus impga¥ie task of identi-
fying the required confidence. Trust management is requiredder to analyze a
given situation thoroughly resulting in making the deamsierhether or not to trust
a spam filter or the machine running it, manageable.

Some spam filters do a pretty good job of separating spam fiammspam, but
they only do so when the e-mail arrives at its destinatiors tlhe same as hiring a
person to remove all the unwanted ads from your mailbox je&ire you empty it.
A lot of resources have still been used on creating the ad afikdng it to your
mailbox. These resources have effectively been wastedn $paduces much the
same problem. The spam e-mail might have traveled througiy maauters on its
way to its destination using up computer resources and mithandwidth, only
to be removed by a spam filter when reaching its destinatiomenEhough the
resources needed by a mail server to process a single e-maibderate size is
small, the sheer amount of spam e-mail sent each day wilpti lot of resources.
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The amount of spam is growing rapidly. Currently, 50% of athail traffic on the
Internet is considered spam. This percentage is expectézbtto 70% by the year
2007 if no significant changes are made to the way e-mails[d8}k

1.1 Problem Domain

We will design a server-side spam filtering system, which bal calledTrustOne
that is able to identify spam before the it reaches its finatidation, thereby re-
ducing the amount of resources currently used on delivahiegspam to its desti-
nation. The closer the spam can be identified to its soureesfitmmer), and thus
removed, the less resources would be wasted.

The main problem we will focus on in this report is trust. Byneving the
spam before the destination, the receiver loses contrbleo$pam filter filtering his
e-mail. We therefore need to have confidence that a spamiliteeh is operating
outside our control, will be able to correctly identify aneimove only what we
consider spam and nothing more.

This will be solved by taking advantage of trust managemecdrporated in
Bayesian networks. Doing this requires an analysis of hoawk&dge identified
in a trust management process can be modeled in a Bayesisorket

TrustOne will be developed in stages with increasing cowiple The initial
stages will develop the general functionality of TrustOmeust management will
be introduced in the third and final stage.

There are many other interesting problems that need to bessketl in order
for such a system to be able to function in the real world. @diigh we will not
deal with these problems in detail in this report we will jogention a couple here:

When sending information through the Internet, only theseand destination
are 'normal’ computers. Routers and router protocols hatith actual transporta-
tion. These routers will have to be extended in such a wayttiegtare able to scan
for spam and handle the trust management needed by TrustOne.

The way routers scan for and identify spam is critical forcass of TrustOne.
If the routers do a poor job at identifying spam, the trust agement in TrustOne
will fail, and everyone can only trust themselves to do thensfiltering properly.
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Decision Making & Trust
Management

Whenever decisions are to be made they are considered hyativgl the possible
risks of taking the action and the associated likelihoodtarisk will be realized.
This evaluation process takes place automatically in oadt@henever some de-
cision has to be made. However, sometimes it is simply natiplesto make that
evaluation. The situation can be complex or contain manyhowk factors that
at first seem impossible to handle or evaluate. One compleisida to make is
to determine if information or behavior of some source isat#e and trustworthy.
How do we measure whether or not someone is to be trusted? Aanisen ca-
pable of dividing the problem into manageable parts is megliThese individual
parts can then be analyzed thoroughly and thus help esiglgithe trust needed.

Povey[4] proposes a process encompassing the above mehti@eds. This
process is called a trust management process and the reuét process is a trust
policy. Throughout this chapter this trust management ggsavill be described
and analyzed with the objective of being able to incorponatst management into
Bayesian networks

2.1 The Trust Management Process

A trust management process will greatly enhance the proeediuevaluating a
scenario in order to make the right decision of whether ortadtust a source. In
the following sections aspects of trust management willXzeréned thus giving a
deeper understanding of what makes the trust managemerggsradvantageous.

Although we are dealing with influence diagrams throughais teport we will mention them
as Bayesian networks.
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Information regarding risk and trust management througlias chapter is based
on [4] and [8]. A trust management process can contributd ait analysis of
possible assets that could be harmed when a decision ahtjusime source has
been made. These assets should be protected. Thus analzaigcan harm
them and the likelihood of them being harmed will be a key aspé the trust
management process.

A trust management process will be useful whenever somdenédsbe trusted,
for instance when making investments, or even simple dawdike whether or not
to take the train. Taking the train is also an evaluation sksiand whether or not
to accept these risks, but it is quite simple and should b&ldBle without taking
advantage of a trust management process. In more complextisiis the decision
whether or not to trust a source would be eased by analyzagitihation according
to the trust management process.

The trust management process based on [4] contains thevfiofjanain steps:

1. Identify contexts (see Section 2.1.1) and entities (8=t 2.1.2).

2. Identify assets including the threat to these assetstandxpected impact
should the assets be harmed. (See Section 2.1.3.)

3. Calculate the expected utility of trusting the entities.

4. Identify the vulnerabilities which can lead to the idéetl threats arising.
(See Section 2.1.4.)

5. Analyze the risks of the vulnerabilities by considerifkglihood and conse-
guences. (See Section 2.1.4.)

6. Determine the required trusting beliefs and confidenegsired to trust/distrust
an entity. (See Section 2.1.5.)

7. ldentify metrics (see Section 2.1.7.) and confidenceerattturacy of these.

8. Relate the cost of the metrics to the expected utility duil tcontribution
to the confidence in the trusting beliefs. Select a subseteaifics which
should be used in each context.

9. Using the metrics, establish the beliefs identified artidrd@ne whether the
required confidence levels are encompassed.

10. Based on this evidence; accept, reject or treat the ndkeevaluate.
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2.1.1 Contexts

The trust contexts is simply the different scenarios in Whicdecision has to be
made, for instance whether to perform an action given thatesentity can be
trusted or distrusted.

2.1.2 Entities

An entity can be seen as the agent that is to be trusted. &sntiéin for instance be:

e A person

A system

An organization

A company

A computer program/system/technology/protocol etc.

Some entities might be very well known in which case no truahagement
process would be required. In case the confidence in a giviely enunknown, or
simply not definable, a trust management process would kagtetision making.

2.1.3 Assets

Assets are things that should be protected. Any harm agiese is not desirable
and should be avoided. Assets could for instance be monggumees or some
private information. In the trust management process treath to these assets are
identified and the impact they might have is evaluated.

2.1.4 \ulnerabilities and Risks

What makes the assets vulnerable should be determined. uliherabilities help
specify weaknesses, which can lead to threats being rddliwe harming our as-
sets. Vulnerabilities can lead to risks which should beyweal. Risks are analyzed
by evaluating their likelihood and consequence. In othemdado specify whether
or not to accept a risk one should consider how likely theahre to be realized
and the impact it will have if realized. The point at which skris acceptable is
a balance between likelihood and the consequence if thatttgreealized. This
balance can be illustrated as:
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P(harm) x cost(harm) < e (2.1)

where P(harm) is the probability (likelihood) of the risk being realizeth@s
harming our assets), an@st(harm) is the impact/cost/consequence the threat
posed by the risk might have if realized.can be seen as a threshold and deter-
mines whether or not to run the risk. OnlyM(harm) x cost(harm) is less than
some specified value aefshould the risk be accepted. The valuecahould be
determined carefully considering the given situation. Whensidering the prob-
ability of being harmed the second order uncertainty shalsd be determined.
The second order uncertainty describes the confidence hbavalue of for in-
stanceP (harm) is accurate/correct and will also be referred to asdbefidence
level (see Section 2.1.6). If the second order uncertainty is loevdonfidence

in the accuracy of the information will be accordingly higlhence high second
order uncertainty will make”(harm) unreliable. Determining this second order
uncertainty is done by the use of trusting beliefs (see 8e&il.5) which will be
described shortly.

Likelihood is in everyday talk normally measured in stepe lihe following:
Rare, Unlikely, Moderate, Likely, and Certain. The degréeamsequence is mea-
sured: Insignificant, Low, Moderate, Significant, and Catghic. In case the
likelihood is consideredinlikely even if the consequence is considesgghificant
the risk would not pose a great threat. If the likelihood aadrde of consequence
is respectivelyikely andmoderateat might pose a bigger threat although the impact
of the threat if realized is less catastrophic than the caseansidered a serious
threat.

2.1.5 Trusting Beliefs

Measurements of trusting beliefs can be used in estimativg rhuch an entity
should be trusted. A belief characterizes the informatisaduwhen deciding the
second order uncertainty of an entity posing some risk, iificealized might
harm our assets. In other words beliefs specify the confieléimat an entity will
do what it is supposed to do, e.g. being trustworthy. Beliefis for instance be:
Honesty, Competence, Benevoleficand Predictability as stated in [7]. When
specifying a belief one should also state the value of thietbat which point the
second order uncertainty is sufficiently low in order to bafoadent in the given
entity.

2Likely to behave in a way that is not damaging to us.
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2.1.6 Confidence Levels

An entity can pose some risk. Whether to accept this risk Ishbe determined.
Determining if a risk should be accepted is done by evalgdtie entity posing
the risk.

An entity is evaluated by the confidence we have in it, whickansehow con-
fident we are that it will not harm our assets-{ P(harm)). We need to specify
the required confidence in the entity, at which point we afécsently confident in
the entity, thus the risk could be accepted.

A confidence level describes the confidence required in sortity @osing a
risk in order to rely on it. The degree of the risk needs to kemteined in order to
specify this confidence required in the entity posing thle. ris

We define the degree of a risk to be the product of the likelihobthe risk
being realized and consequence in the given situation (@ele 2.1).

Likelihood/Consequence Insignificant Low Moderate Significant Catastrophic
Rare Low Low Low-Medium Medium Medium
Unlikely Low Low-Medium Medium Medium Medium-High
Moderate Low-Medium Medium Medium Medium-High | Medium-High
Likely Medium Medium Medium-High | Medium-High High
Certain Medium Medium-High | Medium-High High High

Table 2.1:Degree of risk given likelihood and consequence

The consequence can be measured in many ways; loss of meseyrces, or
getting private information revealed etc. Therefore thgrde of the consequence
depends on the person owning the given asset and the spécifitas. Loosing
for instance $10.000 dollars might be a serious consequimcgome but only
a minor loss to others. Therefore the degree of consequen@nging fromin-
significantto catastrophi¢ where oneself decides what the loss of $10.000 dollars
corresponds to.

We operate with five confidence levels ranging fraow to High. Table 2.2
describes the confidence level required in different degyoéeisk.

p specifies the probability of an entity to be trustworthy inigeg confidence
level. For instance an entity with a confidence leveM#dium means that the
probability for this entity to be trustworthy i8.7. These probabilities should be
stated by the user analyzing the risks and are only indida¢eel as an example of
a distribution.

When for instance having two or more beliefs used to charaeten entity,
when combined the beliefs might only require to be in stdediumin order to
indicate havingHigh confidence in the entity. It is up to the user of the system to
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| Confidence Level | Quantitative | Qualitative ]
Low Should only be trusted if the riskis very low | p > 0.3
Low-Medium Should only be trusted if the risk is low-medium p > 0.5
Medium May be trusted if the risk is medium p>0.7
Medium-High May be trusted in medium-high risks p>0.85
High May be trusted even in high risk situations | p > 0.95

Table 2.2:Required confidence levels in different degrees of risk.

specify if combined beliefs should be able to result in a brglegree of confidence
in the entity, for instanc@ x Medium= High.

2.1.7 Metrics

As beliefs help specify the second order uncertainty of seméy, the beliefs
themselves should also be considered for correctribgsr Gecond order uncer-
tainty). Metrics can improve our confidence in the correstnef some beliefs,
resulting in better understanding. If we for instance areaomfident in a belief to
be correct/accurate, a metric can be used thus getting mfmemation about the
given entity. This information can make us more confident ralae of a belief,
meaning it can affect the correctness of the belief thus &heevof the belief can
be affected in both negative and positive way. A metric canided if a decision
is to be made based on some beliefs with inadequate confidieritseaccuracy.
A metric could for instance be asking someone for an opiniotthe given entity,
order some kind of analysis on a company thus gaining betteg information
on the company, or simply take advantage of some previousriexe with the
entity. A metric has a cost which is why it should be considesether or not to
use the metric. Metrics themselves should also be trusteiljts reliability is not
known a simple trust management process should be applig tgiven metric.
The confidence in the given metric should also be stated[4].

2.2 Trust Policy

The result of this trust management process is a trust polidyust policy should
clearly state the following[4]:

e An overview of all trust metrics

— The context in which each metric can be used
— The beliefs in which they can gain confidence
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— The confidence in the metric for the specific context
— The cost of using the metric

e The confidence levels

— The confidence levels should be stated, including what (ibtya p
the different levels correspond to.

e Trust contexts

— Context description

— The risks involved

— Possible threats

— Beliefs and confidences required for each context
— Available metrics for each context

2.3 An lllustrative Example

As an example of how to use a trust management process weesitithe a sce-
nario in which the decision whether or not to make an investiwanalyzed. This
example is based on an example from [4]. In this fictive exanoplly parts of the
whole trust management process will be described.

Bob is going to invest some money in a company. The investméhbe
handled by a second company taking care of investments meshan order to
decide whether or not to do the investment in this companydas information
from two sources; a friend, Alice and the news bureau ReufBng entities that
should be trusted are therefore Alice, Reuters and the twpenies. He identifies
his assets to be: his money, his credit card number and hiagyri From these
assets he finds the vulnerabilities resulting in the follayvrisks that could lead
to harming his asset$nformation Bob uses could be inaccura@mpany might
go out of businessand Credit card details might be revealedHaving identified
these risks they should be evaluated regarding their ikeli and consequence,
see Table 2.3.

The likelihood of the risk of getting inaccurate informatics not possible to
define, whereas the consequencsignificanf as inaccurate information would
cause the investment to be made on wrong basis thus riskilugéomoney. The
likelihood that the company goes out of business is evaluatebankruptcy ten-
dencies in the given field in which this company operate. ketihood is deemed
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| | Likelihood | Consequence]

Inaccurate information Unknown Significant
Company might go out of business Moderate Significant
Credit card details might be revealgd Moderate Low

Table 2.3:Risk analysis for the investment example specifying |hetid and consequence.

moderate. The consequence is significant and thereforeskishould be consid-
ered carefully. Credit card details do get revealed quiterothat is why the like-
lihood is set to moderate. Usually it would have significanewen catastrophic
consequences, but since the company bares liability fdul$50 of fraudulent
transactions, the consequence is only considEned Next step is to evaluate the
required beliefs and confidence levels required. Inaceurdbrmation is consid-
ered to have significant consequences, therefore the fietief which we deter-
mine whether or not to trust the entity providing the infotiog, should be in state
Medium-Highin order to be confident that the entity is reliable. This isaswred
by the use of Table 2.1 and Table 2.2 by evaluating the risketMedium-High
which requires a similar degree of confidence in the accurdtys risk will use
the beliefs: honesty and competence in order to determieeetability of the
sources from which he gets information. This should also laelerfor the two
remaining risksCompany might go out of businessd Credit card details might
be revealedbut will not be further dealt with in this illustrative exgoe. Even-
tually metrics available will be defined. As an example camemtioned: Previ-
ous experienceMedium-Highconfidence), Recommendations from other trusted
sources Mediumconfidence), and Certified quality systeMegdium-Highconfi-
dence). Each of these metrics has a degree of confidence @i vth$ trusted to
be reliable. At this point the trust policy is to be writtentlwill be skipped in this
example.

To summarize, this is a problem regarding trusting otheitieatin order to
make a decision which can have severe consequences forlfonEsery threat
should be handled so the risk of it being realized can be extludn the next
section we will show how Bayesian networks incorporatechwiist management
can help make such decisions.

2.4 Using Bayesian Networks to Handle Decision Making

The example explained above can, even though the trust rearear process has
been followed, be difficult to handle. Everything has beestdped so the problem
lies in how to use this information optimally. One way to henthe information
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is by generating a Bayesian netwdfior the decision to be made. In a Bayesian
network it will be possible to model entities, beliefs, andtrits etc. in a precise
and clear manner, making it easier to manage the situation.

2.4.1 From Trust Policy to Bayesian Networks

As the trust management process and the resulting trustypladis been finalized
the information gathered should be incorporated in the Biayenetwork without
compromising any aspects just identified in the trust mamesge process.

Contexts

Each context identified should be illustrated as a Bayessamark since each con-
text is a scenario in which something should be decided. Vés&blishing these
networks, a network for each context should be created, wébta decision node
and utility node corresponding to the overall decision mdiiven context/scenario.

Entities & Trusting Beliefs

Each risk identified is posed by some entity. The risk migheibeer to rely on
information granted by the entity or simply to rely on theignto perform some
task. These two types of risks are each modeled differeftitities that contribute
with some information should be evaluated whether or notetdrbsted. This is
done by examining the already mentioned trusting beliéisféormation is always
trusted there is no reason for evaluating the source proyittie information. In
this case though we do not fully trust the answer/informmasiopplied by the entity.
We are only supplied with an answer from the entity and themivusting beliefs,
so by using this information it is possible to give an appmeiion of what therue
value is. The true value is the answer the entity would githefentity was 100%
honest and 100% competent and so on.

Figure 2.1 depicts how information from an entity can be ex&d in a Bayesian
network. When someone gives a piece of advice or some intamahe answer
is actually affected by the true value. In the example of &ligving an advice on
the shares, her answer is affected by what the real stateeddhtares is (the true
value) and her competence and honesty. The more confidentenie aer, the
more credit her answer will be granted. When more than oneftislinvolved a
confident?node is used in order ease the creation of the Bayesian fetwbis
node specifies the confidence level in the entity involved.

3More information on Bayesian networks and influence diagraen be seen in [6].
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Predictabi...

Figure 2.1:Evaluating information from an entity supplying informari

The beliefs will be specified using two nodes, one indicathmg value of the
given belief (fromLowto High) and one specifying what this value corresponds to
in YesandNo measurements.

Not all risks involve informatiorfrom an entity. Some risks can be evaluated
based on facts instead of beliefs. Facts have no second undertainty. These
should be modeled like an ordinary Bayesian network wittoafident? node in
that entity caused by various facts that has been examinad iffformation is
illustrated in the nodes Factl and Fact2 etc. in the modelsho Figure 2.2.

Figure 2.2:Evaluating confidence based on facts.

Confidence Levels

The confidence levels specify the confidence required irmdifft degrees of risk.
It states how much for instandéediumconfidence corresponds to regarding prob-
ability in qualitative measures. This knowledge is alsouresfl in the Bayesian
model, as it is used to determine the probability distritatin the conditional
probability tables (CPTs). As an example see Figure 2.Jhdfdonfidence in the
entity isHigh then according to Table 2.2, the entity node must a9& chance
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of being in the same state as thele Valuenode. If the confidence is medium, the
entity node must havé 7 chance of being in the same state asfihes Valuenode,
and so on.

Metric

The metrics also have a second order uncertainty. Ther#éfereonfidence in each
metric should be evaluated. Since a metric has a cost it dradsib be possible to
evaluate the given situation in order to decide whether &itusr not.

Response

Context d

Figure 2.3:Evaluating a metric.

Figure 2.3 shows the structure needed in a Bayesian netwarder to model
a metric. TheBelief node is the belief being affected by the metric, whereas the
Confidencenode is the confidence in the given metric which also afféwshswer.
The Responsaode has three states; Yes, Nand Unknown, since in case we
decide not to take advantage of the metric the response ftrasifi not be known.
Every node in the given Bayesian network that is known at ithe the decision
should be made, must be connected to the decision bgdametric?in order to
be able to evaluate the overall situation. The decision i@ai@ext decisioris the
main decision node for the given context.

2.4.2 Resulting Bayesian Network

We have modeled part of the example mentioned in Sectionn2E3gure 2.4 as
a Bayesian network. In case the information supplied by &swind Alice was
100% reliable the Bayesian network would only consist of $iarenode and
entity nodes.

“Yes and No correspond to the states of the answer from thécmetr
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Competen..

Cormpeten...

Figure 2.4:Bayesian network for the investment scenario

In order to keep things simple, this model shows the decisfavhether or not
to buy shares only based on information from Alice and Reut&heir reliability
is indicated by the beliefs: Honesty and Competence. Slm@enode specifies
the true probability that the share will increase in valugd ahould be seen as the
probability distribution that we are trying to approximat€his together with the
confidence level affects what Alice and Reuters give as ad\it case our confi-
dence level in Alice is very low her answer will not be able toypde very usable
information of what the state &harereally is. In other words, if the confidence
level ishigh the answer from Alice would be a good indication of what tteesof
Sharetruly is. In case Bob’s confidence in both Alice and Reuteehaghand they
give the same answer, he can be very confident in the stéd@ark thus easing
his decision whether or not to invest. To summarize we hagddtowing nodes:

e Alice: This node represents the answer received from Alice. Itfescedd
by the two node£onfident?andShare An example of a conditional prob-
ability table for this node is depicted in Table 2.4. If Bobnist confident

Confident? | Yes No
Alice / Share| Rise Fall| Rise Fall
Buy 1 0 1 1
Don’'t Buy 0 1 1 1

Table 2.4:CPT forAlice

in Alice (which corresponds to having a confidence levdbei) her answer
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will be independent oEhare In case Bob is confident in Alice he can rely on
her statement and follow her advice, as her answer will bdaino Share

e Reuters: This node represents the information received from Reutiers
formation from Reuters is like Alice also affected Gpnfident?andShare
A conditional probability table similar to Table 2.4 can tmed for Reuters.

e Confident?: The Confident? nodes each specify our confidence in the given
entity to be reliable or not. The Confidence is based uporrimtion re-
garding the two beliefs: Competence and Honesty.

e Competence/Competent?.Competence is indicated by the noGempe-
tent? with the stateyesandno. TheConfident?node will receive informa-
tion stating the probability foyesand no whether the source is competent
from theCompetenceode, ranging fronhowto High, in 3 states. An exam-
ple of a conditional probability table for theompetence@ode can be seen

in Table 2.5.
Competence / ConfidentP Yes | No
Low 0.2 | 0.8
Medium 05|05
High 0.8 | 0.2

Table 2.5:CPT forCompetence

e Honesty/Honest?: Like the Competence/Competentfodes, these nodes
specify the honesty of the given entity. A conditional proitigy table simi-
lar to Table 2.5 can be used for thlnestynode.

e Share: The value of this nodes is what is interesting. It receivédece
from the two entities in order to approximate what the truki@as. In case
the two entities give wrong advice and whether the entityoisficlent or not
is based on wrong beliefs, the value of this node will be ublgsaFor this
node to be reliable it is therefore important that the secmdér uncertainty
in the entities is as low as possible.

The Bayesian network makes it possible to decide what attidake, given
that evidence on competence, honesty and answers from htties are stated.
It is also possible to see how the overall utility is affectsdstating different evi-
dence. These possibilities would not be possible by thi& nanagement process
alone. The use of Bayesian networks makes complex problédecsion making
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more accessible. As soon as the Bayesian network has bediisstd it is easy
to model different aspects of the problem and quickly obséendencies arising.

It is also possible to expand the Bayesian network and betalitg instance
evaluate the given situation and decide whether or not atyesftould be asked
for advice. The goal is to evaluate how much the informatiomfthe given entity
will affect the current situation. This is done by considgrithe cost of obtaining
that information and the confidence in the entity providinghi Bayesian network
evaluating whether or not to ask Reuters can be seen in Fjbre

Ask Reut

\@‘¢
CoDRCED v
@@‘@

| Reuters

Confident?

Figure 2.5:Bayesian network for whether or not to ask Reuters.

This model should be seen as an expansion of the previousBayeetwork.

In this case only Alice is being asked at first, after which feesiis evaluated before
taking advantage of their contribution, in other words Resiis here treated in a
way similar to a metric. Thésk Reuters®ecision node is affected by every node
which state is known at the time the decision should be méuds, bbeing able to
evaluate the overall situation. The utility notkility specifies the cost of asking
Reuters for advice, and thReuters’ Responsgode which has the same states as
Reutergncluding the stateinknownin case Reuters is not asked.
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Environment

Before suggesting a solution to the spam problem identifie8dction 1.1, it is a
good idea to take a brief look at the surrounding environnrenthich the problem
exists. In this case the environment is the Internet and-theaiés themselves.
We will start by looking at the structure of the Internet.

3.1 The Infrastructure of the Internet

The Internet is best thought of as having three levels. Abthitom are local area
networks (LANSs); for example, campus networks. Usuallyltieal networks are
connected to a regional, or mid-level network. The mid-lev@nnect to one or
more backbones. A backbone is an overarching network tolwimaltiple re-
gional networks connect, and which generally does not sdimeetly any local
networks or end-users. The backbones connect to other baekietworks around
the world. See Figure 3.1. The connections between the teveés of networks
are managed by machines known as routers. It is the resjlapsih the routers
to route the streams of data from one network to another[5].

There are, however, numerous exceptions to this strucitte.separation be-
tween the backbone and regional network layers of the custeacture is blur-
ring, as more regionals are connected directly to each dtiteugh network ac-
cess points (NAPs), and traffic passes through a chain obmatg without any
backbone transport.

3.2 E-malls

Just as there are certain rules to obey if a letter is to reechddressee (size,
weight, stamp, specification of address, etc.), certainashet® have to be met with
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Figure 3.1:Internet structure in North America[9]

electronic mail.
Analogue to letter mail an e-mail consists of:

e Envelope: The envelope is needed by the e-mail system (more exactly the
Mail Transport Agent (MTA)) for e-mail delivery. It contasrthe address(es)
of the recipient(s) and hints about the relay stations theépassed through.

e Header: The header contains information to the receiver of the d-riais
information is normally things like: who sent the messagevyfaat time was
the message sent, the subject of the message and so on.

e Content (body)The content or body of an e-mail is the message itself.

When an e-mail is sent from a computer it is sent using SMTR& Mail
Transfer Protocol) and TCP (Transmission Control Protpcol

As mentioned in the introduction, some people are sending @f hdvertising
e-mails to other people who do not want them. Thus spam filtere invented to
sort out the desirable e-mails from the spam. We will now takeief look at the
spam filters themselves.
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3.3 Types of Spam Filters

This section will examine how spam filters work and which ldénaf filters are
available today. The two main categories are server-sidechent-side spam fil-
ters.

Server-side spam filtering catches spam e-mails before riessh their des-
tination. A serious problem regarding spam filters is thaemffalse positive's
get caught as spam. This scenario is considered worse thaallgeeceiving the
spam, since you might loose important e-mails that will be-recoverable. There-
fore server-side spam filters are often configured to be wedloaly catch e-mails
that contain many elements categorizing it as spam.

Client-side spam filtering has the same problem as serderfdiering, but
the consequence of a false positive is not that serious sin¢ke client side you
still have access to those e-mails identified as spam no mifathey are spam or
wrongly identified e-mails. Not having this concern makgsogsible for the filter
to be configured more strict, by which is meant that less efesneategorizing as
spam needs to be present in order to identify an e-mail as.spam

As can be seen, server-side filtering has some flaws thatipt®itifrom being
superior in spam identifying. This does not mean that sesig filtering should
not be used, although it is bad in identifying spam, it sélinoves many spam
e-mails resulting in less bandwidth getting wasted. Tlweeterver-side filtering
should be used in conjunction with client-side filtering.

Each of these filters uses different methods[1] to identifiether an e-mail is
Spam or not:

e Header filter: This sort of filtering method examines the header and eneelop
of the e-malil to see if something in the relay chain has beegetbso it
cannot be traced.

e Language filter: This kind of filter simply denies e-mails written in lan-
guages other than what the user specifies. This will only xemspam e-
mails written in foreign languages and is therefore not Vexlpful in itself.

It can also be difficult to say that you will never receive esa another
language that is not important. It should be noticed thatrihgrity of spam
is in English.

e Content Filter: Filtering after content requires that the whole e-mail gets
scanned and every word checked. Every word is then assigmed score.
Words that receive high scores are often associated witim gpmnails, thus

IA false positive is an e-mail wrongly classified as spam.
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e-mails resulting with a high score will be identified as spdrhe problem
is deciding what this threshold should be. Too high and yauwgntrashing
your non-spam e-mails too (false positives), but too low reshold will
result in bad filtering and you will still receive spam (faisegatives).

e Permission filter: Permission filters will only accept e-mails from people
that you give permission, for instance through a web site bickvthey will
need to register and be accepted by you for them to send yaaile-rithis
results in a perfect filter but will not be practically reasbie because of the
amount of work involved in accepting/rejecting the manyuests.

Methods and filters just described is how the most widespegah filters
work today. One of these is SpamAssassin[2] which utilizesiynmethods in
order to make a good classification of e-mails. It works gafteciently but is not
perfect at all. It is possible to loose important e-mailstwed as spam, and quite
a lot of spam will still find its way to your mailbox. And why is©&t? Because
SpamAssassin uses deterministic rules to classify spanis mibans that those
people sending out spam just need to study these rules t #nase characteristics
in their “advertising”.

Lately Graham[3] has proposed a spam filtering strategygusistatistical ap-
proach where instead of giving scores to words it assign®laatility of whether
this word is associated with spam. This probability tablgaserated from a large
collection of e-mails, both spam and non-spam. Every e-ima&ihtegorized to be
either spam or non-spam thus affecting the probabilitygaesi to the given word.
Whenever a user receives spam (false negative) he can masksjppam and the
filter will scan that e-mail and adjust its probability talalecordingly using Bayes’
rule thus being able to capture future spam. By doing this weat suffer from
static scoring rules, like in normal filtering, since it at&fo new kinds of spam on
the fly, which results in less false positives and false neggt This makes it more
difficult for the spammers to generate spam that will not hegb& Another nice
feature is that it will work as a personal spam filter optingize the kind of e-mails
youreceive so that the occurrence of false positives is muclemolikely.

To summarize, the statistical approach reduces the nunflfaise positives
greatly, and helps getting rid of the static scoring ruléhcagh the scoring thresh-
old still needs to be decided. Besides that it is much moreieffi because of its
adaptability and will hopefully help reducing the phenomerispam”. The only
aspect that is not taken care of with the statistical appramthe mentioned waste
of bandwidth by using client-side spam filters. It does netnse¢o be practically
as a server-side filter, since it would lose one of its maireathges, the ability to
adapt to the individual user’s preferences.
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As specified in Section 1.1, we will develop a server-siderspliering system
that reduce the resources required by the client-sidedilidrile at the same time
regain the possibility of individual user preferences.
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First Stage

The goal is to develop a spam filtering system making it pdssdremove spam
e-mails as early as possible thus saving resources. Thiensygill, as mentioned
in Section 1.1, be called TrustOne. We will start our desifgfirostOne by cre-
ating the simplest design we believe has some chance ofssicteée will refer
to this simple design as theasic design Considerations such as the amount of
resources needed to run TrustOne, or the bandwidth needédptbe examined
in this stage. Such considerations will be made later in radi&nced and realistic
versions of the design. This basic design will not contain afithe trust aspects
that we believe is necessary for the design to be effectiust will be introduced
in later revisions of the design, see Chapter 6. We spenddimiis first design
only to get the basic elements of the system in place.

4.1 The Basic Design

The main difference between TrustOne, and the currentlyg spam filters, is the
use of communication regarding spam between computersthir avords, out-
sourcing of the spam filtering process only works if the p#wating computers
can communicate and in some way coordinate their effortghiour basic de-
sign the only form of communication possible is a responsendispam e-mail is
received. The response is sent to the computer who handdegiiail last.

As an example (see Figure 4.1): Machkgants to send an e-mail to machine
B. F thus delivers the e-mail to either machibeor E. Assume that the e-mail is
delivered tcE. E then forwards the e-mail to its destination, macHn& now runs
the e-mail through its spam filter. B classifies the e-mail as spam, it reports this
classification to the machine who handled the e-mail laghigcase machink.

This classification-report will telE thatB received an e-mail frork, and that
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Figure 4.1:Model of interconnected mail servers

B considered that e-mail as spam.

If E receives enough reports from other machines that theyvesgam de-
livered byE, E will then activate its own spam filter in order to examine weer
receives all these spam e-mails from. Now, every tiEneceives an e-mail that
E considers spam, it deletes the e-mail and sends a clagsificaport to the ma-
chine who delivered it, just aB sent a classification-report . SinceE is now
running a spam filter, there is no longer a need for macBine run its spam fil-
ter on e-mail delivered fronk as these e-mails have already been through a spam
filter. Thus machind3 can save the resources normally spent on filtering e-mails
from E. Also the bandwidth of the connection betwegandE will no longer be
used to deliver spam.

This cycle then repeats. H receives classification-reports fragand possibly
other machined; starts its spam filter, thus removing the needEdo run its spam
filter on e-mails fromF, and so on.

After several of these cycles it will be possible to only rypam filters on e-
mails from those machines that actually send spam, and Is&ifiltering process
on e-mails from machines that are not reported to be spamriinig would lower
machine overhead and still keep spam away. The problem deddmndwidth
is improved but not solved using this basic design. Some spamails will be
stopped resulting in less bandwidth consumption, but alldlassification-reports
that are sent back and forth will require some bandwidth aitidaigo give more
work for the machines that are to generate or receive/coenigise reports.

For this design to work, we have to make some assumptions:

e Routers:The Internet routers must be able to run spam filters and t/sseive
and process the classification-reports.

e No false positivesBy allowing other machines to filter e-mails for spam,
control is lost. Since only classification-reports are camioated between
the machines, the person for whom an e-mail is intended hasayoof
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checking whether he agrees with a machine’s classificafiepam e-mails.

If a machine classifies an e-mail as spam and removes it, teded re-
ceiver will never know about it, and he can therefore not clamnpif the
e-mail was in fachot spam. Thus the spam filters in the basic design, must
not cause false positive classifications of e-mails.

e Same classificatiorBy moving the spam filter away from the receiver of the
e-mails, we lose the ability to allow individual configu@ts of the spam
filters. In the example above, if machiiestarts its spam filter, all e-mails
passing througl will be filtered using the same configuration, thatks
configuration. Sincée knows nothing about how other machines classify
spam, all machines need to have the same classification oiskv@aving
false positives.

e No false classification reportsNo machine may send false classification-
reports. If a machine for some reason starts to send falsgtsefo other
machines, claiming that it receives a lot of spam from thdma,dther ma-
chines will start their spam filters, thus using unnecessesgurces.

TheRoutersassumption is very hard to avoid, since this functionalig ht the
very core of the TrustOne idea. Changing the responsdslitif the routers might
at first seem as a very serious assumption that makes thendesidess in real
life. When the current responsibilities of routers are exsd however, we find
that they already have other functionality than just trem#fig packets from one
network to another. Many routers are running software thalkes the router able
to better do its job. They analyze the traffic flow of the pasleid do complicated
calculations in order to improve their performance. Thues @&issumption that the
routers should be able to run spam filters is not that greatamgsh from their
present responsibilities.

The other assumptions however can be reduced or removedggving the
basic design. The improvements emerge from more advancathoaication be-
tween the machines and the use of Bayesian Networks to helthers in their
decisions, see Chapter 5.
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Second Stage

In this chapter we will extend the basic design described hapgfer 4. We will
reduce the resources required by the basic design and aanihe time make the
design more suited for the real world by removing or reduding assumptions
required by the basic design. The extended design will aptismthis by intro-
ducing a more complex communication protocol between thehmas and also
by using Bayesian Networks in the decision making processes

5.1 Extended Design

In the basic design, every time an e-mail is classified as spelassification-report
is sent to the last machine who handled the e-mail. All thésssification-reports
use some of the resources that we are trying to save.

The extended design thus handles the communication betiveenachines a
bit different. When for instance machiBaeceives an e-mail delivered by machine
E, it runs the e-mail through its spam filter. Instead of segdinclassification-
report for each received spam e-mdl,simply stores the spam e-mail together
with the other spam e-mails thBthas received from any machine, not j&stif
the e-mail was not a spam e-mail, it is stored together wighatiner non-spam e-
mails thatB has received from any machine. In this wBill gather a collection
of spam and non-spam e-mails basedBinclassification.B also keeps track of
how many e-mails it has received froft and how many of these were spam. If
B decides that too many spam e-mails are coming flbihsends a message to
E requestingE to run a spam filter on all the e-mails thitis delivering toB.
Together with this requesB sends several pieces of information:

1As well as from any other machine from whighreceives e-mails.
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e The total number of e-mailB receives fromk.

e How many of these e-mails are considered spam.
e B's collection of e-mails classified as spam

e B’s collection of non-spam e-mails

e Optional: A suggestion of what type of spam filter and filter configunatio
E should use. The suggestion is optional, since not all mashaill be able
to give such a suggestion in advance.

MachineE must now decide whether it wants to accept or dBisyrequest.
To make this decisiok uses theProvide filteringBayesian network described in
Section 5.2.1.

E has three options:

e Reject: Ecan of course say that it does not want to run a spam filtd8'sn
behalf. In this case, nothing more happens. We cannot fanceesne else
to run a spam filter on our behalf.

e Accept suggestionlf B makes a suggestion to the type and configuration
of the spam filter,E can just start running the spam filter following that
suggestion. We can safely assume thatBhveill be satisfied with the spam
filter, since we are followindd’s own suggestion.

e No/reject suggestiontf B does not make a suggestion to the type and con-
figuration of the spam filter, or iE rejects the suggestiof, can start a filter
of a type and configuration of its own choosing. In this c&hkas to make
sure thaB approves of the spam filter chosen.

The No/reject suggestionption is a bit more complex thdg's other two op-
tions, and will be handled in detail in Section 5.1.1.

5.1.1 No/Reject Suggestion

E has decided that it will not use the, I8y suggested type and configuration of
spam filter.E must now make a counter-suggestiorBto

The main problem folE is now to find a type and configuration of a spam
filter that B will find acceptable. To this end uses the collections of spam and

2If B's collection is very largeB only needs to send a representative subset of the spam &-mail
%If B's collection is very largeB only needs to send a representative subset of the non-spam
e-mails.
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non-spam e-mails supplied [B; These collections represent the type of e-mails
normally received byB and thus ifE can find a type and configuration of spam
filter that can correctly classify the supplied collectipBscan increase the chance
that B will be satisfied by the choice of the spam filter.

If E cannot find a type and configuration of spam filter that it lvelsB will
accept, it informsB that it cannot fulfill B's request to run a spam filter dsis
behalf. On the other hané& can send a messageBaontaining:

e The type and configuration of the proposed spam filter.
e How well the proposed spam filter classified the collectiansgptied byB.

e Various other information.

Various other informatiorcould be almost anything. A couple of examples
could be:

¢ Availability of the spam filterCanE for instance guarantee that all e-mails
it delivers toB will pass through the spam filter, or will turn off the spam
filter for periods of time, when other higher priority taskequiresE’s re-
sources.

e Storage of removed spam e-maiMVill E store the e-mails it removes as
spam. If so, for how long will they be stored. Such a featuralddor
instance be useful B suspects thdE has made some false positive classifi-
cations of its e-mail.

Other types of information could also be useful but we wilt trg to predict them
all here.

It is now up toB to decide whether to accefpts offer. FirstB checks if it can
accept the information supplied undéarious other informationlf not, B informs
its decision toE, andE will not be running a spam filter on the behalf Bf If B
finds the information acceptable, it must decide whethenddfithe classifications
made byE sufficiently correct. Théllow Filtering Bayesian network described in
Section 5.2.2, will hel® in its decision.B then informsE of its decision. IfBis
satisfied,E starts running the spam filter ddis behalf. If not, then nothing more
happens.

If E receives requests to run a spam filter, it indicates thatast lsome spam
e-mails are passing through E can then decide if it wants to examine from which
machines it receives this spam, and whether to request thasleines to run spam
filters onE’s behalf. The entire decision cycle then repeats.



29 5.1 Extended Design

The effect of this extended design will be the same as for ithgle design,
to filter out the spam as close to the source of the spam asbfmstius saving
resources. The extended design has some advantages tluongared to the basic
design:

¢ Individual filtering: Since a machine lik® must requeskE to run a spam
filter, E only needs to run the spam filter for those machines who redgjies
This reduces the workload df

¢ Individual spam filter configurationSinceB suggests the type and config-
uration of the spam filte still retains some of the influence on the spam
filter normally lost when moving the filter away froBr Even ifE rejectsB’s
suggestionB still has to accept a spam filter thatwill be using on e-mails
to B.

e Less messages requireflhe extended design requires fewer messages than
the basic design between the machines in order for the dé&sigork. Mes-
sages are only sent when one machine is considering alloanoger to
filter its e-mails.

¢ Distributed configuration:Since machines that ask a machine to run a spam
filter on their behalf also send the preferred configuratibthe spam filter,
the receiving machine can use these configurations to gedeendf what
configuration it itself can ask yet another machine to usearisxample (see
Figure 4.1):E runs spam filters foB andC. E has not heard frond and it
can thus assume thatis satisfied with the situation as it is not.discovers
that a lot of the spam is delivered by machieand will therefore request
thatF starts a spam filter o&’s behalf.E can now use the configurations and
requirements oB andC, together with its own requirements, to determine
how E would like to have F run the spam filter.

The extended design also has a few assumptions that musepedfwor it to
work properly.

e Routers:The Internet routers must be able to run spam filters and tdlban
the communication protocol between the machines.

e Must request filteringIf a machine is unhappy with the amount of spam it
receives, it must request the machines who deliver the spammta spam
filter. If for instance machin® is unhappy with the amount of spam it re-
ceives fromE but it does not reque# to run a spam filterE can then only
assume thaB is happy with the situation, and th&smight never know that
it delivers spam to others.
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e A machine must not lieThe machines must not lie to one another as this
might result in loss of performance and increase the riskltsriing false
positives e-mail. The Bayesian networks in their curremtmfavill simply
not be able to help the machines in their decision makingeafetidence
entered into the networks is false.

As in the basic design, thRoutersassumption is very hard to avoid. Tlhe
machine must not liessumption is undesirable and can be removed/reduced by
introducing trust into the design. This introduction ofgris the main focus of the
next and final stage of the design, see Chapters 6 and 7.

5.2 Description of Bayesian Networks

As mentioned some decisions are taken using Bayesian Netw®he decisions
needed in the TrustOne system are the following:

e Provide Filtering: This decision is taken by the machine that is asked to
do spam filtering on another machine’s behalf. The Bayesswark helps
the machine to decide whether or not to provide the filteripgekamining
several aspects.

e Allow Filtering: This decision is taken by the machine who wants another
machine to run a spam filter in its behalf. The Bayesian nétvhetps the
machine decide whether the spam filter the other machindliagvio run is
sufficiently efficient.

5.2.1 Provide Filtering

The Bayesian network in Figure 5.1 for tReovide Filteringdecision is used when
a machine, for instance machig is asked to do filtering for e.g. machirig
MachineE has to decide whether it will accept or rejds request.E needs to
consider the following aspects:

e Resources required:E needs to consider the amount of resources required
if E is to run a spam filter oB’s behalf. The resources considered is CPU
usage and IO activity, as these two types of resources a® wftshort sup-

ply.

e Efficiency of spam filter: E needs to consider whether the spam filter it
will use, is sufficiently efficient in removing spam. If theasp filter is not
sufficiently efficient,E cannot justify the expenditure of resources.
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ecFasource Provide Fi..

Figure 5.1:Bayesian network foProvide Filtering SF is short for Spam Filter.

We will now take a closer look at the structure of the BayesiatworkProvide
Filtering. In the description of the nodes of the netwdslkis short for Spam Filter.
Some of the names of the nodes are longer that can be disptajéglre 5.1, and
thus only the first part of the name is shown in some nodes.

Resources Required

The part of theProvide Filteringnetwork used in deciding the resources required

by one machine to run a spam filter consists of the followindeso

e Resources Required: This node represents the total amount of resources

needed to run a spam filter on behalf of another machine. THe has 3
states: Low, Medium, High, and is dependent on two other siofmails
andSF Resource Use

e #mails: This node represents the number of e-mails that will needas p
through the spam filter. It has 3 states: Low, Medium, and Higle number
of e-mails is supplied in the request a machine receives \ekkad to run a
spam filter on behalf of someone else.

e SF Resource Use:This node represents the amount of resources needed

to send a single e-mail through a spam filter. The node hast&ssthow,
Medium, and High. The node is dependent on the no@#3J Usageand

IO Usagesince these two nodes represents the two main areas where spa

filters use resources.
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e CPU Usage:This node represents the amount of CPU resources required to
send a single e-mail through the spam filter. The node hast@&sstaow,
Medium, and High.

e 10 Usage: This node represents the amount of 10 resodreeguired to
send a single e-mail through the spam filter. The node hast@&sstaow,
Medium and High.

Spam Filter Efficiency

This part of theProvide Filteringnetwork considers whether the chosen spam filter
is sufficiently efficient. It consists of the following nodes

e SF Efficiency: This node represents the efficiency of the selected spam filte
This is not the resource efficiency of the spam filter, but has¥l the spam
filter correctly classifies e-mails. The node has 3 stateslle level2, and
level3. Since the efficiency of a spam filter is dependent erythe of spam
filter, and how this spam filter is configured, this node is del@mt on the
two nodes:SF TypeandSF Configuration

e SF Type: This node represents the type of spam filter used. Currendy t
node has 5 states: Typel, Type2, Type3, Type4, and TypeSpaith filters
used with TrustOne must fit into one and only one of these Sstypel all
machines must agree on this.

e SF Configuration: This node represents the configuration of the spam filter
used. Currently the node has 5 states: Confl, Conf2, Cord&f4C and
Conf5. The configuration of all spam filters used with Trust@must fit into
one and only one of these 5 states and all machines must agtbis.o

The Utility and Decision Nodes

To be able to make a decision whether a machine should rumafdper on behalf
of another machine, thBrovide Filtering network is supplied with two Utility
nodes and a single decision node.

e Provide Filtering: This decision node represents the decision needed, when
a machine contemplates running a spam filter on behalf ohanotachine.
The decision has two states: Yes, No and is dependent on theittlity
nodes:Resource UtilityandEfficiency Utility

“Hard disk usage. Since hard disks are slow compared to tlez péts of a computer, heavy
hard disk usage can result in a bottleneck seriously redutia performance of the computer.
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e Resource Utility: This utility node represents the cost or gain, based on the
states of the decision nodovide Filteringand the chance nodeesources
Required

e Efficiency Utility: This utility node represents the cost or gain, based on the
decision nodé’rovide Filteringand the chance nod&F Efficiency

5.2.2 Allow Filtering

Allow Filt...

#negatives #Fpositives

Figure 5.2:Bayesian network foAllow Filtering. SF is short for Spam Filter, FP is short for False
Positives, and FN is short for False Negatives.

The Bayesian network in Figure 5.2 for tAdlow filtering-decision is used by
a machine when, for instance machiBemust decide whether another machine,
for instance, maching, is good enough at classifying e-mails Bis behalf. ForE
to be 'good enough’B must consider whether the number of falsely positive and
falsely negative classified e-mails, madelys within acceptable limitsB needs
to find these two numbers as they are at the very co@soflecision.

B has two different pieces of information that can help findstheumbers.

e Machine E’s resultsMachineE has classified all the e-mails in the two e-
mail collections provided bi. E informsB of the result of this classification.

e Spam Filter EfficiencyMachineE also informsB of the spam filter type and
configurationE used when it classified the e-mails providedBy
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We will now take a closer look at the structure of the Bayesiatwork Allow
filtering. In the description of the nodes of the netwdslk is short for Spam Filter,
FP is short for False Positives, afidN is short for False Negatives. The names of
some of the nodes are longer that can be displayed in FigRread thus only the
first part of the name is shown in some nodes. Some nodes egpitee amount of
something. For instance thigue FPnode represents the amount of false positive
e-mails. These nodes have states likéany and Few. Just how many 'Many’
e-mails is, is dependent on the user of TrustOne.

e True FP: This node represents the true number of false positivetknal
make, if it runs the spam filter dd's behalf. The node has four states: Many,
Some, Few and Very Fewrue FPis dependent on th8F Efficiencynode,
since the true number of false positive classifications msdgependent on
how well the spam filter used Wy classifies e-mails.

e True FN: This node represents the true number of false negativeifitass
tions thatk will make, if it runs the spam filter oB’s behalf. The node has
4 states: Many, Some, Few, and Very Fauue FNis dependent on th8F
Efficiencynode, since the true number of false negative classificatioade,
is dependent on how well the spam filter usedbglassifies e-mails.

As mentioned earlier, at the tinf® makes its decision, it has two sources of
information available when trying to predict states of fhee FP and True FN
nodes.

Machine E’'s Results

The part of theAllow Filtering network, used to find the true number of false
positives and false negatives based on the results of anwthehine, consists of
the following nodes:

e #positives: This node represents the size of the collection of spam ®gpl
to E by B. It has 3 states: Few, Some, and Many.

e #negatives:This node represents the size of the collection of non-spgm s
plied toE by B. It has 3 states: Few, Some, and Many.

e FP: This node represents the number of false positive clastifitaexperi-
enced byE, when running the indicated spam filter Bis behalf. The node
has 4 states: Many, Some, Few, Very Few. Since the preci§igis cesult is
dependent on the true number of false positives and the kthe oollection
on which this result was found, th& node is dependent on thieue FPand
#negativesiodes.
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e FN: This node represents the number of false negative clagsfisaexperi-
enced byE, when running the indicated spam filter on for instaBtsbehalf.
The node has 4 states: Many, Some, Few, Very Few. Since thisipre of
E’s result is dependent on the true number of false negativdgfee size of
the collection on which this result was found, thN node is dependent on
the True FNand#positivesnodes.

Spam Filter Efficiency

This part of theAllow Filtering network is used to find the true number of false
positive and false negatives based on the type and configurait the spam filter
used in the classification.

This part of the network is identical to the same part of frevide Filtering
network, and thus will not be repeated here.

The Utility and Decision Nodes

To be able to make a decision whether a machine is sufficigotbg at running a
spam filter on our behalf, thallow Filtering network is supplied with one utility
node and a decision node.

¢ Allow Filter: This decision node represents the decision needed, when a ma
chine contemplates whether another machine is good endugasaifying
e-mails on its behalf. The decision has two states: Yes, Masadependent
on the utility node:Utility .

e Utility: This utility node represents the cost or gain, based on dtesof
the decision nodAllow Filter and the chance nod@sue FPandTrue FN

As seen throughout these Bayesian networks we assume fbanhation from
other machines is trustworthy which might not always be thsec The need for
some trust management is therefore required. Incorpgratirst management re-
quires analysis of what sources need to be trusted. In coddetermine if some-
thing can be trusted, the risk involved within the given aiton needs to be speci-
fied. In the following chapter trust management will be exaeul



Chapter 6

The Trust Management Process

Throughout the previous stages of the design it was assumagdformation re-
ceived from every source could be trusted. Since that mightaiways be true
we need to be able to incorporate trust management into oyedtan networks
making it possible to take risks into consideration. We waiihlyze the scenarios
concerning our situation which will result in a trust polid¢y describing what and
how much entities should be trusted in order to avoid riskadeealized. This
trust policy will help specifying every detail of the enéii that should be trusted so
incorporating this knowledge into the Bayesian networkis lveéi easy and precise.

The trust policy will contain the following three aspectsust metrics, confi-
dence levels, and trust contexts. Further details abosethspects are explained
in Chapter 2.

6.1 Available Trust Metrics

Trust metrics are used in order to improve confidence in soetiefb, and can be
used if something should be trusted but you need to be moifedean whether or
not it can be trusted. In our situation we have the trust mefirevious experi-
ence Asking another for advice could also be modeled as a métiiieiquestion
concerns gaining confidence in the beliefs of an entity. Assi®ne is not going
to ask machines about the beliefs of other entities, thedhakking other is not a
metric as defined in Section 2.1.7.

6.1.1 Previous Experience

Previous experience can improve your confidence in beligfh as: honesty, com-
petence, benevolence, and predictability. It can be uséukitwo contextsPro-
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vide filteringandAllow filtering. The metric has some confidence associated with
it, describing how confident we are that information fronsiprecise. In these two
contexts the confidence in the previous experience is cersidadMedium-High

For instance, a metric wittow confidence would not seriously improve the overall
confidence in the given beliefs that are affected. The cosiswfg this metric is
consideredow, since the effort required, in order to take advantage obeur pre-
vious experience/knowledge, has practically no resouseg@ or other expenses.
To summarize, therevious experienceetric has the following characteristics:

e Contexts in which it can be used: Provide Filtering, Allovitéiing
e Beliefs it can affect: Honesty, Competence, Benevolenue Paedictability

e Confidence in this metric for each context that it can be uBedvide Filter-
ing: Medium-High Allow Filtering: Medium-High

e Cost of using this metricLow

6.2 Confidence Levels

Confidence levels are used to indicate the required confiedersome entity given
the degree of risk. In Table 6.1 the relationship betweenctdidence levels,
degree of risk and the probabiligy is shown.

| Confidence Level | Quantitative | Qualitative ]
Low Should only be trusted if the riskis very low | p > 0.3
Low-Medium Should only be trusted if the risk is low-medium p > 0.5
Medium May be trusted if the risk is medium p>0.7
Medium-High May be trusted in medium-high risks p>0.85
High May be trusted even in high risk situations | p > 0.95

Table 6.1:Confidence levels

6.3 Trust Contexts

Having examined the trust metrics and confidence levels wWenaw describe
the different trusting contexts. The trust contexts arese#inarios, in this case:
Provide Filteringand Allow Filtering. Now every scenario will be described in
more detail in order to identify entities, associated rjsksjuired trusting beliefs,
and confidences.
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6.3.1 Provide Filtering

In this scenario the asset to protect is the resources, giaste of resources is a
threat that if realized would remove the advantages of ©rnstwhose main objec-
tive is to minimize resource usage. The agents posing theatlare spammers and
hacker$. Trusting entities tell us what in the given situation netedse trusted. In
this scenario we have the following trusting entities: Taguester and our own
spam filter. The requester might send false requests or remghp us with other
inaccurate information. Our own spam filter is considered aigsting entity since
having a badly configured spam filter might also pose a thiBgitanalyzing the
vulnerability of the system, taking the asset to protect twedrusting entities into
consideration, the following risks are identified:

e False Requests
¢ Inefficient Spam filter
e Inaccurate information

These risks will be analyzed regarding their likelihood @aotisequence (impact)
which can be seen in Table 6.2.

| Risk | Likelihood | Consequence]

False requests Moderate Significant
Inefficient Spam filter| Unknown Significant
Inaccurate information  Unknown Significant

Table 6.2:Risk analysis foProvide filteringspecifying likelihood and consequence.

The reason for analyzing the identified risks is to give amese on the degree
of the risk, thus being able to find the required confidencééndiven entity. The
confidence required is reflected in the values of the beliefem this table (6.2)
it can be seen that the likelihood fBalse requestss considered moderate with a
consequence degree at significant. This means, since itésligrely to happen and
still has a consequence degree considered as significamte@geto be confident
in the entity posing this risk in order to avoid the threatrigeiealized. Regarding
Inefficient spam filteandInaccurate informatiorthe likelihood is set to unknown
since it depends on specific information regarding the gaam filter and what

1The threat posed by hackers will not be examined further e ption against hackers is not our
main focus.

2The machine sending a request to do spam filtering will beedatierequester The machine
receiving this request will be called tieceiver



39 6.3 Trust Contexts

and from who information is gathered. Their consequencesansidered signifi-
cant.

As just mentioned, this risk analysis can be used to speéyréquired con-
fidence in each entity in order to rely on it. Each risk has asoeiated entity
posing the risk which also has some beliefs in order to cheriae it. The risk of
getting false requests is associated with the beliefs: Blgremd Competence. By
considering the risk analysis specifying that the consecgeevas significant and
the likelihood for it to happen was moderate, the degree efigk is evaluated to
Medium-Highaccording to Table 2.1, hence a confidence levéadium-Highis
required. The risk; Inefficient spam filter is caused by thetgnOwn spam filter
and therefore has the facts: Type and Configuration, andgkielnaccurate infor-
mation has the associated beliefs: Honesty and Compet8imuze the likelihoods
for these two risks are unknown, it is not possible to giveeaactvalue of what
the confidence in their entities should be. In this case thaug will give an es-
timate on the confidence required in their entities to beeaetypely Mediumand
Medium-High only based on the degree of consequence. The reason tlydtea hi
confidence level in the entity for Inaccurate informatiomaquired, is because we
assume that the threat of receiving bogus information isenlikely than having a
misconfigured spam filter.

Since we are not always confident about what the right valoaldibe for the
beliefs we can take advantage of the already mentioned anétrithis case it is
possible to take advantage®fevious experiencéAs mentioned the confidence in
this metric is:Medium-High

6.3.2 Allow Filtering

In the Allow filtering scenario we have several assets togmtotThese are e-mails,
privacy and resources. The reason why e-malil is an asset@&ibe e-mails (false
positives) might be lost by the filtering process, or spartséfaegatives) might be
received due to an inefficient spam filter. These are bothaemable, although
false negatives (spam) are more acceptable than losingle-{fedse positives).
By the asset privacy, we mean that private information inalsrmight risk being
revealed. As with thd”rovide filteringscenario, resources is also an important
asset. Waste of resources might be caused by inaccuratenatfon from both the
receiver and information from other machines being aske@dwice. The agents
posing these threats are spammers and hackers (denialvidesethus wasting
resources). To summarize we have the following risks:

e Disclose private information

¢ Inefficient spam filter
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e Inaccurate information (receiver)
e Inaccurate Information (other machine)

The following entities should therefore be trusted: The Inirge (receiver) that is
asked to do filtering, and other machines that might be askealdvice.

The risk analysis for théllow filtering scenario, showing likelihood and con-
sequences for the risks identified, can be seen in Table 6.3.

| Risk | Likelihood | Consequence]
Disclose private information Moderate Significant
Inefficient Spam filter Unknown Significant

Inaccurate information (receiver) Unknown Significant
Inaccurate information (other maching¢) Unknown Significant

Table 6.3:Risk analysis foAllow filtering specifying likelihood and consequence.

Having specified their likelihood and degree of consequeve@eed to spec-
ify which beliefs are used to determine each risk, the reglgonfidence level of
the entities, and thus the required values of the beliefs.ifstance theDisclose
private information risk is posed by the entitgceiverwhich has the belief: Hon-
esty, with a confidence level set Medium-Highrequired in the entity because
the risk is considered to dedium-Highaccording to Table 2.1. The spam filter
efficiency is based on the facts Type and Configuration in wieictity we need
a confidence level afledium Inaccurate informatiorfrom the receiver is based
on the belief: Honesty, and we estimate the required cordgi&lém the entity to
be Mediumin order to trust the entity posing this risk, in this case taeeiver.
Inaccurate informatiorfrom other machines is posed by the entither machine
which has two beliefs: Honesty and Competence becausedan tr evaluate in-
formation/knowledge from other machines, we need to be abté to rely on the
machine and know how competent solving the given task ithe donfidence level
needed in order to trust this entity is estimated toMedlium As with theProvide
Filtering scenario, a metric can also be used in this scenario if marédsmce in
the beliefs is required. It is as mentioned: Previous expee Medium-High).

This trust management process of these scenarios has Hefagithg the en-
tities who need to be trusted in order to avoid the posed rgic the required
values of the trusting beliefs. The following chapter wpksify the new Bayesian
networks taking this knowledge into consideration.



Chapter 7

Third Stage: Incorporating Trust
Management

When machines communicate, we cannot be sure that the iafamcommuni-
cated is always 100% correct. A machine might outright Ireg ¢hus have ques-
tionable honesty or it may simply not have the correct infation for some reason
thus having questionable competence. In this third stageseeporate the knowl-
edge about risks, entities and trusting beliefs into ourd3&n networks.

From the trust management process in Chapter 6 we identlie@ntities to
be trusted, risks to avoid, the required confidence levelsthh@e associated beliefs
into a trust policy. This trust policy will now be used in orde expand thérovide
Filtering andAllow Filtering Bayesian networks to handle trust.

7.1 Provide Filtering

The Provide filtering scenario with the new information canseen in Figure 7.1.

Comparing this to the Bayesian network in the second stagge Kgyure 5.1)
we now take the honesty and competence of the requesterdngideration when
receiving information from that entity, according to Seati2.4.1. This is done by
specifying the probability of being Honest by stating a eat the honesty belief
(ranging fromlow to high, with 5 states in total) given that he honest (from the
Honest?node), and the same in the case where he is dishonest. Inrbstiilmode
the associated conditional probability table shows thiedahg:

P(Honesty|Yes) and
P(Honesty|No)
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Prowide fi...

Figure 7.1:Bayesian network foProvide Filteringwith trust. SF is short for Spam Filter.

This also applies for his competence. With this informatiowill now be pos-
sible to evaluate whether the risks (in this céisgccurate informatiorand False
requests according to Section 6.3.1) should be accepted. In thensestage we
only looked at #mails. #spam is also considered in order tmkwhat the spam
rate is. The spam rate is, together with information regaydiequency of requests
and successful requests, used in order to establish a tezpré@&lence level so it
can be determined whether the request is worth the resowegesed to process
it. This is modeled according to Section 2.4.1 where infdaromdfacts describing
some entity should be modeled as shown in Figure 2.2. #spdr#raails are de-
termined by the two beliefs: honesty and competence in thigy garoviding the
information. TheProvide FilteringBayesian network has the following new nodes:

e Confident?: Information from other sources, in this case the requestbenld
be evaluated by considering the confidence in the sourcecdifedence is
based on measurements on competence and honesty and isrthasted to
the CompetentandHonest?nodes. The node has two stat¥ssandNo.

e Competent?/Competence:Competence is indicated by the node Compe-
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tent? with the stategesandno. The Confident? node will receive informa-
tion stating the probability foyesandno whether the source is competent.
In the Competence node a competence-level is selectedngafigm low

to high ranging over 5 states, each with a different distributionyfesand
no. For instance the competence-lel@lv could give the distribution: Yes:
10%, No: 90%, depending on the specific situation.

Honest?/Honesty: The Honest? and Honesty nodes operate similar to the
Competent?/Competenoedes just mentioned. In this case the nodes state
how honest the source is.

Request Confidence Level:When a request is received it should also be
evaluated for whether it is bogus or a real request. In orderonclude
this, information regarding spam rate, frequency of retgjemnd successful
requests is needed, and is thus connected t&Gpgan RateFrequency of
requestsandSuccessful requesi®des. The node has 5 states: Low, Low-
Medium, Medium, Medium-High, and High.

Spam Rate: The reason why this information is needed is in order to decid
whether or not the requesting machine is entitled to redfiésting. The
spam rate is measured by number of e-mails and number of spaeised
and is thus connected to tAeue #mailsand True #spamodes. The node
has 3 states: Low, Medium, and High.

#mails: Even though this node was present in stage two it has chaades r
ically, since it is now connected to ti@onfident? and True #mailsnodes.
This makes it possible to specify how the confidence influ¢negrobabil-
ity for #mails to be in a given state. The conditional proligbtable for the
#mailsnode can be seen in Table 7.1.

True #mails| Low Medium High
Confident? | Yes No Yes No| Yes No
Low 1 1 0 1 0 1
Medium 0 1 1 1 0 1
High 0 1 0 1 1 1

Table 7.1:CPT for #mails

e #spam: Number of spam e-mails received by the requester. This value
should also be evaluated according to @mnfident?andTrue #spammodes.
The node has 3 states: Low, Medium, and High.
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e True #mails/#spam: These nodes indicate the true value of the amount of
e-mails and spam. When deciding the spam rate it is by the udeese
nodes that the rate is determined. These nodes have 3 dtavedviedium,
and High.

e Frequency of requests: The frequency of requests is a measurement of
how many requests the given machine has made within somepemed.
The node has 3 states: Low, Medium, and High. High frequentiyhave
negative impact on the request confidence level.

e Successful requests:Some requests may be accepted after which the re-
quester might decide to cancel the request thus wastingine=m This is
not desirable and will therefore have a negative impact enélquest confi-
dence level. The node has 3 states: Low, Medium, and High.

e Request Utility: This utility node specifies the cost or gain based on the
state of theRequest Confidence Leveide.

7.2 Allow Filtering

The Allow filtering scenario with trust management incoged can be seen in
Figure 7.2.

In order to avoid the threats of getting inaccurate infoiorgtprivate informa-
tion revealed, and Inefficient spam filter, Honesty has beleled to the Bayesian
network in Figure 7.2. This honesty is used when measuringeHositives and
False Negatives, and the correctness of the informatioardatg the spam filter
efficiency. This has been added according to Section 2.44dding an honesty
node affecting the nodes concerning information from o#mirces, in this case:
False Negatives(FN), False Positives(FP), SF Type, and @fiduration. False
positives and False negatives are also affected by a tdsati) the correctness
of the information provided from the receiver. Another thithat has been added
is the use of the ability to ask others, where a third partgi®d for advice. Nodes
involved in this part is colored orange. In this case anothachine is asked for its
opinion on the true values of False Positives and False Negafl he information
it delivers is trusted/believed according to the Honesty @ompetence we have
in it. The following explains the new nodes:

e Confident? (other/orange). Information from other sources, in this case
the another machine, should be evaluated by consideringaigdence in
the source. The confidence is based on measurements on eoicpeind
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Allowy filt...

#negatives

Figure 7.2:Bayesian network foAllow Filtering with trust. SF is short for Spam Filter, FP is
short for False Positives, and FN is short for False Negstive

honesty and is thus connected to thempetent?andHonest?nodes. The
node has two state¥esandNo.

e Competent?/Competence (other/orange)Similar to theCompetent?/Competence
nodes in theProvide Filteringscenario. These nodes concern the other ma-
chine asked.

e Honest?/Honesty (other/orange)Similar to the Honest?/Honesty nodes in
the Provide Filteringscenario.

e FP/FN (other/orange): These are the results delivered by the other machine
asked. The nodes have four states: Many, Some, Few and VeryTFey
are evaluated by considering both the confidence in the otlaehine, and
the true values of the false positives and false negativdsaas thus con-
nected to those nodes.

e FN/FP: The measurement of false positives and false negativesisudt of
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a test (see Section 5.1) where some sample e-mails (corgdnath spam
and non-spam) are tested on the machine’s spam filter. Ajtinthese nodes
are present in the Bayesian network presented in the setagel See Chap-

ter 5) they are now evaluated by examining the honesty ofritiyend their
conditional probability table has changed accordinglyeyrare also affected

by the true test results and are thus connected tdithe Test FRPTrue Test

FN andHonesty?nodes. The nodes have four states: Many, Some, Few and
Very Few.

e True Test FP/FN: These nodes represent the true results of the spam filter
test and are affected by the size of the e-mail collectiongviich the test
was performed. Thus they are connected to#hegativesand #positive
nodes. The nodes have four states: Many, Some, Few and Mery Fe

e Honest?/Honesty: Indicates the honesty-level of the machine requested to
do spam filtering (the receiver). Similar to thl®nest?/Honestypodes of the
Provide Filteringscenario. This honesty measure is used when information
from the receiver is used.

e SF Type/SF Configuration: These two nodes have also been evaluated ac-
cording to the honesty and are thus connected tdHihieesty? node. The
resulting conditional probability table for SF Type is shoim Table 7.2.

True Type | Type 1 Type 2 Type 3 Type 4 Type 5
Honest? Yes No Yes No Yes No Yes No Yes No
Type 1 1 1 0 1 0 1 0 1 0 1
Type 2 0 1 1 1 0 1 0 1 0 1
Type 3 0 1 0 1 1 1 0 1 0 1
Type 4 0 1 0 1 0 1 1 1 0 1
Type 5 0 1 0 1 0 1 0 1 1 1

Table 7.2:CPT for SF Type.

e True Type: Even though the machine reports the type of spam filter it uses
it might not be true. Therefore this node gives an approxionabn the true
value taking the measurement of the honesty of the recenerconsidera-
tion. The node has the same stateSBESType

e True Configuration: As with spam filter type, the configuration specified
might not be trustworthy information. Therefore a measwetiof the true
configuration is needed, in this case also determined by dhedty in the
receiver. The node has the same stateéSRa€onfiguration
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As mentioned in this situation a third party is asked for adviln this case,
as shown in Figure 7.2, asking someone else is done withodid=ring that it
might have a cost. In the real world it might very well have soassociated cost,
maybe not money but at least time or doing some service imretdandling this
can be done by treating the case whether or not to ask anathigirso a metric,
using the structure mentioned in Section 2.4.1 for modeinggrics. The resulting
Bayesian network can be seen in Figure 7.3.

Ao filt..

#negatives

Figure 7.3:Bayesian network foAllow Filtering with trust. Evaluating if the third party should
be asked for advice. SF is short for Spam Filter, FP is shorftétse Positives, and FN is short for
False Negatives.

The many connections to th&sk Other? decision node makes the network
very computational expensive. So expensive in fact, thatiot practically usable
by TrustOne. The solution to this problem is described inised.1.3.

In Chapter 8 the Bayesian networks and the concepts behusiQine will be
tested and evaluated thoroughly.



Chapter 8

Test/Evaluation

To test the communication protocol and Bayesian networkEragtOne, a simple
simulation of the environment where TrustOne would opehats been created.
The main focus of the simulation is to test whether Trust@adly has the desired
properties described in the previous chapters. The simulatill be rather crude

since its only purpose is to test the main features of the conication protocol

and the structure of the Bayesian networks used in TrustOne.

8.1 Design

The two main elements of TrustOne that need to be simulatetharcommunica-
tion protocol and the two Bayesian networks. Thus we neee tahtte to simulate
a network of machines, where the machines are able to coneateniith each
other.

Every machine in the network must be able to send, receiw paocess e-
mails. Also, when appropriate, each machine must be ableseahe Bayesian
networks to help making its decisions.

Each machine also needs to understand and obey the comtimmigeotocol
described in Chapter 5.

8.1.1 The Network

The network chosen for the simulation can be seen in Figure 8.

This structure was chosen because it has many differentonletqualities.
Some machines have many connections to others machinemékaine 8 and
12, while others have only a few connections like machinesd7i&. The network
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Figure 8.1:The structure of the network of machines used in the simariati

also has a critical connection like the one between machiaed34, where the
traffic from a large part of the network is tunneled througlea machines.

With this network structure we should be able to test Trust©@n network
structures similar to those used in the real world.

If a machine is to be able to send messages to other machimegds some
information about its environment. It needs to know whichestmachines exist
and which machines are its neighbors. Since a machine isireatlgt connected
(a neighbor) to all the other machines in the network, it cdrsend messages
directly to all machines. Some messages must be sent throtingins. Thus a
machine needs to know to which other machine it must send aageseven if the
machine does not have a direct connection to the destinatitire message.

To this end aoute tablehas been created (see Table 8.1).

By using this route table each machine is able to send a ne$samy other
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machine/maching 0 1 2 3 4 5 6 7 8 9 |10 11|12 | 13| 14
0 0 1 2 2 1 2 1 2 1 2 1 2 1 2 1
1 0 1 0 3 3 3 3 3 3 3 3 3 3 3 3
2 0| O 2 3 3133 3 3 3 313 3 3 3
3 1 1 2 3 4 4 4 4 4 4 4 4 4 4 4
4 3 3 3 3 4 5 8 5 8 8 10| 10| 10| 8 8
5 4 4 4 4 4 5 6 6 4 6 4 4 6 4 6
6 5 8 5 8 5 5 6 7 8 7 8 8 8 8 8
7 6 9 6 9 6 6 6 7 9 9 6 9 9 9 9
8 4 4 4 4 4 4 6 6 8 9 10| 10| 12 | 12 | 12
9 8 8 8 8 8 7 8 7 8 9 12 | 12 | 12 | 12 | 12
10 4 4 4 4 4 4 8 8 8 12 (10| 11| 12| 12 | 12
11 1010101010} 10| 10| 12|10 |12 |10 | 11| 12| 12| 12
12 8 10| 8 |10 8| 8 | 8 9 8 9 (10| 11| 12| 13| 14
13 12 |12 |12 (12| 12| 12| 12| 12| 12| 12| 12| 12| 12| 13 | 12
14 12 (12 (12 (12| 12| 12| 12|12 |12 |12 | 12| 12| 12| 12| 14

Table 8.1:The route table for the simulated network of machines. Eashcontains the informa-
tion required by one machine. Thus if machine 10 must debiveressage to machine 2, it simply
delivers the message to machine 4. Machine 4 will now detivermessage to machine 3 who in
turn will deliver the message to machine 2.

machine without having to know the structure of the netwolkonly needs to
know in which general direction to send a message and théndetther machines
deliver the message the rest of the way to its destination.

In the simulation the machines do not run simultaneouslyhag tvould in
the real world, but rather they run sequentially. One at @&timnumerical order
starting from machine 0. Aurn is when all machines have run once. Thus after
100 turns each machine has run 100 times.

8.1.2 The Machines

As mentioned earlier, each individual machine must be ableanhdle all the mes-
sages sent by TrustOne. They must also be able to send amngreamails, and to
run these e-mails through a spam filter. We here present eda$eription of how
a machine is simulated/implemented.

Each machine has 2 main 'loops’, an outer and an inner loog. ifiter loop
controls what happens when an e-mail is received while thierdoop handles
everything else.

We start with the inner loop. When an e-malil is received, drid@following
things happen depending on the type of e-mail. Only the mgsbitant actions are
described, several smaller ones have been omitted to keegetftription simple.
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Thestopcommand indicates that the execution ends.

e Normal e-mail:A’normal’ e-mail is any e-mail that is not used by TrustOne.
The normal e-mail might be spam.

If e-mail was delivered by a nmachine running spamfilter for ne
If e-mail not for ne
Forward e-nai |

el se
Renove e-nmmi | from network
St op
If this machine is running a spamfilter
If the e-nmail is for ne

Run e-mail through spamfilter
Store result
Renove e-mai l
St op
el se
If the e-mail is to be delivered to a machi ne
for which I amrunning a spamfilter
Run e-mail through spamfilter
Store result

If e-mail is spam
Renove e-nai |
St op

Forward the e-mail

e Request e-mail:The request e-mail is the e-mail sent when one machine
requests another to run a spam filter on its behalf, that is,the receiver
who must process this e-mail.

receiver:
If this nmachine does not accept requests
St op
If requester sends suggestion
Run ’provi de’ BN using requesters suggestion
If the BN suggests that the utility is negative
Run ' provide’ BN using own suggestion
If the BN suggests that the utility is negative
Send a Rej ect request nessage to the requester
St op
el se
Run the two e-mail collections supplied by the
requester through the spamfilter
Send a request response nessage to the requester
St op
el se
Start running spamfilter on requesters behal f
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Send accept request nessage
el se

Run ' provi de’ BN using own suggestion

If the BN suggests that the utility is negative
Send a Rej ect request nessage to the requester
St op

el se
Run the two e-mail collections supplied by the
requester through the spamfilter
Send a request response nessage to the requester
St op

e Request response e-mallhe request response e-mail is sent as a reply to the
request message, in the case where the request could notd@extin its
current form. The request response message contains aecasuiggestion
from the receiver to the requester.

requester:
Run "allow BN using the data fromthe response

If the BN suggests that the utility is negative
Send a reject suggestion nessage to the receiver
stop

el se
Send an accept suggestion nmessage to the receiver
Stop checking e-mails delivered by that machi ne

e Accept request e-mailif the receiver finds the request acceptable, it re-
sponds by sending an accept request message to the requester

requester:
Stop checking e-nmails delivered by the receiver for spam

¢ Reject request e-mailtf the receiver finds the request unacceptable and it
does not have an acceptable counter-suggestion, therpdnés to the re-
quest by sending a reject request message to the requester.

requester:
Conti nue checking e-nails delivered by the receiver for spam

e Accept suggestion e-mailf the requester accepts the counter-suggestion
proposed by the receiver, it responds with an accept suggasiessage.

receiver:
Start filtering e-nails to the requester through a spamfilter.

¢ Reject suggestion e-malf.the requester rejects the counter-suggestion from
the receiver, it responds with the reject suggestion messag
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receiver:
Do not hi ng

The outer loop is a bit simpler than the inner loop. It is siypl

Wil e the machi ne has unprocessed e-nails waiting
Run the inner | oop
Send (normal) e-mails if thus desired
If this nmachine is running a spamfilter
For each nei ghbori ng machi ne
If (nunber of spam) / (total nunber of e-mmils) is too high
Send a request to that nei ghbor

As mentioned earlier, this pseudo-code does not contaithalbctions taken by
the receiver and the requester. For instance, both mackéegsstatistics about the
other machine that will help them in their decisions.

The requester keeps track of:

e The number of e-mails and spam that are delivered by thevercei

e The requester’s evaluation of the honesty and competenite oéceiver

and the receiver keeps track of:

e How many requests it has received from the requester and e of these
requests were successful

e The receivers evaluation of the honesty of the requester
Both receiver and requester must of course keep track of

e Which machines are running spam filters on its behalf, anatkvhiachines
it is providing spam filters for

This was a brief description of the implementation of theidation of TrustOne.
We will now take a look at the simulations themselves and ¢iselts.

8.1.3 The Bayesian Networks

The Bayesian networks have been implemented just as theleaceibed in Chap-
ter 7 with one exception. Thallow Filtering network shown in Figure 7.3 is not
used in the shown form. The many connections toAkk Other?decision node
make the network very computational costly. Far too costlyd used in TrustOne.
Thus changes to the network have to be made in order for theorieto be useful.
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In Figure 7.3 theAsk Other? decision node is used to decide whether there
will be an increase in the expected utility of tAdow Filtering decision node, if
another machine is asked for advise. This increase will lads@ to cover the cost
of Ask Other?

There is another way to gain the information of whether to aisler or not.
We can use thealue of informationtechnique[6] to make a prediction whether
the information we desire, is valuable enough to increaseeppected gain when
making theAllow Filtering decision, despite the cost of getting this information.

Whether we should ask other depends on what the answer ig tobe. If the
answer can affect th&llow Filtering decision, then the answer could be important.
If on the other hand, the outcome of the answer will have necefbn theAllow
Filtering decision, then there is no point in asking. What we need igsaoéne the
possible answers we can receive if we decide to ask othethaneikpected utilities
given those answers. To be more precise, what we need to kenibw i

EU(ask) — EU(don't ask) > cost(asking)

whereEU(ask)is the expected utility if we decide to ask other g&fld(dont ask)
is the expected utility if we don’t ask othezost(asking)s the cost we have to pay
if we decide to ask other. Only when this expression is true desirable to ask
other.

To calculateEU(ask)all the possible answers that we can receive from the
othermachine and how likely we are to receive these answers musirisidered.
If for instance the answer could lyesor no, theEU(ask)is calculated as:

EU(ask) = P(Yes)EU(Yes) + P(No)EU(No)

In the Allow Filtering network, two answers are received if it is decided to ask
other. Evidence is received for both th€ andFN nodes of the other machine (the
orange nodes in Figure 7.3) and each of these nodes has #&bes sts described
in Section 7.2. All combinations of the two answers must hesatered. Thus we
get:

EU(ask) = Z Z (Prp(stage;) x Ppy(stage;)) EU(F Pstage; , F'Nitage; )
0<i<4 0<j<4

(8.1)
The required values of Equation 8.1 is easily retrieved gusive Allow Filtering
network (see Figure 7.2) itself. The. p(stage;) and Ppy (stage;) is found by
entering all the evidence in to thdlow Filtering network except into th&P and
FN nodes for the other machine (the orange nodeg)(don’t ask)is now the value
of the Allow Filtering utility node.
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The EU (F Pstage; , F'Nstage;) i1s Nnow easily found by inserting evidence for
each possible combination of tk& andFN nodes for the other machine, propa-
gate, and read th&llow Filtering utility for each combination.

This value of information approach requires that &iw filtering network
shown in Figure 7.2 be run once for each combination of thestaf theFP and
FN nodes for the other machihebut it is still a lot more computational efficient
than running theAllow Filtering network shown in Figure 7.3 just once. Also the
value of information calculation is only performed when acimae has received a
request response message, which keeps the required cdimpaitaost very low.

8.2 Simulation Results

To test TrustOne the simulations have been split into 3 sepaests. The first tests
concentrate on the communication protocol used by TrustOhe second set of
tests concentrate on throvide Filteringand Allow Filtering Bayesian networks.

Finally the last tests will examine the behavior of Trust@s& whole and compare
the results with ordinary client-side filtering.

8.2.1 The Communication Protocol Tests

We will start by testing the main properties of the TrustOasmunication proto-
col. This is easily done by giving all the 15 machines in thewdation the same
very efficient spam filter. The good spam filters make it easyech machine to
identify spam and the source of the spam. Also, all the mashwill accept any
requests to run a spam filter on another machines behalf. Whaushould expect
that the machines who sends the spam will be encircled by imesiwvho run spam
filters on all e-mails coming from the spammer. The machinles are not directly
connected to the source of the spam should not be runningpamy &lters.

We simulate three differing situations, starting with agdnspammer and a
single machine running a spam filter. Machine O is the desaghapammer and
will send spam e-mails to machine 14 which in this case is thlg end usef.
Only machine 14 will be running a spam filter. The rest of thechirges can be
considered as routers in the network, see Figure 8.1.

A trace of the simulation is as follows

Successful initialization of nachines

116 times in our case

2An end user is a real person and not some automated softwarenefitioned in Section 5.1,
only the receiver of an e-mail can classify it as spam or natrspvith 100% accuracy.

3The trace can also be seen in Appendix A.
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Machi ne: 12 has received a request from nachine: 14
Machi ne: 12 is now running a spamfilter on machine: 14's behal f
Machi ne: 14, does not reviece a |lot of spam Shutting down spamfilter

Machi ne: 8 has received a request from nachine: 12
Machine: 8 is now running a spamfilter on nmachine: 12's behal f
Machi ne: 4 has received a request from nmachine: 8
Machine: 4 is now running a spamfilter on nachine: 8 s behalf
Machi ne: 3 has received a request from machine: 4
Machine: 3 is now running a spamfilter on nachine: 4’s behalf
Machi ne: 1 has received a request from nmachine: 3
Machine: 1 is now running a spamfilter on machine: 3's behal f
Machi ne: 0 has received a request from nmachine: 1

Machi ne: 12, does not receive a |lot of spam Shutting down spamfilter
Machi ne: 8, does not receive a lot of spam Shutting down spamfilter
Machi ne: 4, does not receive a ot of spam Shutting down spamfilter
Machi ne: 3, does not receive a ot of spam Shutting down spamfilter
End of sinmulation...

Machi nes currently running spamfilters: 1,

As it can be seen from the route table (see Table 8.1), the fedlows the exact
path of the spam e-mails from machine 0 to machine 14. As dttbguspammer,
machine 0, has been isolated from the rest of machines inettwgork by machine
1. Just as intended.

In this first test we only had one end user. This is not veryisgalthus we
run the test again with machines: 3, 5, 6, 7, 9, 11, 13, and Ehdsisers. The
resulting simulation trace can be seen in Appendix B. Thigtmachines 1 and 2
isolate the spammer, machine 0.

Machine 0 is rather easily isolated because of its placerfmetiite simulated
network. As a final test of the TrustOne protocol we thus extidwe previous tests
by letting a machine with many connections to other machgeg®l spam. Both
machine 0 and 8 will now send spam to the other end users. Thedce can
be seen on Appendix C. After the simulation the spamming mashhave been
isolated by the machines 1, 2, 4, 6, 9, 10, 12. Just as expected

8.2.2 The Bayesian Network Tests

To test theProvide Filteringand Allow Filtering networks used in TrustOne the
networks were loaded into the progratugin Research¢t2]. Evidence was then
inserted and removed from each single node and the effeernvds Both the
networks behaved as desired.
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8.2.3 The TrustOne System Tests

At this the final stage of testing, both the communicatiorigmol and the Bayesian
networks are tested as a whole. We will reuse the setup of imexlised on the
testing of the communication protocol, and only change iipeit to the Bayesian
networks. We should then be able to see any changes in thié cassed by the
input changes.

We start by having machine 0 as the spammer and machine 14 asdtuser,
just as in the first test of the communication protocol. Thisethowever we let
machine 8 use a spam filter that is less efficient than the fiked by the other
machines. All machines will classify e-mails with a 99% aemy except machine
8 who only has 80% accuracy.

A trace of the simulation is as follows

Machi ne: 12 has received a request from machine: 14

Machine: 12 is now running a spamfilter on nmachine: 14's behal f

Machi ne: 14, does not receive a ot of spam Shutting down spamfilter
Machi ne: 8 has received a request from nmachine: 12

Machi ne: 12 has received a request response from nmachine: 8

Machi ne: 12 is asking machine: 13

Machi ne: 8 has received reject suggestion fromnmachine: 12

End of sinulation...

Machi nes currently running spamfilters: 12

As it can be seen, machine 12 request machine 8 to run a spamofiltits
behalf, but machine 8 cannot run the very efficient spam fthat machine 12
suggests in the request. By using Brevide filteringBayesian network Machine 8
however believes that its lesser efficient spam filter will be beneficial and thus
sends a counter-suggestion back to machine 12. Machineplsithe counter-
suggestion into it&\llow Filtering Bayesian network, which finds that it is worth
the effort to ask the advice of another machine. In this cagehme 13. Based
on its own evaluation and machine 13's advice, it concludasMachine 8’s offer
is not good enough. Machine 12 therefore decides to sendeat rejiggestion
message to machine 8 and keep running its own spam filter.

As this simulation shows, the 'chain’ of requests will stbthe receiver of the
request cannot fulfill the job of classifying e-mails to tleguesters satisfaction.

If we rerun the simulation but with machines: 5, 6, 7, 9, 11,,d&d 14 as end
users and still having machine 8 running the lesser effigpatn filter we get the
trace shown in Appendix E. As the trace shows, machine 0 listesth by machines
1 and 2. This time the isolation worked better than in the $asiulation. Even
though machine 12 is in the same situation where it cannst inachine 8 to filter

“The trace can also be seen in Appendix D.
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spam on its behalf, other machines who are not dependent ohimea3 will get

the requests to machine 1 and 2. As soon as machine 0 is thataéehine 12 will

no longer receive spam and can therefore shut down its owm $itar. As this

simulation shows, even if some machines are not able topertioe task of spam
filtering, TrustOne can still perform well.

If instead of reducing the efficiency of machine 8's spamfHiltee reduced
its competence and honesty in the eyes of the other maclameest exactly the
same scenario would occur as in the previous simulation. cdmemunication
protocol only cares whether one machine accepts anothdrinescrequest or not,
not the reason for the rejection or acceptance. Thus we wafilimake further such
simulations.

8.2.4 Comparison

The main purpose of TrustOne is to save some of the resouncesntdy wasted on
spam. Now that we have tested that TrustOne behaves astpkdie also need
to examine whether it actually saves any resources.

To examine resources saved by TrustOne, two simulationsiaréOne where
the machines make use of TrustOne and another that does hdheAnachines
in the simulated network (see Figure 8.1) will be end usere wim spam filters
except machines 0 and 9 who are the designated spammersheAthachines
(except the spammers of course) will be using very efficigains filters to keep
the complexity of the simulation results low.

The simulation software measures the following informatio

e Nr. of 'turns’: Shows the number of sequential updatesmachines in the
current simulation.

e Total nr. of e-mails:Gives the number of e-mails that were created and sent

during the simulation.

e Total nr. of spam:Gives the number of spam that were created and sent

during the simulation.

e Total nr. of sends:Shows the total number of e-mails, spam and TrustOne

messages sent.

e Total nr. of forwards: Shows the number of times a message has been for-

warded from one machine to another.

5Described in Section 8.1.1.
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e Total nr. of spam filter checkssives the total number of spam filter checks
during the simulation.

e Total nr. of spam filter checks where the e-mail was in factrsg@hows the
number of times an e-mail was checked for spam and the e-rasiindeed
spam. This number might be smaller than the number of sent spece the
spammers also send spam to each other and the spammers da spam
filters.

e Total nr. of successful spam filter checkSives the number of times the
spam filters made a correct classification.

e Total nr. of requests/accepts/.These last five values show how many mes-
sages were sent of each of the message $yysesd by TrustOne.

We first run the simulation where the machinesmbd make use of TrustOne.
The result of the simulation is:

Machi nes running spamfilters at end of sinulation:
1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14,

Nr. of ’turns’ : 100000

Total nr. of e-mails: 130124

Total nr. of spam 200002

Total nr. of sends: 330126

Total nr. of forwards: 664156

Total nr. of spamfilter checks: 297499

Total nr. of spamfilter checks where the e-nmail was in fact spam 185830
Total nr. of successful spamfilter checks: 294525
Total nr. of requests: 0

Total nr. of accepts: O

Total nr. of accept suggestions: O

Total nr. of rejects: 0O

Total nr. of reject suggestions: O

Then the second simulation that is exactly like the first pkd¢be machines
now make use of the TrustOne system. The result is:

Machi nes running spamfilters at end of sinulation:
1, 2, 7, 8, 12,

Nr. of "turns’: 100000
Total nr. of e-mails: 130158
Total nr. of spam 199999
Total nr. of sends: 330194

6As described in Section 5.1 and Section 8.1.2.
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Total nr. of forwards: 234350

Total nr. of spamfilter checks: 277500

Total nr. of spamfilter checks where the e-nail was in fact spam 193424
Total nr. of successful spamfilter checks: 274648

Total nr. of requests: 21

Total nr. of accepts: 16

Total nr. of accept suggestions: 0

Total nr. of rejects: O

Total nr. of reject suggestions: O

Even though the exact number of e-mails and spam variedaifitthe two
simulations, the results are clear.

e Total nr. of forwards:The number of times an e-mail is forwarded is severely
reduced. This is a direct consequence of the spam being eshimvthe ring
of machines surrounding the spammers. The spam will no lomaee to be
delivered all the way to its destination.

e Total nr. of spam filter checksThe number of spam filter checks is also
reduced. Machines no longer need to check e-mails for sp&me i&-mails
are delivered by a machine running a spam filter on their lhehal

e Total nr. of spam filter checks where the e-mail was in factrsp&ven
though the number of spam filter checks has decreased theamwinthecks
where the e-mail was in fact spam has increased. Thus eveeydispam
filter checks an e-mail there is greater chance that the &isnaifact spam,
if the machines uses TrustOne. Thus the resources used byfdfgas are
used more efficiently. This result is not surprising sincéydhe machines
who have direct contact with the spammers will be runningrsfiliers.

e Total nr. of successful spam filter checkEhe number of successful spam
filter checks has also dropped, but this is a direct resul@firop in overall
spam filter checks.

e Total nr. of requests/accepts/..The last five values show that 21 requests
were sent and 16 of them were accepted. The 'missing’ 5 résjuese sent
to the two spammers who do not respond to requests.

The structure of the simulated network and the placemeriteoéhd users and
the spammers affect how many resources TrustOne will betaskve, but in every
simulation TrustOne saves resources. Thus it can be cagttiticht TrustOne has
the desired properties.

One weakness in TrustOne is that even though the total anwdussources
required is reduced, the resources th@used must be spent by fewer machines.
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Thus reducing the workload on most machines while at the dameeincreasing
the workload considerably on the few machines close to thenspers.



Chapter 9

Future Work

In this report we have described a system making outsourdisgam filtering on
multiple machines possible thus saving resources. Setengs could improve it
and make it easier to use. This chapter will describe impreargs and future work
that could improve TrustOne.

9.1 Tool for Easing Bayesian Network Creation

Developing a Bayesian network based on information fronust fpolicy might not
always be easy. In our case though, it is the process of adjutste conditional
probability tables according to the specific situation twit keep many people
from using TrustOne. If this process could be automated mld/anake many
people look at the system with less fear. Automating thisess is actually not
impossible since every detail regarding the given decig@ddentified in the trust
policy. As the required confidences in the different ergiad the likelihood and
consequences of the different risks are also identifiecbikshbe possible to create
the conditional probability tables.

What is needed is therefore a tool in which details from thisttpolicy can
be specified. With this knowledge it will be possible to ces#ite conditional
probability tables for nodes by specifying the requiredfience. For example
as the required confidence in SF Type in &kliow Filtering network is decided,
and that the beliefHonestyis used to describe this confidence in the entidyvn
Spam filtey the conditional probability table can be created easflyhe required
confidence is for instance High, then in the conditional piwlity table only when
the belief is High no ambiguity should be present. If thedfe measured to be in
state Low, the confidence of the information being descrifealild be accordingly
low, which therefore should be illustrated in ambiguousilitssin the conditional
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probability table. When all conditional probability tablare defined the only thing
left for the user is to adjust the utility nodes accordingtte tlesired outcome in
the given situation.

9.2 Merging of Requests

When a machine runs spam filters on behalf of other machimeblgms can arise
when this machine wants to send a request. As an examplegae Bil. Assume
that machine 4 is running spam filters for machine 1 and 3. h&ct has agreed
to run a very strict spam filter on the behalf of machine 1 witilenly runs a
weak spam filter on machine 3’s behalf. It has still not reegiany requests from
machine 2.

Figure 9.1:Sample network, showing potential merging of request @bl

Machine 4 now discovers that it receives a lot of spam fromimec5, and
it would like to have machine 5 run a spam filter on its behalfll éAmails to
machines 1, 2, and 3 passes through machine 5 and are thetedffiy what spam
filter machine 5 uses. Lets assume that machine 5 acceptedbest and thus
allows machine 4 to shut down its own spam filters. What typ @mfiguration
of spam filter should machine 4 suggest to machine 5?

If machine 5 runs a very strict spam filter, then e-mails to Inmae 3 will be
filtered using a much more strict spam filter than machine t&ilyi agreed upon.
Thus some e-mails that are not considered spam by machin®B{ be removed
by the strict spam filter of machine 5.

If machine 5 runs a weak spam filter, then e-mails to machindlha/longer
be filtered as strictly as initially agreed upon, thus maehinwill most likely re-
ceive more spam.
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Both solutions have undesirable results. A more thorougkarch into this
problem could help optimize the results of TrustOne.

9.3 Billing System

Currently TrustOne relies on the willingness of machinesvtwk for the good
of others. The Machines that run spam filters on the behalftleérs use their
resources to make it possible for others to save their ressur

A better incentive will most likely be required. Somethirgit could compen-
sate for the resources used by the machines running spams.filBme sort of
billing system might be devised that allow the machines inmspam filters to bill
the machines that is now protected from spam for the senriwéqged.

Other types of incentives could be researched and developed

9.4 Tagging Spam with '"ADV’

Recently a law-proposal has suggested spam e-mails to lkedhaith an ADV in
the subject field of the e-mail, thus spam as we know it toddiybeiconsidered as
a violation of the law[11]. Therefore theoretically the plem of classifying mails
as spam or not spam would not be an issue any more as spamdiltdys able to
just remove e-mails with the ADV-tag. Realistically spammais not marked with
the ADV-tag will still be received, but the law would greatilyduce the amount of
spam.

The question will be whether or not TrustOne still would bevadageous
and should be determined by analyzing if resource wastellissterious prob-
lem. E-mails marked with the ADV-tag do not require any spkspam filter and
would not require the whole trust-process in evaluating tWdesomeone should
be trusted to do the filtering since everyone would be ableotdt gerfect. The
arguments for using TrustOne at first will not be as obvioug erore. But as
mentioned spam e-mails without this tagll be present and important to catch,
just in a smaller amount, in which case TrustOne would be piulvim tracing the
spammers sending illegal spam.
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Conclusion

In this report a spam filtering system called TrustOne has begeloped. TrustOne
consists of a communication protocol designed to let mashocommunicate infor-
mation regarding spam filters. The focus has been on how smorde who should
be running spam filter and not on how the filtering procesdfitséeing handled.

TrustOne consists of negotiations between machines im to@gree on whether
spam filtering should be provided by the machine receivirggréquest. If this
machine accepts to provide the service, a new decision ghmiimade, namely
whether or not this machine should be allowed to do the filteriThese two de-
cisions have been modeled in two Bayesian networks; Prditideng and Allow
filtering.

By making it possible to outsource who should run spam filtengroblem of
being able to trust other entities was identified. Lettinlgeos perform the spam
filtering process on your behalf requires a great deal of denfie in the entities
being trustworthy and capable of doing the task.

Developing the Bayesian networks was done in stages. Theetlisons of
these did not handle the aspects of someone not being tntisyywwbence an anal-
ysis of trust management was done. This resulted in new Baye&tworks in-
corporating trusting beliefs such as honesty and competenorder to take the
required trust aspect into account.

To verify that the communication protocol in TrustOne and Bayesian net-
works behave as desired a simulation has been created.mkagon was a model
of 15 machines interconnected using the TrustOne systemme $wachines were
end users and some were spammers. This simulation confifmaeddoth com-
munication protocol and Bayesian networks were operathogerly, resulting in
isolating the source of spam thus saving resources, jusitasded according to
Section 1.1. The computational cost of using TrustOne sHawéde of very little
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concern, since the Bayesian networks are only used whee$sg requests.

Another requirement stated in Section 1.1 was that the sg@ersfshould be
able to filter spam efficiently and only filter what we considpam. This has been
achieved by incorporating trust management into the Bayesetworks making
the decisions, thus only machines that perform within theeptable limits are
allowed to do filtering on our behalf.

Some problems are still not solved though, for instance vaggaeing on type
and configuration of a spam filter it can result in someonargetheir e-mails fil-
tered with a configuration less efficient than originally ides, which is a problem
which needs further research.

We are aware that using TrustOne will not be seen as being hvemgficial
for some machines. It clearly shows that some machines wailelto do more
work, while others will have to do practically nothing, wikes today the workload
is split pretty even among them when using ordinary clieté-spam filters. If
TrustOne is to function properly, it is important that evemgchine is willing to do
a sacrifice for the common goal. At first this does obviously seund appealing,
but if accomplished everyone would eventually benefit from i
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Simulation Trace 1

Machine 0 is the designated spammer and will send spam toingat# which in
this case is the only end user. Only machine 14 will be runaisgam filter. The
rest of the machines can be considered as routers in the retsae Figure 8.1.
All machines have spam filters which are 99% efficient in ¢fgissy spam

Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi
Machi

ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:

12 has received a request from nachine: 14
12 is now running a spamfilter on machine: 14’'s behal f
14, does not receive a |ot of spam Shutting down spamfilter

8 has received a request from nachine: 12

8 is nowrunning a spamfilter on machine: 12's behal f

4 has received a request frommachine: 8

4 is now running a spamfilter on machine: 8 s behalf

3 has received a request frommachine: 4

3 is nowrunning a spamfilter on machine: 4’s behal f

1 has received a request from nachine: 3

1is nowrunning a spamfilter on machine: 3's behalf

0 has received a request frommachine: 1

12, does not receive a |ot of spam Shutting down spamfilter

8, does not receive a ot of spam Shutting down spamfilter
4, does not receive a lot of spam Shutting down spamfilter
3, does not receive a lot of spam Shutting down spamfilter

End of sinulation...
Machi nes currently running spamfilters: 1,
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Simulation Trace 2

Machine 0 is the designated spammer and will send spam toinesct3, 5, 6, 7, 9,
11, 13, and 14 who are the end users. The rest of the machindseaonsidered
as routers in the network, see Figure 8.1. All machines hpaendilters which are
99% efficient in classifying spam

Machi
Mac hi
Mac hi
Machi
Mac hi
Mac hi
Machi
Mac hi
Mac hi
Machi
Mac hi
Machi
Machi
Mac hi
Machi
Machi
Mac hi
Machi
Machi
Mac hi
Machi
Machi
Mac hi
Machi
Machi
Mac hi
Machi

ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:

12 has received a request from nachine: 13

12 is now running a spamfilter on machine: 13's behal f

13, does not receive a |ot of spam Shutting down spamfilter
4 has received a request from machine: 8

4 is nowrunning a spamfilter on machine: 8 s behalf

4 has received a request from nmachine: 5

4 is now running a spamfilter on machine: 5 s behalf

12 has received a request from nachine: 14

12 is now running a spamfilter on machine: 14’s behal f

14, does not receive a |ot of spam Shutting down spamfilter
3 has received a request from nmachine: 4

3 is nowrunning a spamfilter on nmachine: 4’s behal f

2 has received a request from nmachine: 3

2 is nowrunning a spamfilter on nachine: 3's behalf

, does not receive a lot of spam Shutting down spamfilter
does not receive a lot of spam Shutting down spamfilter
does not receive a |lot of spam Shutting down spamfilter
, does not receive a lot of spam Shutting down spamfilter
does not receive a lot of spam Shutting down spamfilter
11 does not receive a lot of spam Shutting down spamfilter
0 has received a request from machine: 2

1 has received a request from nachine: 3

1is nowrunning a spamfilter on machine: 3 s behalf

0 has received a request from machine: 1

4, does not receive a lot of spam Shutting down spamfilter
12, does not receive a |ot of spam Shutting down spamfilter
3, does not receive a lot of spam Shutting down spamfilter

©oo~NOo O
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End of sinmulation...
Machi nes currently running spamfilters: 1, 2,



Appendix C

Simulation Trace 3

Both machine 0 and 8 will now send spam to the other end userdis case
machines: 3,5, 6, 7,9, 11, 13, and 14. The rest of the macharebe considered
as routers in the network, see Figure 8.1. All machines hpaendilters which are
99% efficient in classifying spam

Machi ne: 12 has received a request from machine: 14

Machine: 12 is now running a spamfilter on nmachine: 14’ s behal f

Machi ne: 14, does not receive a |lot of spam Shutting down spamfilter
Machi ne: 8 has received a request from machine: 6

Machi ne: 10 has received a request from machine: 11

Machine: 10 is now running a spamfilter on nmachine: 11's behal f

Machi ne: 6 has received a request from machine: 7

Machine: 6 is now running a spamfilter on nachine: 7's behalf

Machi ne: 4 has received a request from nmachine: 5

Machine: 4 is now running a spamfilter on machine: 5 s behalf

Machi ne: 12 has received a request from machi ne: 13

Machi ne: 12 is now running a spamfilter on machine: 13 s behalf

Machi ne: 13, does not receive a |lot of spam Shutting down spamfilter

Machi ne: 8 has received a request from nachine: 12
Machi ne: 8 has received a request from machine: 9
Machi ne: 4 has received a request from machine: 3
Machine: 4 is now running a spamfilter on nachine: 3's behalf
Machi ne: 3 has received a request from machine: 4
Machine: 3 is now running a spamfilter on machine: 4’'s behal f
Machi ne: 8 has received a request from nmachine: 4
Machi ne: 2 has received a request from machine: 3
Machine: 2 is now running a spamfilter on machine: 3's behal f

Machi ne: 5, does not receive a ot of spam Shutting down spamfilter
Machi ne: 7, does not receive a |lot of spam Shutting down spamfilter
Machi ne: 11, does not receive a |lot of spam Shutting down spamfilter
Machi ne: 0 has received a request from nmachine: 2
Machi ne: 1 has received a request from machine: 3
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Machine: 1 is now running a spamfilter on nmachine: 3's behalf

Machi ne: 3, does not receive a |ot of spam Shutting down spamfilter
Machi ne: 8 has received a request from nmachine: 10

Machi ne: 0 has received a request fromnachine: 1

End of simulation...

Machi nes currently running spamfilters: 1, 2, 4, 6, 9, 10, 12,
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Simulation Trace 4

Machine 0 is the designated spammer and will send spam toingat# which in
this case is the only end user. Only machine 14 will be runmisgam filter. The
rest of the machines can be considered as routers in the metsee Figure 8.1.
All machines have spam filters which are 99% efficient in ¢fgissy spam, except
machine 8 who is only 80% efficient.

Machi
Machi
Mac hi
Machi
Machi
Mac hi
Machi

ne:
ne:
ne:
ne:
ne:
ne:
ne:

12 has received a request from nachine: 14

12 is now running a spamfilter on nachine: 14’s behal f

14, does not receive a |ot of spam Shutting down spamfilter
8 has received a request from nachine: 12

12 has received a request response from nmachi ne: 8

12 is asking machine: 13

8 has received reject suggestion fromnachine: 12

End of sinulation...
Machi nes currently running spamfilters: 12,
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Simulation Trace 5

Machine 0 is the designated spammer. Machines: 5, 6, 7, 9315&nd 14 are end
users. The rest of the machines can be considered as rootérs network, see
Figure 8.1. All machines have spam filters which are 99% efficin classifying
spam, except machine 8 who is only 80% efficient.

Machi ne: 12 has received a request from machine: 14

Machine: 12 is now running a spamfilter on nmachine: 14's behal f

Machi ne: 14, does not receive a ot of spam Shutting down spamfilter
Machi ne: 6 has received a request from nachine: 7

Machine: 6 is now running a spamfilter on machine: 7's behalf

Machi ne: 10 has received a request from nmachine: 11

Machine: 10 is now running a spamfilter on machine: 11's behal f

Machi ne: 4 has received a request fromnmachine: 5

Machine: 4 is now running a spamfilter on nmachine: 5 s behalf
Machi ne: 8 has received a request from nachine: 6

Machi ne: 6 has received a request response from nachine: 8
Machine: 6 is not asking another machine.

Machi ne: 8 has received accept suggestion from nachine: 6
Machine: 8 is now running a spamfilter on Machine: 6 behal f

Machi ne: 12 has received a request from machine: 13

Machine: 12 is now running a spamfilter on machine: 13's behal f

Machi ne: 13, does not receive a ot of spam Shutting down spamfilter
Machi ne: 8 has received a request from nachine: 9

Machi ne: 9 has received a request response from nmachine: 8
Machine: 9 is not asking anot her machine.

Machi ne: 8 has received accept suggestion from nachine: 9
Machine: 8 is now running a spamfilter on Machine: 9 behal f
Machi ne: 2 has received a request from nmachine: 3

Machine: 2 is now running a spamfilter on nachine: 3 s behalf

Machi ne: 3, does not receive a | ot of spam Shutting down spamfilter
Machi ne: 5, does not receive a | ot of spam Shutting down spamfilter
Machi ne: 7, does not receive a |ot of spam Shutting down spamfilter
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Mac hi
Machi
Machi
Mac hi
Machi
Mac hi
Mac hi
Machi
Mac hi
Mac hi
Machi
Mac hi
Mac hi
Machi
Mac hi
Mac hi
Machi
Mac hi
Mac hi
Machi
Mac hi
Mac hi
Machi

ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:
ne:

9, does not receive a lot of spam Shutting down spamfilter
11, does not receive a |ot of spam Shutting down spamfilter
0 has received a request from machine: 2

has received a request from nmachine: 8

has received a request response from machi ne: 4

i s asking machine: 4

has recei ved accept suggestion from nmachi ne: 8

is now running a spamfilter on Machine: 8 behalf

has received a request from nmachi ne: 4

is now running a spamfilter on nmachine: 4's behal f

has received a request from machine: 12

12 has received a request response from nachi ne: 8

12 is not asking another machi ne.

8 has received reject suggestion fromnachine: 12

6, does not receive a lot of spam Shutting down spamfilter
10, does not receive a |ot of spam Shutting down spamfilter
8, does not receive a lot of spam Shutting down spamfilter
1 has received a request from nachine: 3

1is nowrunning a spamfilter on machine: 3 s behalf

0 has received a request from machine: 1

4, does not receive a lot of spam Shutting down spamfilter
3, does not receive a lot of spam Shutting down spamfilter
12, does not receive a |ot of spam Shutting down spamfilter

0 wWwwhHhshoodh,

End of sinulation...
Machi nes currently running spamfilters: 1, 2,
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