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SYNOPSIS:

In this report the objective is outsourc-
ing of spam filtering to other machines
in order to save resources. Doing this is
accomplished by using trust management
and Bayesian networks. Trust manage-
ment is analyzed in order to model as-
pects regarding trust in the Bayesian net-
works. A system, TrustOne, making out-
sourcing of spam filtering possible is de-
signed, in which decision making is han-
dled by Bayesian networks incorporated
with trust management. Thus being able
to handle risks and specify the confidence
required to trust a machine to do spam fil-
tering on the behalf of another machine.
The resulting system encircle the source
of the spam with machines running spam
filters, by using outsourcing of spam fil-
tering. This results in less network band-
width usage and less resources used on
machines in order to run spam filter.



Summary

This report proposes a solution called TrustOne, to some of the problems caused
by the huge amounts of spam on the Internet. The main focus is to reduce the
increasing amount of resources wasted on spam.

The main idea of the solution is to outsource spam filtering tomachines closer
to the sources of the spam. By removing the spam before it reaches its intended
destination, the resources normally consumed by delivering the spam can be saved.

Most people are very sensitive about their e-mail. They expect that when an e-
mail is sent, it will reach the intended destination. Thus before a spam filter should
be allowed to remove e-mails that are classified as spam, we need to be confident
that the spam filter is capable of performing the task to our satisfaction.

Trust and confidence is therefore at the very core of TrustOne. As a result,
the basic concepts of trust management is introduced. The trust management tech-
niques described uses evaluations and assumptions. As spamfiltering is an au-
tomated process, a more mathematical approach is required.Thus methods for
converting the results of the trust management process intoBayesian networks are
developed and described.

After a brief description of the structure of the Internet and the internal struc-
ture of e-mails, the first stage of TrustOne is developed. This simple stage is the
simplest possible version of TrustOne, using a very simple communication proto-
col between the machines. It will remove spam close to its source thus saving re-
sources. Unfortunately this simple design relies on some undesirable assumptions
in order for it to work. A second more advanced stage of TrustOne is developed.

In the second stage a more advanced communication protocol is developed,
which allows the machines to communicate more efficiently and also removes
some of the undesirable assumptions previously required. It is also possible for the
end users to retain some of the control of the filtering normally lost by server-side
spam filters. The two main decisions of TrustOne: “Do I want tofilter someone
else’s e-mails”, and “Do I allow someone else to filter my e-mails” are modeled as
two Bayesian networks. At this stage TrustOne still assumesthat all information
communicated between machines is 100% correct. This assumption is undesirable
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and thus a trust management process is used to analyze the situation.
In the third and final stage, the result of the trust management process is then

used to improve and extend the two Bayesian networks from thesecond stage.
This improvement removes the assumption of 100% correct information and makes
TrustOne able to save even more resources.

To test TrustOne, a piece of software is designed and implemented, which is
capable of simulating TrustOne on a small network of 15 machines. With this
software several tests are performed on the behavior of the communication proto-
col of TrustOne. It is verified that TrustOne will indeed outsource the filtering to
machines close to the source of the spam.

The two Bayesian networks are tested by inserting evidence and observing the
results.

As a last confirmation of TrustOne’s behavior, both the communication proto-
col and the Bayesian networks are tested working in unison. The results show that
even if some machines are unable/unwilling to use TrustOne,then TrustOne still
achieves the desirable result of removing spam close to the source of the spam.

The last tests examine just how resource saving TrustOne is.The results show
that a significant amount of resources can be saved when compared to scenarios
where TrustOne is not used. There is a drawback though, TrustOne requires that a
few machines must spend a lot of resources in order for other machines to be able
to save their resources.

As a conclusion, TrustOne seem capable of saving a lot of machines quite a lot
of resources, while still allowing the end users some control of the filtering process.



Preface

This report is the documentation of a Master thesis made at Aalborg University,
Department of Computer Science, Decision Support Systems.The duration of the
project was from February 4th 2003 to June 4th 2003. The purpose of the project
was to develop a system capable of reducing the resources wasted on spam by out-
sourcing of spam filtering. This has been achieved by combining elements of trust
management and Bayesian networks into a communication protocol which allow
machines to communicate spam related information between each other.

A CD-ROM containing the Bayesian networks and source code used throughout
this project is located at the inside of the back cover. A ReadMe file on the CD-
ROM describes the content of the disk.

Allan Larsen Søren Meyer
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Chapter 1

Introduction

What is spam? Some define spam as: ’unsolicited commercial e-mail’, while others
define it as: ’unsolicited automated e-mail’. Spam is sort ofthe computerized
version of the ads almost everyone receive in their mailbox.Traditionally the post
delivery office has delivered the ads to each household, but as more and more
people now have access to the Internet and are able to receivee-mails, spamming
has become a very cheap way of advertising. It is possible to send literally millions
of e-mails advertising some product at almost no cost. Most of the receivers of
these e-mails will never read them, and even if they do, they will most likely never
take advantage of the offer. Given that the advertising is almost free, only a very
small percentage of the receivers actually have to buy the product in order to cover
the advertisement cost. When compared to the expenses of printing and delivering
millions of paper ads, ’spamming’ can be a very attractive alternative for companies
with something to sell.

No matter how spam is defined, most people agree that spam is something that
they do not want. They did not ask for the e-mails, but they receive them anyway.
The problem is not that a spam message is received, but ratherthat so many are
received. It is not uncommon for a single person to receive 30or more spam e-
mails each day. Most people find the task of finding the e-mailsthey want between
all the spam time consuming and irritating. Many also consider the act of spam-
ming as bad taste and a questionable way of conducting business. Most companies
respect this attitude and only send advertising e-mails to the people who request
it. Unfortunally many of the more questionably businesses like pornography web
sites, people with ’The Ultimate Recipe For Getting Rich Quick’ schemes, and
others trying to scam you out of your money, are using spam as their main source
of advertisement.

What is a spam filter? Spam filters are designed to remove the spam e-mails
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before the receiver sees them. Thus a spam filter is just an automated version of the
filtering and classification of e-mails we all do when lookingthrough our e-mails.
Even though almost all people find it easy to correctly classify an e-mail as spam,
creating an automated spam filter, is not that simple a task. Humans understand
the meaning of the words and sentences in the e-mails, the spam filters do not have
that luxury.

Also some people do not mind receiving some e-mails that are spam according
to the definition of spam. For instance, when buying something from an Internet
web-shop, sometimes the web-shop keeps sending e-mails advertising for their
products. These e-mails are spam according to the definitionof spam, but some
people like these e-mails. Thus today, most of the spam filters can be configured to
the desires of the individual person using the filter.

Even if a spam filter has found a good way of identifying spam from non-
spam, the people sending the spam are actively seeking ways around the spam
filters. They do this by altering the structure of the spam e-mails. The spam filter
must now find ways to identify these new structures, but the spammers will again
change the structure and so on.

Another problem is trust. Just as you trust the post office to safely deliver a
letter from one place to another, you need to be able to trust that a sent e-mail will
arrive at its destination and actually read by the intended person. A spam filter
that classify a non-spam e-mail as spam and removes it, can doserious harm. Im-
portant messages might never reach the intended person. Thus we need to have a
sufficient level of confidence that the spam filter does its jobcorrectly. Identify-
ing the required confidence in a spam filter or a machine running spam filter is no
simple task, since many unknown factors are involved. It is all about being able
to analyze the risks being posed and the agents that need to betrusted. A trust
management process would help analyzing this, thus improving the task of identi-
fying the required confidence. Trust management is requiredin order to analyze a
given situation thoroughly resulting in making the decision, whether or not to trust
a spam filter or the machine running it, manageable.

Some spam filters do a pretty good job of separating spam from non-spam, but
they only do so when the e-mail arrives at its destination. Itis the same as hiring a
person to remove all the unwanted ads from your mailbox, justbefore you empty it.
A lot of resources have still been used on creating the ad and delivering it to your
mailbox. These resources have effectively been wasted. Spam produces much the
same problem. The spam e-mail might have traveled through many routers on its
way to its destination using up computer resources and network bandwidth, only
to be removed by a spam filter when reaching its destination. Even though the
resources needed by a mail server to process a single e-mail of moderate size is
small, the sheer amount of spam e-mail sent each day will tie up a lot of resources.
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The amount of spam is growing rapidly. Currently, 50% of all e-mail traffic on the
Internet is considered spam. This percentage is expected torise to 70% by the year
2007 if no significant changes are made to the way e-mails work[13].

1.1 Problem Domain

We will design a server-side spam filtering system, which will be calledTrustOne
that is able to identify spam before the it reaches its final destination, thereby re-
ducing the amount of resources currently used on deliveringthe spam to its desti-
nation. The closer the spam can be identified to its source (the spammer), and thus
removed, the less resources would be wasted.

The main problem we will focus on in this report is trust. By removing the
spam before the destination, the receiver loses control of the spam filter filtering his
e-mail. We therefore need to have confidence that a spam filterwhich is operating
outside our control, will be able to correctly identify and remove only what we
consider spam and nothing more.

This will be solved by taking advantage of trust management incorporated in
Bayesian networks. Doing this requires an analysis of how knowledge identified
in a trust management process can be modeled in a Bayesian network.

TrustOne will be developed in stages with increasing complexity. The initial
stages will develop the general functionality of TrustOne.Trust management will
be introduced in the third and final stage.

There are many other interesting problems that need to be addressed in order
for such a system to be able to function in the real world. Although we will not
deal with these problems in detail in this report we will justmention a couple here:

When sending information through the Internet, only the source and destination
are ’normal’ computers. Routers and router protocols handle the actual transporta-
tion. These routers will have to be extended in such a way thatthey are able to scan
for spam and handle the trust management needed by TrustOne.

The way routers scan for and identify spam is critical for success of TrustOne.
If the routers do a poor job at identifying spam, the trust management in TrustOne
will fail, and everyone can only trust themselves to do the spam filtering properly.



Chapter 2

Decision Making & Trust
Management

Whenever decisions are to be made they are considered by evaluating the possible
risks of taking the action and the associated likelihood that the risk will be realized.
This evaluation process takes place automatically in our heads whenever some de-
cision has to be made. However, sometimes it is simply not possible to make that
evaluation. The situation can be complex or contain many unknown factors that
at first seem impossible to handle or evaluate. One complex decision to make is
to determine if information or behavior of some source is reliable and trustworthy.
How do we measure whether or not someone is to be trusted? A mechanism ca-
pable of dividing the problem into manageable parts is required. These individual
parts can then be analyzed thoroughly and thus help establishing the trust needed.

Povey[4] proposes a process encompassing the above mentioned needs. This
process is called a trust management process and the result of this process is a trust
policy. Throughout this chapter this trust management process will be described
and analyzed with the objective of being able to incorporatetrust management into
Bayesian networks1.

2.1 The Trust Management Process

A trust management process will greatly enhance the procedure of evaluating a
scenario in order to make the right decision of whether or notto trust a source. In
the following sections aspects of trust management will be examined thus giving a
deeper understanding of what makes the trust management process advantageous.

1Although we are dealing with influence diagrams throughout this report we will mention them
as Bayesian networks.
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Information regarding risk and trust management throughout this chapter is based
on [4] and [8]. A trust management process can contribute with an analysis of
possible assets that could be harmed when a decision of trusting some source has
been made. These assets should be protected. Thus analyzingwhat can harm
them and the likelihood of them being harmed will be a key aspect of the trust
management process.

A trust management process will be useful whenever someone should be trusted,
for instance when making investments, or even simple decisions like whether or not
to take the train. Taking the train is also an evaluation of risks and whether or not
to accept these risks, but it is quite simple and should be decidable without taking
advantage of a trust management process. In more complex situations the decision
whether or not to trust a source would be eased by analyzing the situation according
to the trust management process.

The trust management process based on [4] contains the following main steps:

1. Identify contexts (see Section 2.1.1) and entities (see Section 2.1.2).

2. Identify assets including the threat to these assets and the expected impact
should the assets be harmed. (See Section 2.1.3.)

3. Calculate the expected utility of trusting the entities.

4. Identify the vulnerabilities which can lead to the identified threats arising.
(See Section 2.1.4.)

5. Analyze the risks of the vulnerabilities by considering likelihood and conse-
quences. (See Section 2.1.4.)

6. Determine the required trusting beliefs and confidences required to trust/distrust
an entity. (See Section 2.1.5.)

7. Identify metrics (see Section 2.1.7.) and confidence in the accuracy of these.

8. Relate the cost of the metrics to the expected utility and their contribution
to the confidence in the trusting beliefs. Select a subset of metrics which
should be used in each context.

9. Using the metrics, establish the beliefs identified and determine whether the
required confidence levels are encompassed.

10. Based on this evidence; accept, reject or treat the risk and reevaluate.
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2.1.1 Contexts

The trust contexts is simply the different scenarios in which a decision has to be
made, for instance whether to perform an action given that some entity can be
trusted or distrusted.

2.1.2 Entities

An entity can be seen as the agent that is to be trusted. Entities can for instance be:� A person� A system� An organization� A company� A computer program/system/technology/protocol etc.

Some entities might be very well known in which case no trust management
process would be required. In case the confidence in a given entity is unknown, or
simply not definable, a trust management process would ease the decision making.

2.1.3 Assets

Assets are things that should be protected. Any harm againstthese is not desirable
and should be avoided. Assets could for instance be money, resources or some
private information. In the trust management process the threats to these assets are
identified and the impact they might have is evaluated.

2.1.4 Vulnerabilities and Risks

What makes the assets vulnerable should be determined. The vulnerabilities help
specify weaknesses, which can lead to threats being realized thus harming our as-
sets. Vulnerabilities can lead to risks which should be analyzed. Risks are analyzed
by evaluating their likelihood and consequence. In other words to specify whether
or not to accept a risk one should consider how likely the threat is to be realized
and the impact it will have if realized. The point at which a risk is acceptable is
a balance between likelihood and the consequence if the threat is realized. This
balance can be illustrated as:
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P (harm)� 
ost(harm) � � (2.1)

whereP (harm) is the probability (likelihood) of the risk being realized (thus
harming our assets), and
ost(harm) is the impact/cost/consequence the threat
posed by the risk might have if realized.� can be seen as a threshold and deter-
mines whether or not to run the risk. Only ifP (harm)� 
ost(harm) is less than
some specified value of� should the risk be accepted. The value of� should be
determined carefully considering the given situation. When considering the prob-
ability of being harmed the second order uncertainty shouldalso be determined.
The second order uncertainty describes the confidence that the value of for in-
stanceP (harm) is accurate/correct and will also be referred to as theconfidence
level (see Section 2.1.6). If the second order uncertainty is low the confidence
in the accuracy of the information will be accordingly high -hence high second
order uncertainty will makeP (harm) unreliable. Determining this second order
uncertainty is done by the use of trusting beliefs (see Section 2.1.5) which will be
described shortly.

Likelihood is in everyday talk normally measured in steps like the following:
Rare, Unlikely, Moderate, Likely, and Certain. The degree of consequence is mea-
sured: Insignificant, Low, Moderate, Significant, and Catastrophic. In case the
likelihood is consideredunlikelyeven if the consequence is consideredsignificant
the risk would not pose a great threat. If the likelihood and degree of consequence
is respectivelylikely andmoderateit might pose a bigger threat although the impact
of the threat if realized is less catastrophic than the case not considered a serious
threat.

2.1.5 Trusting Beliefs

Measurements of trusting beliefs can be used in estimating how much an entity
should be trusted. A belief characterizes the information used when deciding the
second order uncertainty of an entity posing some risk, which if realized might
harm our assets. In other words beliefs specify the confidence that an entity will
do what it is supposed to do, e.g. being trustworthy. Beliefscan for instance be:
Honesty, Competence, Benevolence2, and Predictability as stated in [7]. When
specifying a belief one should also state the value of the belief at which point the
second order uncertainty is sufficiently low in order to be confident in the given
entity.

2Likely to behave in a way that is not damaging to us.



Decision Making & Trust Management 8

2.1.6 Confidence Levels

An entity can pose some risk. Whether to accept this risk should be determined.
Determining if a risk should be accepted is done by evaluating the entity posing
the risk.

An entity is evaluated by the confidence we have in it, which means how con-
fident we are that it will not harm our assets (1 � P (harm)). We need to specify
the required confidence in the entity, at which point we are sufficiently confident in
the entity, thus the risk could be accepted.

A confidence level describes the confidence required in some entity posing a
risk in order to rely on it. The degree of the risk needs to be determined in order to
specify this confidence required in the entity posing the risk.

We define the degree of a risk to be the product of the likelihood of the risk
being realized and consequence in the given situation (see Table 2.1).

Likelihood/Consequence Insignificant Low Moderate Significant Catastrophic
Rare Low Low Low-Medium Medium Medium

Unlikely Low Low-Medium Medium Medium Medium-High
Moderate Low-Medium Medium Medium Medium-High Medium-High

Likely Medium Medium Medium-High Medium-High High
Certain Medium Medium-High Medium-High High High

Table 2.1:Degree of risk given likelihood and consequence

The consequence can be measured in many ways; loss of money, resources, or
getting private information revealed etc. Therefore the degree of the consequence
depends on the person owning the given asset and the specific situation. Loosing
for instance $10.000 dollars might be a serious consequencefor some but only
a minor loss to others. Therefore the degree of consequence is ranging fromin-
significantto catastrophic, where oneself decides what the loss of $10.000 dollars
corresponds to.

We operate with five confidence levels ranging fromLow to High. Table 2.2
describes the confidence level required in different degrees of risk.p specifies the probability of an entity to be trustworthy in a given confidence
level. For instance an entity with a confidence level ofMedium, means that the
probability for this entity to be trustworthy is0:7. These probabilities should be
stated by the user analyzing the risks and are only indicatedhere as an example of
a distribution.

When for instance having two or more beliefs used to characterize an entity,
when combined the beliefs might only require to be in stateMediumin order to
indicate havingHigh confidence in the entity. It is up to the user of the system to
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Confidence Level Quantitative Qualitative

Low Should only be trusted if the risk is very low p � 0:3
Low-Medium Should only be trusted if the risk is low-medium p � 0:5

Medium May be trusted if the risk is medium p � 0:7
Medium-High May be trusted in medium-high risks p � 0:85

High May be trusted even in high risk situations p � 0:95
Table 2.2:Required confidence levels in different degrees of risk.

specify if combined beliefs should be able to result in a higher degree of confidence
in the entity, for instance2�Medium= High.

2.1.7 Metrics

As beliefs help specify the second order uncertainty of someentity, the beliefs
themselves should also be considered for correctness (their second order uncer-
tainty). Metrics can improve our confidence in the correctness of some beliefs,
resulting in better understanding. If we for instance are not confident in a belief to
be correct/accurate, a metric can be used thus getting more information about the
given entity. This information can make us more confident in avalue of a belief,
meaning it can affect the correctness of the belief thus the value of the belief can
be affected in both negative and positive way. A metric can beused if a decision
is to be made based on some beliefs with inadequate confidencein its accuracy.
A metric could for instance be asking someone for an opinion on the given entity,
order some kind of analysis on a company thus gaining better/more information
on the company, or simply take advantage of some previous experience with the
entity. A metric has a cost which is why it should be considered whether or not to
use the metric. Metrics themselves should also be trusted, so if its reliability is not
known a simple trust management process should be applied tothe given metric.
The confidence in the given metric should also be stated[4].

2.2 Trust Policy

The result of this trust management process is a trust policy. A trust policy should
clearly state the following[4]:� An overview of all trust metrics

– The context in which each metric can be used

– The beliefs in which they can gain confidence
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– The confidence in the metric for the specific context

– The cost of using the metric� The confidence levels

– The confidence levels should be stated, including what probability p
the different levels correspond to.� Trust contexts

– Context description

– The risks involved

– Possible threats

– Beliefs and confidences required for each context

– Available metrics for each context

2.3 An Illustrative Example

As an example of how to use a trust management process we will describe a sce-
nario in which the decision whether or not to make an investment is analyzed. This
example is based on an example from [4]. In this fictive example only parts of the
whole trust management process will be described.

Bob is going to invest some money in a company. The investmentwill be
handled by a second company taking care of investments in shares. In order to
decide whether or not to do the investment in this company he uses information
from two sources; a friend, Alice and the news bureau Reuters. The entities that
should be trusted are therefore Alice, Reuters and the two companies. He identifies
his assets to be: his money, his credit card number and his privacy. From these
assets he finds the vulnerabilities resulting in the following risks that could lead
to harming his assets:Information Bob uses could be inaccurate, Company might
go out of business, andCredit card details might be revealed. Having identified
these risks they should be evaluated regarding their likelihood and consequence,
see Table 2.3.

The likelihood of the risk of getting inaccurate information is not possible to
define, whereas the consequence issignificant, as inaccurate information would
cause the investment to be made on wrong basis thus risking tolose money. The
likelihood that the company goes out of business is evaluated on bankruptcy ten-
dencies in the given field in which this company operate. The likelihood is deemed
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Likelihood Consequence

Inaccurate information Unknown Significant
Company might go out of business Moderate Significant

Credit card details might be revealed Moderate Low

Table 2.3:Risk analysis for the investment example specifying likelihood and consequence.

moderate. The consequence is significant and therefore thisrisk should be consid-
ered carefully. Credit card details do get revealed quite often that is why the like-
lihood is set to moderate. Usually it would have significant or even catastrophic
consequences, but since the company bares liability for allbut $50 of fraudulent
transactions, the consequence is only consideredlow. Next step is to evaluate the
required beliefs and confidence levels required. Inaccurate information is consid-
ered to have significant consequences, therefore the beliefs, on which we deter-
mine whether or not to trust the entity providing the information, should be in state
Medium-Highin order to be confident that the entity is reliable. This is measured
by the use of Table 2.1 and Table 2.2 by evaluating the risk to be Medium-High
which requires a similar degree of confidence in the accuracy. This risk will use
the beliefs: honesty and competence in order to determine the reliability of the
sources from which he gets information. This should also be made for the two
remaining risks;Company might go out of businessandCredit card details might
be revealed, but will not be further dealt with in this illustrative example. Even-
tually metrics available will be defined. As an example can bementioned: Previ-
ous experience (Medium-Highconfidence), Recommendations from other trusted
sources (Mediumconfidence), and Certified quality system (Medium-Highconfi-
dence). Each of these metrics has a degree of confidence in which it is trusted to
be reliable. At this point the trust policy is to be written but will be skipped in this
example.

To summarize, this is a problem regarding trusting other entities in order to
make a decision which can have severe consequences for oneself. Every threat
should be handled so the risk of it being realized can be reduced. In the next
section we will show how Bayesian networks incorporated with trust management
can help make such decisions.

2.4 Using Bayesian Networks to Handle Decision Making

The example explained above can, even though the trust management process has
been followed, be difficult to handle. Everything has been specified so the problem
lies in how to use this information optimally. One way to handle the information
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is by generating a Bayesian network3 for the decision to be made. In a Bayesian
network it will be possible to model entities, beliefs, and metrics etc. in a precise
and clear manner, making it easier to manage the situation.

2.4.1 From Trust Policy to Bayesian Networks

As the trust management process and the resulting trust policy has been finalized
the information gathered should be incorporated in the Bayesian network without
compromising any aspects just identified in the trust management process.

Contexts

Each context identified should be illustrated as a Bayesian network since each con-
text is a scenario in which something should be decided. Whenestablishing these
networks, a network for each context should be created, eachwith a decision node
and utility node corresponding to the overall decision in the given context/scenario.

Entities & Trusting Beliefs

Each risk identified is posed by some entity. The risk might beeither to rely on
information granted by the entity or simply to rely on the entity to perform some
task. These two types of risks are each modeled differently.Entities that contribute
with some information should be evaluated whether or not to be trusted. This is
done by examining the already mentioned trusting beliefs. If information is always
trusted there is no reason for evaluating the source providing the information. In
this case though we do not fully trust the answer/information supplied by the entity.
We are only supplied with an answer from the entity and the given trusting beliefs,
so by using this information it is possible to give an approximation of what thetrue
value is. The true value is the answer the entity would give ifthe entity was 100%
honest and 100% competent and so on.

Figure 2.1 depicts how information from an entity can be evaluated in a Bayesian
network. When someone gives a piece of advice or some information, the answer
is actually affected by the true value. In the example of Alice giving an advice on
the shares, her answer is affected by what the real state of the shares is (the true
value) and her competence and honesty. The more confident we are in her, the
more credit her answer will be granted. When more than one belief is involved a
confident?node is used in order ease the creation of the Bayesian network. This
node specifies the confidence level in the entity involved.

3More information on Bayesian networks and influence diagrams can be seen in [6].
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Figure 2.1:Evaluating information from an entity supplying information.

The beliefs will be specified using two nodes, one indicatingthe value of the
given belief (fromLow to High) and one specifying what this value corresponds to
in YesandNomeasurements.

Not all risks involve informationfrom an entity. Some risks can be evaluated
based on facts instead of beliefs. Facts have no second orderuncertainty. These
should be modeled like an ordinary Bayesian network with aconfident?node in
that entity caused by various facts that has been examined. This information is
illustrated in the nodes Fact1 and Fact2 etc. in the model shown in Figure 2.2.

Figure 2.2:Evaluating confidence based on facts.

Confidence Levels

The confidence levels specify the confidence required in different degrees of risk.
It states how much for instanceMediumconfidence corresponds to regarding prob-
ability in qualitative measures. This knowledge is also required in the Bayesian
model, as it is used to determine the probability distribution in the conditional
probability tables (CPTs). As an example see Figure 2.1. If the confidence in the
entity isHigh then according to Table 2.2, the entity node must have0:95 chance
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of being in the same state as theTrue Valuenode. If the confidence is medium, the
entity node must have0:7 chance of being in the same state as theTrue Valuenode,
and so on.

Metric

The metrics also have a second order uncertainty. Thereforethe confidence in each
metric should be evaluated. Since a metric has a cost it should also be possible to
evaluate the given situation in order to decide whether to use it or not.

Figure 2.3:Evaluating a metric.

Figure 2.3 shows the structure needed in a Bayesian network in order to model
a metric. TheBelief node is the belief being affected by the metric, whereas the
Confidencenode is the confidence in the given metric which also affects the answer.
The Responsenode has three states; Yes, No4, and Unknown, since in case we
decide not to take advantage of the metric the response from it will not be known.
Every node in the given Bayesian network that is known at the time the decision
should be made, must be connected to the decision nodeUse metric?in order to
be able to evaluate the overall situation. The decision nodeContext decisionis the
main decision node for the given context.

2.4.2 Resulting Bayesian Network

We have modeled part of the example mentioned in Section 2.3 in Figure 2.4 as
a Bayesian network. In case the information supplied by Reuters and Alice was
100% reliable the Bayesian network would only consist of theSharenode and
entity nodes.

4Yes and No correspond to the states of the answer from the metric.
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Figure 2.4:Bayesian network for the investment scenario

In order to keep things simple, this model shows the decisionof whether or not
to buy shares only based on information from Alice and Reuters. Their reliability
is indicated by the beliefs: Honesty and Competence. TheSharenode specifies
the true probability that the share will increase in value, and should be seen as the
probability distribution that we are trying to approximate. This together with the
confidence level affects what Alice and Reuters give as advice. In case our confi-
dence level in Alice is very low her answer will not be able to provide very usable
information of what the state ofSharereally is. In other words, if the confidence
level ishigh the answer from Alice would be a good indication of what the state of
Sharetruly is. In case Bob’s confidence in both Alice and Reuters arehighand they
give the same answer, he can be very confident in the state ofShare, thus easing
his decision whether or not to invest. To summarize we have the following nodes:� Alice: This node represents the answer received from Alice. It is affected

by the two nodesConfident?andShare. An example of a conditional prob-
ability table for this node is depicted in Table 2.4. If Bob isnot confident

Confident? Yes No
Alice / Share Rise Fall Rise Fall

Buy 1 0 1 1
Don’t Buy 0 1 1 1

Table 2.4:CPT forAlice

in Alice (which corresponds to having a confidence level oflow) her answer
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will be independent ofShare. In case Bob is confident in Alice he can rely on
her statement and follow her advice, as her answer will be similar to Share.� Reuters: This node represents the information received from Reuters. In-
formation from Reuters is like Alice also affected byConfident?andShare.
A conditional probability table similar to Table 2.4 can be used for Reuters.� Confident?: The Confident? nodes each specify our confidence in the given
entity to be reliable or not. The Confidence is based upon information re-
garding the two beliefs: Competence and Honesty.� Competence/Competent?:Competence is indicated by the nodeCompe-
tent? with the statesyesandno. TheConfident?node will receive informa-
tion stating the probability foryesandno whether the source is competent
from theCompetencenode, ranging fromLow to High, in 3 states. An exam-
ple of a conditional probability table for theCompetencenode can be seen
in Table 2.5.

Competence / Confident? Yes No
Low 0.2 0.8

Medium 0.5 0.5
High 0.8 0.2

Table 2.5:CPT forCompetence� Honesty/Honest?: Like the Competence/Competent?nodes, these nodes
specify the honesty of the given entity. A conditional probability table simi-
lar to Table 2.5 can be used for theHonestynode.� Share: The value of this nodes is what is interesting. It receives evidence
from the two entities in order to approximate what the true value is. In case
the two entities give wrong advice and whether the entity is confident or not
is based on wrong beliefs, the value of this node will be unusable. For this
node to be reliable it is therefore important that the secondorder uncertainty
in the entities is as low as possible.

The Bayesian network makes it possible to decide what actionto take, given
that evidence on competence, honesty and answers from both entities are stated.
It is also possible to see how the overall utility is affectedby stating different evi-
dence. These possibilities would not be possible by this trust management process
alone. The use of Bayesian networks makes complex problems of decision making
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more accessible. As soon as the Bayesian network has been established it is easy
to model different aspects of the problem and quickly observe tendencies arising.

It is also possible to expand the Bayesian network and be ableto for instance
evaluate the given situation and decide whether or not an entity should be asked
for advice. The goal is to evaluate how much the information from the given entity
will affect the current situation. This is done by considering the cost of obtaining
that information and the confidence in the entity providing it. A Bayesian network
evaluating whether or not to ask Reuters can be seen in Figure2.5.

Figure 2.5:Bayesian network for whether or not to ask Reuters.

This model should be seen as an expansion of the previous Bayesian network.
In this case only Alice is being asked at first, after which Reuters is evaluated before
taking advantage of their contribution, in other words Reuters is here treated in a
way similar to a metric. TheAsk Reuters?decision node is affected by every node
which state is known at the time the decision should be made, thus being able to
evaluate the overall situation. The utility nodeUtility specifies the cost of asking
Reuters for advice, and theReuters’ Responsenode which has the same states as
Reutersincluding the stateunknownin case Reuters is not asked.



Chapter 3

Environment

Before suggesting a solution to the spam problem identified in Section 1.1, it is a
good idea to take a brief look at the surrounding environmentin which the problem
exists. In this case the environment is the Internet and the e-mails themselves.
We will start by looking at the structure of the Internet.

3.1 The Infrastructure of the Internet

The Internet is best thought of as having three levels. At thebottom are local area
networks (LANs); for example, campus networks. Usually thelocal networks are
connected to a regional, or mid-level network. The mid-levels connect to one or
more backbones. A backbone is an overarching network to which multiple re-
gional networks connect, and which generally does not servedirectly any local
networks or end-users. The backbones connect to other backbone networks around
the world. See Figure 3.1. The connections between the threelevels of networks
are managed by machines known as routers. It is the responsibility of the routers
to route the streams of data from one network to another[5].

There are, however, numerous exceptions to this structure.The separation be-
tween the backbone and regional network layers of the current structure is blur-
ring, as more regionals are connected directly to each otherthrough network ac-
cess points (NAPs), and traffic passes through a chain of regionals without any
backbone transport.

3.2 E-mails

Just as there are certain rules to obey if a letter is to reach its addressee (size,
weight, stamp, specification of address, etc.), certain demands have to be met with
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Figure 3.1:Internet structure in North America[9]

electronic mail.
Analogue to letter mail an e-mail consists of:� Envelope:The envelope is needed by the e-mail system (more exactly the

Mail Transport Agent (MTA)) for e-mail delivery. It contains the address(es)
of the recipient(s) and hints about the relay stations the e-mail passed through.� Header:The header contains information to the receiver of the e-mail. This
information is normally things like: who sent the message, at what time was
the message sent, the subject of the message and so on.� Content (body):The content or body of an e-mail is the message itself.

When an e-mail is sent from a computer it is sent using SMTP (Simple Mail
Transfer Protocol) and TCP (Transmission Control Protocol).

As mentioned in the introduction, some people are sending a lot of advertising
e-mails to other people who do not want them. Thus spam filterswere invented to
sort out the desirable e-mails from the spam. We will now takea brief look at the
spam filters themselves.
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3.3 Types of Spam Filters

This section will examine how spam filters work and which kinds of filters are
available today. The two main categories are server-side and client-side spam fil-
ters.

Server-side spam filtering catches spam e-mails before theyreach their des-
tination. A serious problem regarding spam filters is that often false positives1

get caught as spam. This scenario is considered worse than actually receiving the
spam, since you might loose important e-mails that will be non-recoverable. There-
fore server-side spam filters are often configured to be weak and only catch e-mails
that contain many elements categorizing it as spam.

Client-side spam filtering has the same problem as server-side filtering, but
the consequence of a false positive is not that serious sinceon the client side you
still have access to those e-mails identified as spam no matter if they are spam or
wrongly identified e-mails. Not having this concern makes itpossible for the filter
to be configured more strict, by which is meant that less elements categorizing as
spam needs to be present in order to identify an e-mail as spam.

As can be seen, server-side filtering has some flaws that prohibits it from being
superior in spam identifying. This does not mean that server-side filtering should
not be used, although it is bad in identifying spam, it still removes many spam
e-mails resulting in less bandwidth getting wasted. Therefore server-side filtering
should be used in conjunction with client-side filtering.

Each of these filters uses different methods[1] to identify whether an e-mail is
spam or not:� Header filter:This sort of filtering method examines the header and envelope

of the e-mail to see if something in the relay chain has been forged so it
cannot be traced.� Language filter: This kind of filter simply denies e-mails written in lan-
guages other than what the user specifies. This will only remove spam e-
mails written in foreign languages and is therefore not veryhelpful in itself.
It can also be difficult to say that you will never receive e-mails in another
language that is not important. It should be noticed that themajority of spam
is in English.� Content Filter: Filtering after content requires that the whole e-mail gets
scanned and every word checked. Every word is then assigned some score.
Words that receive high scores are often associated with spam e-mails, thus

1A false positive is an e-mail wrongly classified as spam.
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e-mails resulting with a high score will be identified as spam. The problem
is deciding what this threshold should be. Too high and you end up trashing
your non-spam e-mails too (false positives), but too low a threshold will
result in bad filtering and you will still receive spam (falsenegatives).� Permission filter: Permission filters will only accept e-mails from people
that you give permission, for instance through a web site on which they will
need to register and be accepted by you for them to send you e-mails. This
results in a perfect filter but will not be practically reasonable because of the
amount of work involved in accepting/rejecting the many requests.

Methods and filters just described is how the most widespreadspam filters
work today. One of these is SpamAssassin[2] which utilizes many methods in
order to make a good classification of e-mails. It works quiteefficiently but is not
perfect at all. It is possible to loose important e-mails trashed as spam, and quite
a lot of spam will still find its way to your mailbox. And why is that? Because
SpamAssassin uses deterministic rules to classify spam. This means that those
people sending out spam just need to study these rules to avoid those characteristics
in their “advertising”.

Lately Graham[3] has proposed a spam filtering strategy using a statistical ap-
proach where instead of giving scores to words it assigns a probability of whether
this word is associated with spam. This probability table isgenerated from a large
collection of e-mails, both spam and non-spam. Every e-mailis categorized to be
either spam or non-spam thus affecting the probability assigned to the given word.
Whenever a user receives spam (false negative) he can mark itas spam and the
filter will scan that e-mail and adjust its probability tableaccordingly using Bayes’
rule thus being able to capture future spam. By doing this we do not suffer from
static scoring rules, like in normal filtering, since it adapts to new kinds of spam on
the fly, which results in less false positives and false negatives. This makes it more
difficult for the spammers to generate spam that will not be caught. Another nice
feature is that it will work as a personal spam filter optimized to the kind of e-mails
youreceive so that the occurrence of false positives is much more unlikely.

To summarize, the statistical approach reduces the number of false positives
greatly, and helps getting rid of the static scoring rules, although the scoring thresh-
old still needs to be decided. Besides that it is much more efficient because of its
adaptability and will hopefully help reducing the phenomenon “spam”. The only
aspect that is not taken care of with the statistical approach is the mentioned waste
of bandwidth by using client-side spam filters. It does not seem to be practically
as a server-side filter, since it would lose one of its main advantages, the ability to
adapt to the individual user’s preferences.
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As specified in Section 1.1, we will develop a server-side spam filtering system
that reduce the resources required by the client-side filters while at the same time
regain the possibility of individual user preferences.



Chapter 4

First Stage

The goal is to develop a spam filtering system making it possible to remove spam
e-mails as early as possible thus saving resources. This system will, as mentioned
in Section 1.1, be called TrustOne. We will start our design of TrustOne by cre-
ating the simplest design we believe has some chance of success. We will refer
to this simple design as thebasic design. Considerations such as the amount of
resources needed to run TrustOne, or the bandwidth needed, will not be examined
in this stage. Such considerations will be made later in moreadvanced and realistic
versions of the design. This basic design will not contain any of the trust aspects
that we believe is necessary for the design to be effective, trust will be introduced
in later revisions of the design, see Chapter 6. We spend timeon this first design
only to get the basic elements of the system in place.

4.1 The Basic Design

The main difference between TrustOne, and the currently used spam filters, is the
use of communication regarding spam between computers. In other words, out-
sourcing of the spam filtering process only works if the participating computers
can communicate and in some way coordinate their efforts. Inthis our basic de-
sign the only form of communication possible is a response when a spam e-mail is
received. The response is sent to the computer who handled the e-mail last.

As an example (see Figure 4.1): MachineF wants to send an e-mail to machine
B. F thus delivers the e-mail to either machineD or E. Assume that the e-mail is
delivered toE. E then forwards the e-mail to its destination, machineB. B now runs
the e-mail through its spam filter. IfB classifies the e-mail as spam, it reports this
classification to the machine who handled the e-mail last, inthis case machineE.

This classification-report will tellE thatB received an e-mail fromE, and that
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Figure 4.1:Model of interconnected mail servers

B considered that e-mail as spam.
If E receives enough reports from other machines that they receive spam de-

livered byE, E will then activate its own spam filter in order to examine where it
receives all these spam e-mails from. Now, every timeE receives an e-mail that
E considers spam, it deletes the e-mail and sends a classification-report to the ma-
chine who delivered it, just asB sent a classification-report toE. SinceE is now
running a spam filter, there is no longer a need for machineB to run its spam fil-
ter on e-mail delivered fromE as these e-mails have already been through a spam
filter. Thus machineB can save the resources normally spent on filtering e-mails
from E. Also the bandwidth of the connection betweenB andE will no longer be
used to deliver spam.

This cycle then repeats. IfF receives classification-reports fromE and possibly
other machines,F starts its spam filter, thus removing the need forE to run its spam
filter on e-mails fromF, and so on.

After several of these cycles it will be possible to only run spam filters on e-
mails from those machines that actually send spam, and skip the filtering process
on e-mails from machines that are not reported to be spamming. This would lower
machine overhead and still keep spam away. The problem of wasted bandwidth
is improved but not solved using this basic design. Some spame-mails will be
stopped resulting in less bandwidth consumption, but all the classification-reports
that are sent back and forth will require some bandwidth and will also give more
work for the machines that are to generate or receive/compute these reports.

For this design to work, we have to make some assumptions:� Routers:The Internet routers must be able to run spam filters and to send/receive
and process the classification-reports.� No false positives:By allowing other machines to filter e-mails for spam,
control is lost. Since only classification-reports are communicated between
the machines, the person for whom an e-mail is intended has noway of
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checking whether he agrees with a machine’s classification of spam e-mails.
If a machine classifies an e-mail as spam and removes it, the intended re-
ceiver will never know about it, and he can therefore not complain if the
e-mail was in factnot spam. Thus the spam filters in the basic design, must
not cause false positive classifications of e-mails.� Same classification:By moving the spam filter away from the receiver of the
e-mails, we lose the ability to allow individual configurations of the spam
filters. In the example above, if machineE starts its spam filter, all e-mails
passing throughE will be filtered using the same configuration, that is,E’s
configuration. SinceE knows nothing about how other machines classify
spam, all machines need to have the same classification or we risk having
false positives.� No false classification reports:No machine may send false classification-
reports. If a machine for some reason starts to send false reports to other
machines, claiming that it receives a lot of spam from them, the other ma-
chines will start their spam filters, thus using unnecessaryresources.

TheRoutersassumption is very hard to avoid, since this functionality lies at the
very core of the TrustOne idea. Changing the responsibilities of the routers might
at first seem as a very serious assumption that makes the design useless in real
life. When the current responsibilities of routers are examined however, we find
that they already have other functionality than just transferring packets from one
network to another. Many routers are running software that makes the router able
to better do its job. They analyze the traffic flow of the packets and do complicated
calculations in order to improve their performance. Thus the assumption that the
routers should be able to run spam filters is not that great a change from their
present responsibilities.

The other assumptions however can be reduced or removed by improving the
basic design. The improvements emerge from more advanced communication be-
tween the machines and the use of Bayesian Networks to help the routers in their
decisions, see Chapter 5.
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Second Stage

In this chapter we will extend the basic design described in Chapter 4. We will
reduce the resources required by the basic design and at the same time make the
design more suited for the real world by removing or reducingthe assumptions
required by the basic design. The extended design will accomplish this by intro-
ducing a more complex communication protocol between the machines and also
by using Bayesian Networks in the decision making processes.

5.1 Extended Design

In the basic design, every time an e-mail is classified as spama classification-report
is sent to the last machine who handled the e-mail. All these classification-reports
use some of the resources that we are trying to save.

The extended design thus handles the communication betweenthe machines a
bit different. When for instance machineB receives an e-mail delivered by machine
E, it runs the e-mail through its spam filter. Instead of sending a classification-
report for each received spam e-mail,B simply stores the spam e-mail together
with the other spam e-mails thatB has received from any machine, not justE. If
the e-mail was not a spam e-mail, it is stored together with the other non-spam e-
mails thatB has received from any machine. In this wayB will gather a collection
of spam and non-spam e-mails based onB’s classification.B also keeps track of
how many e-mails it has received fromE1 and how many of these were spam. If
B decides that too many spam e-mails are coming fromE it sends a message to
E requestingE to run a spam filter on all the e-mails thatE is delivering toB.
Together with this request,B sends several pieces of information:

1As well as from any other machine from whichB receives e-mails.



27 5.1 Extended Design� The total number of e-mailsB receives fromE.� How many of these e-mails are considered spam.� B’s collection of e-mails classified as spam2.� B’s collection of non-spam e-mails3.� Optional: A suggestion of what type of spam filter and filter configuration
E should use. The suggestion is optional, since not all machines will be able
to give such a suggestion in advance.

MachineE must now decide whether it wants to accept or denyB’s request.
To make this decisionE uses theProvide filteringBayesian network described in
Section 5.2.1.

E has three options:� Reject: Ecan of course say that it does not want to run a spam filter onB’s
behalf. In this case, nothing more happens. We cannot force someone else
to run a spam filter on our behalf.� Accept suggestion:If B makes a suggestion to the type and configuration
of the spam filter,E can just start running the spam filter following that
suggestion. We can safely assume that theB will be satisfied with the spam
filter, since we are followingB’s own suggestion.� No/reject suggestion:If B does not make a suggestion to the type and con-
figuration of the spam filter, or ifE rejects the suggestion,E can start a filter
of a type and configuration of its own choosing. In this case,E has to make
sure thatB approves of the spam filter chosen.

TheNo/reject suggestionoption is a bit more complex thanE’s other two op-
tions, and will be handled in detail in Section 5.1.1.

5.1.1 No/Reject Suggestion

E has decided that it will not use the, byB, suggested type and configuration of
spam filter.E must now make a counter-suggestion toB.

The main problem forE is now to find a type and configuration of a spam
filter that B will find acceptable. To this end,E uses the collections of spam and

2If B’s collection is very large,B only needs to send a representative subset of the spam e-mails.
3If B’s collection is very large,B only needs to send a representative subset of the non-spam

e-mails.
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non-spam e-mails supplied byB. These collections represent the type of e-mails
normally received byB and thus ifE can find a type and configuration of spam
filter that can correctly classify the supplied collections, E can increase the chance
thatB will be satisfied by the choice of the spam filter.

If E cannot find a type and configuration of spam filter that it believesB will
accept, it informsB that it cannot fulfill B’s request to run a spam filter onB’s
behalf. On the other hand,E can send a message toB containing:� The type and configuration of the proposed spam filter.� How well the proposed spam filter classified the collections supplied byB.� Various other information.

Various other informationcould be almost anything. A couple of examples
could be:� Availability of the spam filter:CanE for instance guarantee that all e-mails

it delivers toB will pass through the spam filter, or willE turn off the spam
filter for periods of time, when other higher priority tasks requiresE’s re-
sources.� Storage of removed spam e-mails:Will E store the e-mails it removes as
spam. If so, for how long will they be stored. Such a feature could for
instance be useful ifB suspects thatE has made some false positive classifi-
cations of its e-mail.

Other types of information could also be useful but we will not try to predict them
all here.

It is now up toB to decide whether to acceptE’s offer. FirstB checks if it can
accept the information supplied underVarious other information. If not, B informs
its decision toE, andE will not be running a spam filter on the behalf ofB. If B
finds the information acceptable, it must decide whether it finds the classifications
made byE sufficiently correct. TheAllow Filtering Bayesian network described in
Section 5.2.2, will helpB in its decision.B then informsE of its decision. IfB is
satisfied,E starts running the spam filter onB’s behalf. If not, then nothing more
happens.

If E receives requests to run a spam filter, it indicates that at least some spam
e-mails are passing throughE. E can then decide if it wants to examine from which
machines it receives this spam, and whether to request thesemachines to run spam
filters onE’s behalf. The entire decision cycle then repeats.
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The effect of this extended design will be the same as for the simple design,
to filter out the spam as close to the source of the spam as possible, thus saving
resources. The extended design has some advantages though compared to the basic
design:� Individual filtering: Since a machine likeB must requestE to run a spam

filter, E only needs to run the spam filter for those machines who request it.
This reduces the workload onE.� Individual spam filter configuration:SinceB suggests the type and config-
uration of the spam filter,B still retains some of the influence on the spam
filter normally lost when moving the filter away fromB. Even ifE rejectsB’s
suggestion,B still has to accept a spam filter thatE will be using on e-mails
to B.� Less messages required:The extended design requires fewer messages than
the basic design between the machines in order for the designto work. Mes-
sages are only sent when one machine is considering allowinganother to
filter its e-mails.� Distributed configuration:Since machines that ask a machine to run a spam
filter on their behalf also send the preferred configuration of the spam filter,
the receiving machine can use these configurations to get an idea of what
configuration it itself can ask yet another machine to use. Asan example (see
Figure 4.1):E runs spam filters forB andC. E has not heard fromA and it
can thus assume thatA is satisfied with the situation as it is now.E discovers
that a lot of the spam is delivered by machineF and will therefore request
thatF starts a spam filter onE’s behalf.E can now use the configurations and
requirements ofB andC, together with its own requirements, to determine
how E would like to have F run the spam filter.

The extended design also has a few assumptions that must be obeyed for it to
work properly.� Routers:The Internet routers must be able to run spam filters and to handle

the communication protocol between the machines.� Must request filtering:If a machine is unhappy with the amount of spam it
receives, it must request the machines who deliver the spam to run a spam
filter. If for instance machineB is unhappy with the amount of spam it re-
ceives fromE but it does not requestE to run a spam filter.E can then only
assume thatB is happy with the situation, and thusE might never know that
it delivers spam to others.



Second Stage 30� A machine must not lie:The machines must not lie to one another as this
might result in loss of performance and increase the risk of filtering false
positives e-mail. The Bayesian networks in their current form will simply
not be able to help the machines in their decision making if the evidence
entered into the networks is false.

As in the basic design, theRoutersassumption is very hard to avoid. TheA
machine must not lieassumption is undesirable and can be removed/reduced by
introducing trust into the design. This introduction of trust is the main focus of the
next and final stage of the design, see Chapters 6 and 7.

5.2 Description of Bayesian Networks

As mentioned some decisions are taken using Bayesian Networks. The decisions
needed in the TrustOne system are the following:� Provide Filtering: This decision is taken by the machine that is asked to

do spam filtering on another machine’s behalf. The Bayesian network helps
the machine to decide whether or not to provide the filtering by examining
several aspects.� Allow Filtering: This decision is taken by the machine who wants another
machine to run a spam filter in its behalf. The Bayesian network helps the
machine decide whether the spam filter the other machine is willing to run is
sufficiently efficient.

5.2.1 Provide Filtering

The Bayesian network in Figure 5.1 for theProvide Filtering-decision is used when
a machine, for instance machineE, is asked to do filtering for e.g. machineB.
MachineE has to decide whether it will accept or rejectB’s request.E needs to
consider the following aspects:� Resources required:E needs to consider the amount of resources required

if E is to run a spam filter onB’s behalf. The resources considered is CPU
usage and IO activity, as these two types of resources are often in short sup-
ply.� Efficiency of spam filter: E needs to consider whether the spam filter it
will use, is sufficiently efficient in removing spam. If the spam filter is not
sufficiently efficient,E cannot justify the expenditure of resources.
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Figure 5.1:Bayesian network forProvide Filtering. SF is short for Spam Filter.

We will now take a closer look at the structure of the BayesiannetworkProvide
Filtering. In the description of the nodes of the network,SF is short for Spam Filter.
Some of the names of the nodes are longer that can be displayedin Figure 5.1, and
thus only the first part of the name is shown in some nodes.

Resources Required

The part of theProvide Filteringnetwork used in deciding the resources required
by one machine to run a spam filter consists of the following nodes:� Resources Required:This node represents the total amount of resources

needed to run a spam filter on behalf of another machine. The node has 3
states: Low, Medium, High, and is dependent on two other nodes: #mails
andSF Resource Use.� #mails: This node represents the number of e-mails that will need to pass
through the spam filter. It has 3 states: Low, Medium, and High. The number
of e-mails is supplied in the request a machine receives whenasked to run a
spam filter on behalf of someone else.� SF Resource Use:This node represents the amount of resources needed
to send a single e-mail through a spam filter. The node has 3 states: Low,
Medium, and High. The node is dependent on the nodes:CPU Usageand
IO Usagesince these two nodes represents the two main areas where spam
filters use resources.
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send a single e-mail through the spam filter. The node has 3 states: Low,
Medium, and High.� IO Usage: This node represents the amount of IO resources4 required to
send a single e-mail through the spam filter. The node has 3 states: Low,
Medium and High.

Spam Filter Efficiency

This part of theProvide Filteringnetwork considers whether the chosen spam filter
is sufficiently efficient. It consists of the following nodes:� SF Efficiency: This node represents the efficiency of the selected spam filter.

This is not the resource efficiency of the spam filter, but how well the spam
filter correctly classifies e-mails. The node has 3 states: level1, level2, and
level3. Since the efficiency of a spam filter is dependent on the type of spam
filter, and how this spam filter is configured, this node is dependent on the
two nodes:SF TypeandSF Configuration.� SF Type: This node represents the type of spam filter used. Currently the
node has 5 states: Type1, Type2, Type3, Type4, and Type5. Allspam filters
used with TrustOne must fit into one and only one of these 5 types and all
machines must agree on this.� SF Configuration: This node represents the configuration of the spam filter
used. Currently the node has 5 states: Conf1, Conf2, Conf3, Conf4, and
Conf5. The configuration of all spam filters used with TrustOne must fit into
one and only one of these 5 states and all machines must agree on this.

The Utility and Decision Nodes

To be able to make a decision whether a machine should run a spam filter on behalf
of another machine, theProvide Filtering network is supplied with two Utility
nodes and a single decision node.� Provide Filtering: This decision node represents the decision needed, when

a machine contemplates running a spam filter on behalf on another machine.
The decision has two states: Yes, No and is dependent on the two utility
nodes:Resource UtilityandEfficiency Utility.

4Hard disk usage. Since hard disks are slow compared to the other parts of a computer, heavy
hard disk usage can result in a bottleneck seriously reducing the performance of the computer.
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states of the decision nodeProvide Filteringand the chance nodeResources
Required.� Efficiency Utility: This utility node represents the cost or gain, based on the
decision nodeProvide Filteringand the chance nodeSF Efficiency.

5.2.2 Allow Filtering

Figure 5.2:Bayesian network forAllow Filtering. SF is short for Spam Filter, FP is short for False
Positives, and FN is short for False Negatives.

The Bayesian network in Figure 5.2 for theAllow filtering-decision is used by
a machine when, for instance machineB, must decide whether another machine,
for instance, machineE, is good enough at classifying e-mails onB’s behalf. ForE
to be ’good enough’,B must consider whether the number of falsely positive and
falsely negative classified e-mails, made byE, is within acceptable limits.B needs
to find these two numbers as they are at the very core ofB’s decision.

B has two different pieces of information that can help find these numbers.� Machine E’s results:MachineE has classified all the e-mails in the two e-
mail collections provided byB. E informsBof the result of this classification.� Spam Filter Efficiency:MachineE also informsB of the spam filter type and
configurationE used when it classified the e-mails provided byB.
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We will now take a closer look at the structure of the BayesiannetworkAllow
filtering. In the description of the nodes of the network,SF is short for Spam Filter,
FP is short for False Positives, andFN is short for False Negatives. The names of
some of the nodes are longer that can be displayed in Figure 5.2, and thus only the
first part of the name is shown in some nodes. Some nodes represent the amount of
something. For instance theTrue FPnode represents the amount of false positive
e-mails. These nodes have states like:Many and Few. Just how many ’Many’
e-mails is, is dependent on the user of TrustOne.� True FP: This node represents the true number of false positives thatE will

make, if it runs the spam filter onB’s behalf. The node has four states: Many,
Some, Few and Very Few.True FPis dependent on theSF Efficiencynode,
since the true number of false positive classifications made, is dependent on
how well the spam filter used byE classifies e-mails.� True FN: This node represents the true number of false negative classifica-
tions thatE will make, if it runs the spam filter onB’s behalf. The node has
4 states: Many, Some, Few, and Very Few.True FN is dependent on theSF
Efficiencynode, since the true number of false negative classifications made,
is dependent on how well the spam filter used byE classifies e-mails.

As mentioned earlier, at the timeB makes its decision, it has two sources of
information available when trying to predict states of theTrue FPandTrue FN
nodes.

Machine E’s Results

The part of theAllow Filtering network, used to find the true number of false
positives and false negatives based on the results of another machine, consists of
the following nodes:� #positives: This node represents the size of the collection of spam supplied

to E by B. It has 3 states: Few, Some, and Many.� #negatives:This node represents the size of the collection of non-spam sup-
plied toE by B. It has 3 states: Few, Some, and Many.� FP: This node represents the number of false positive classifications experi-
enced byE, when running the indicated spam filter onB’s behalf. The node
has 4 states: Many, Some, Few, Very Few. Since the precision of E’s result is
dependent on the true number of false positives and the size of the collection
on which this result was found, theFP node is dependent on theTrue FPand
#negativesnodes.



35 5.2 Description of Bayesian Networks� FN: This node represents the number of false negative classifications experi-
enced byE, when running the indicated spam filter on for instanceB’s behalf.
The node has 4 states: Many, Some, Few, Very Few. Since the precision of
E’s result is dependent on the true number of false negatives and the size of
the collection on which this result was found, theFN node is dependent on
theTrue FNand#positivesnodes.

Spam Filter Efficiency

This part of theAllow Filtering network is used to find the true number of false
positive and false negatives based on the type and configuration of the spam filter
used in the classification.

This part of the network is identical to the same part of theProvide Filtering
network, and thus will not be repeated here.

The Utility and Decision Nodes

To be able to make a decision whether a machine is sufficientlygood at running a
spam filter on our behalf, theAllow Filtering network is supplied with one utility
node and a decision node.� Allow Filter: This decision node represents the decision needed, when a ma-

chine contemplates whether another machine is good enough at classifying
e-mails on its behalf. The decision has two states: Yes, No and is dependent
on the utility node:Utility .� Utility: This utility node represents the cost or gain, based on the states of
the decision nodeAllow Filter and the chance nodesTrue FPandTrue FN.

As seen throughout these Bayesian networks we assume that information from
other machines is trustworthy which might not always be the case. The need for
some trust management is therefore required. Incorporating trust management re-
quires analysis of what sources need to be trusted. In order to determine if some-
thing can be trusted, the risk involved within the given situation needs to be speci-
fied. In the following chapter trust management will be examined.



Chapter 6

The Trust Management Process

Throughout the previous stages of the design it was assumed that information re-
ceived from every source could be trusted. Since that might not always be true
we need to be able to incorporate trust management into our Bayesian networks
making it possible to take risks into consideration. We willanalyze the scenarios
concerning our situation which will result in a trust policy[4] describing what and
how much entities should be trusted in order to avoid risks being realized. This
trust policy will help specifying every detail of the entities that should be trusted so
incorporating this knowledge into the Bayesian networks will be easy and precise.

The trust policy will contain the following three aspects: trust metrics, confi-
dence levels, and trust contexts. Further details about these aspects are explained
in Chapter 2.

6.1 Available Trust Metrics

Trust metrics are used in order to improve confidence in some beliefs, and can be
used if something should be trusted but you need to be more confident whether or
not it can be trusted. In our situation we have the trust metric: Previous experi-
ence. Asking another for advice could also be modeled as a metric if the question
concerns gaining confidence in the beliefs of an entity. As TrustOne is not going
to ask machines about the beliefs of other entities, the taskof asking other is not a
metric as defined in Section 2.1.7.

6.1.1 Previous Experience

Previous experience can improve your confidence in beliefs such as: honesty, com-
petence, benevolence, and predictability. It can be used inthe two contexts:Pro-
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vide filteringandAllow filtering. The metric has some confidence associated with
it, describing how confident we are that information from it is precise. In these two
contexts the confidence in the previous experience is considered asMedium-High.
For instance, a metric withlow confidence would not seriously improve the overall
confidence in the given beliefs that are affected. The cost ofusing this metric is
consideredlow, since the effort required, in order to take advantage of ourown pre-
vious experience/knowledge, has practically no resource usage or other expenses.
To summarize, theprevious experiencemetric has the following characteristics:� Contexts in which it can be used: Provide Filtering, Allow Filtering� Beliefs it can affect: Honesty, Competence, Benevolence, and Predictability� Confidence in this metric for each context that it can be used:Provide Filter-

ing: Medium-High, Allow Filtering: Medium-High� Cost of using this metric:Low

6.2 Confidence Levels

Confidence levels are used to indicate the required confidence in some entity given
the degree of risk. In Table 6.1 the relationship between theconfidence levels,
degree of risk and the probabilityp, is shown.

Confidence Level Quantitative Qualitative

Low Should only be trusted if the risk is very low p � 0:3
Low-Medium Should only be trusted if the risk is low-medium p � 0:5

Medium May be trusted if the risk is medium p � 0:7
Medium-High May be trusted in medium-high risks p � 0:85

High May be trusted even in high risk situations p � 0:95
Table 6.1:Confidence levels

6.3 Trust Contexts

Having examined the trust metrics and confidence levels we will now describe
the different trusting contexts. The trust contexts are allscenarios, in this case:
Provide Filteringand Allow Filtering. Now every scenario will be described in
more detail in order to identify entities, associated risks, required trusting beliefs,
and confidences.
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6.3.1 Provide Filtering

In this scenario the asset to protect is the resources, sincewaste of resources is a
threat that if realized would remove the advantages of TrustOne whose main objec-
tive is to minimize resource usage. The agents posing this threat are spammers and
hackers1. Trusting entities tell us what in the given situation needsto be trusted. In
this scenario we have the following trusting entities: The requester2 and our own
spam filter. The requester might send false requests or mightequip us with other
inaccurate information. Our own spam filter is considered asa trusting entity since
having a badly configured spam filter might also pose a threat.By analyzing the
vulnerability of the system, taking the asset to protect andthe trusting entities into
consideration, the following risks are identified:� False Requests� Inefficient Spam filter� Inaccurate information

These risks will be analyzed regarding their likelihood andconsequence (impact)
which can be seen in Table 6.2.

Risk Likelihood Consequence

False requests Moderate Significant
Inefficient Spam filter Unknown Significant
Inaccurate information Unknown Significant

Table 6.2:Risk analysis forProvide filteringspecifying likelihood and consequence.

The reason for analyzing the identified risks is to give an estimate on the degree
of the risk, thus being able to find the required confidence in the given entity. The
confidence required is reflected in the values of the beliefs.From this table (6.2)
it can be seen that the likelihood forFalse requestsis considered moderate with a
consequence degree at significant. This means, since it is quite likely to happen and
still has a consequence degree considered as significant, weneed to be confident
in the entity posing this risk in order to avoid the threat being realized. Regarding
Inefficient spam filterandInaccurate informationthe likelihood is set to unknown
since it depends on specific information regarding the givenspam filter and what

1The threat posed by hackers will not be examined further as protection against hackers is not our
main focus.

2The machine sending a request to do spam filtering will be called therequester. The machine
receiving this request will be called thereceiver.
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and from who information is gathered. Their consequences are considered signifi-
cant.

As just mentioned, this risk analysis can be used to specify the required con-
fidence in each entity in order to rely on it. Each risk has an associated entity
posing the risk which also has some beliefs in order to characterize it. The risk of
getting false requests is associated with the beliefs: Honesty and Competence. By
considering the risk analysis specifying that the consequence was significant and
the likelihood for it to happen was moderate, the degree of the risk is evaluated to
Medium-Highaccording to Table 2.1, hence a confidence level atMedium-Highis
required. The risk; Inefficient spam filter is caused by the entity; Own spam filter
and therefore has the facts: Type and Configuration, and the risk; Inaccurate infor-
mation has the associated beliefs: Honesty and Competence.Since the likelihoods
for these two risks are unknown, it is not possible to give anexactvalue of what
the confidence in their entities should be. In this case though we will give an es-
timate on the confidence required in their entities to be respectively Mediumand
Medium-High, only based on the degree of consequence. The reason that a higher
confidence level in the entity for Inaccurate information isrequired, is because we
assume that the threat of receiving bogus information is more likely than having a
misconfigured spam filter.

Since we are not always confident about what the right value should be for the
beliefs we can take advantage of the already mentioned metric. In this case it is
possible to take advantage ofPrevious experience. As mentioned the confidence in
this metric is:Medium-High.

6.3.2 Allow Filtering

In the Allow filtering scenario we have several assets to protect. These are e-mails,
privacy and resources. The reason why e-mail is an asset is because e-mails (false
positives) might be lost by the filtering process, or spam (false negatives) might be
received due to an inefficient spam filter. These are both unacceptable, although
false negatives (spam) are more acceptable than losing e-mails (false positives).
By the asset privacy, we mean that private information in e-mails might risk being
revealed. As with theProvide filteringscenario, resources is also an important
asset. Waste of resources might be caused by inaccurate information from both the
receiver and information from other machines being asked for advice. The agents
posing these threats are spammers and hackers (denial of service, thus wasting
resources). To summarize we have the following risks:� Disclose private information� Inefficient spam filter
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The following entities should therefore be trusted: The machine (receiver) that is
asked to do filtering, and other machines that might be asked for advice.

The risk analysis for theAllow filtering scenario, showing likelihood and con-
sequences for the risks identified, can be seen in Table 6.3.

Risk Likelihood Consequence

Disclose private information Moderate Significant
Inefficient Spam filter Unknown Significant

Inaccurate information (receiver) Unknown Significant
Inaccurate information (other machine) Unknown Significant

Table 6.3:Risk analysis forAllow filteringspecifying likelihood and consequence.

Having specified their likelihood and degree of consequencewe need to spec-
ify which beliefs are used to determine each risk, the required confidence level of
the entities, and thus the required values of the beliefs. For instance theDisclose
private information risk is posed by the entityreceiverwhich has the belief: Hon-
esty, with a confidence level set toMedium-Highrequired in the entity because
the risk is considered to beMedium-Highaccording to Table 2.1. The spam filter
efficiency is based on the facts Type and Configuration in which entity we need
a confidence level atMedium. Inaccurate informationfrom the receiver is based
on the belief: Honesty, and we estimate the required confidence in the entity to
be Medium in order to trust the entity posing this risk, in this case thereceiver.
Inaccurate informationfrom other machines is posed by the entityother machine
which has two beliefs: Honesty and Competence because, in order to evaluate in-
formation/knowledge from other machines, we need to be bothable to rely on the
machine and know how competent solving the given task it is. The confidence level
needed in order to trust this entity is estimated to beMedium. As with theProvide
Filtering scenario, a metric can also be used in this scenario if more confidence in
the beliefs is required. It is as mentioned: Previous experience (Medium-High).

This trust management process of these scenarios has helpedlocating the en-
tities who need to be trusted in order to avoid the posed risksand the required
values of the trusting beliefs. The following chapter will specify the new Bayesian
networks taking this knowledge into consideration.



Chapter 7

Third Stage: Incorporating Trust
Management

When machines communicate, we cannot be sure that the information communi-
cated is always 100% correct. A machine might outright lie, and thus have ques-
tionable honesty or it may simply not have the correct information for some reason
thus having questionable competence. In this third stage weincorporate the knowl-
edge about risks, entities and trusting beliefs into our Bayesian networks.

From the trust management process in Chapter 6 we identified the entities to
be trusted, risks to avoid, the required confidence levels and the associated beliefs
into a trust policy. This trust policy will now be used in order to expand theProvide
Filtering andAllow Filtering Bayesian networks to handle trust.

7.1 Provide Filtering

The Provide filtering scenario with the new information can be seen in Figure 7.1.
Comparing this to the Bayesian network in the second stage (see Figure 5.1)

we now take the honesty and competence of the requester into consideration when
receiving information from that entity, according to Section 2.4.1. This is done by
specifying the probability of being Honest by stating a value of the honesty belief
(ranging fromlow to high, with 5 states in total) given that heis honest (from the
Honest?node), and the same in the case where he is dishonest. In the honesty node
the associated conditional probability table shows the following:P (HonestyjY es) andP (HonestyjNo)
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Figure 7.1:Bayesian network forProvide Filteringwith trust. SF is short for Spam Filter.

This also applies for his competence. With this informationit will now be pos-
sible to evaluate whether the risks (in this caseInaccurate informationandFalse
requests, according to Section 6.3.1) should be accepted. In the second stage we
only looked at #mails. #spam is also considered in order to know what the spam
rate is. The spam rate is, together with information regarding frequency of requests
and successful requests, used in order to establish a request confidence level so it
can be determined whether the request is worth the resourcesrequired to process
it. This is modeled according to Section 2.4.1 where information/facts describing
some entity should be modeled as shown in Figure 2.2. #spam and #mails are de-
termined by the two beliefs: honesty and competence in the entity providing the
information. TheProvide FilteringBayesian network has the following new nodes:� Confident?: Information from other sources, in this case the requester,should

be evaluated by considering the confidence in the source. Theconfidence is
based on measurements on competence and honesty and is thus connected to
theCompetent?andHonest?nodes. The node has two states:YesandNo.� Competent?/Competence:Competence is indicated by the node Compe-
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tent? with the statesyesandno. The Confident? node will receive informa-
tion stating the probability foryesandno whether the source is competent.
In the Competence node a competence-level is selected, ranging from low
to high ranging over 5 states, each with a different distribution for yesand
no. For instance the competence-levellow could give the distribution: Yes:
10%, No: 90%, depending on the specific situation.� Honest?/Honesty:The Honest? and Honesty nodes operate similar to the
Competent?/Competencenodes just mentioned. In this case the nodes state
how honest the source is.� Request Confidence Level:When a request is received it should also be
evaluated for whether it is bogus or a real request. In order to conclude
this, information regarding spam rate, frequency of requests, and successful
requests is needed, and is thus connected to theSpam Rate, Frequency of
requests, andSuccessful requestsnodes. The node has 5 states: Low, Low-
Medium, Medium, Medium-High, and High.� Spam Rate:The reason why this information is needed is in order to decide
whether or not the requesting machine is entitled to requestfiltering. The
spam rate is measured by number of e-mails and number of spamsreceived
and is thus connected to theTrue #mailsandTrue #spamnodes. The node
has 3 states: Low, Medium, and High.� #mails: Even though this node was present in stage two it has changes rad-
ically, since it is now connected to theConfident?andTrue #mailsnodes.
This makes it possible to specify how the confidence influencethe probabil-
ity for #mails to be in a given state. The conditional probability table for the
#mailsnode can be seen in Table 7.1.

True #mails Low Medium High
Confident? Yes No Yes No Yes No

Low 1 1 0 1 0 1
Medium 0 1 1 1 0 1

High 0 1 0 1 1 1

Table 7.1:CPT for #mails� #spam: Number of spam e-mails received by the requester. This value
should also be evaluated according to theConfident?andTrue #spamnodes.
The node has 3 states: Low, Medium, and High.
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e-mails and spam. When deciding the spam rate it is by the use of these
nodes that the rate is determined. These nodes have 3 states:Low, Medium,
and High.� Frequency of requests: The frequency of requests is a measurement of
how many requests the given machine has made within some timeperiod.
The node has 3 states: Low, Medium, and High. High frequency will have
negative impact on the request confidence level.� Successful requests:Some requests may be accepted after which the re-
quester might decide to cancel the request thus wasting resources. This is
not desirable and will therefore have a negative impact on the request confi-
dence level. The node has 3 states: Low, Medium, and High.� Request Utility: This utility node specifies the cost or gain based on the
state of theRequest Confidence Levelnode.

7.2 Allow Filtering

The Allow filtering scenario with trust management incorporated can be seen in
Figure 7.2.

In order to avoid the threats of getting inaccurate information, private informa-
tion revealed, and Inefficient spam filter, Honesty has been added to the Bayesian
network in Figure 7.2. This honesty is used when measuring False Positives and
False Negatives, and the correctness of the information regarding the spam filter
efficiency. This has been added according to Section 2.4.1 byadding an honesty
node affecting the nodes concerning information from othersources, in this case:
False Negatives(FN), False Positives(FP), SF Type, and SF Configuration. False
positives and False negatives are also affected by a test indicating the correctness
of the information provided from the receiver. Another thing that has been added
is the use of the ability to ask others, where a third party is asked for advice. Nodes
involved in this part is colored orange. In this case anothermachine is asked for its
opinion on the true values of False Positives and False Negatives. The information
it delivers is trusted/believed according to the Honesty and Competence we have
in it. The following explains the new nodes:� Confident? (other/orange): Information from other sources, in this case

the another machine, should be evaluated by considering theconfidence in
the source. The confidence is based on measurements on competence and
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Figure 7.2: Bayesian network forAllow Filtering with trust. SF is short for Spam Filter, FP is
short for False Positives, and FN is short for False Negatives.

honesty and is thus connected to theCompetent?andHonest?nodes. The
node has two states:YesandNo.� Competent?/Competence (other/orange):Similar to theCompetent?/Competence
nodes in theProvide Filteringscenario. These nodes concern the other ma-
chine asked.� Honest?/Honesty (other/orange):Similar to the Honest?/Honesty nodes in
theProvide Filteringscenario.� FP/FN (other/orange): These are the results delivered by the other machine
asked. The nodes have four states: Many, Some, Few and Very Few. They
are evaluated by considering both the confidence in the othermachine, and
the true values of the false positives and false negatives and are thus con-
nected to those nodes.� FN/FP: The measurement of false positives and false negatives is a result of
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a test (see Section 5.1) where some sample e-mails (containing both spam
and non-spam) are tested on the machine’s spam filter. Although these nodes
are present in the Bayesian network presented in the second stage (see Chap-
ter 5) they are now evaluated by examining the honesty of the entity and their
conditional probability table has changed accordingly. They are also affected
by the true test results and are thus connected to theTrue Test FP, True Test
FN andHonesty?nodes. The nodes have four states: Many, Some, Few and
Very Few.� True Test FP/FN: These nodes represent the true results of the spam filter
test and are affected by the size of the e-mail collections onwhich the test
was performed. Thus they are connected to the#negativesand #positive
nodes. The nodes have four states: Many, Some, Few and Very Few.� Honest?/Honesty: Indicates the honesty-level of the machine requested to
do spam filtering (the receiver). Similar to theHonest?/Honestynodes of the
Provide Filteringscenario. This honesty measure is used when information
from the receiver is used.� SF Type/SF Configuration: These two nodes have also been evaluated ac-
cording to the honesty and are thus connected to theHonesty?node. The
resulting conditional probability table for SF Type is shown in Table 7.2.

True Type Type 1 Type 2 Type 3 Type 4 Type 5
Honest? Yes No Yes No Yes No Yes No Yes No
Type 1 1 1 0 1 0 1 0 1 0 1
Type 2 0 1 1 1 0 1 0 1 0 1
Type 3 0 1 0 1 1 1 0 1 0 1
Type 4 0 1 0 1 0 1 1 1 0 1
Type 5 0 1 0 1 0 1 0 1 1 1

Table 7.2:CPT for SF Type.� True Type: Even though the machine reports the type of spam filter it uses
it might not be true. Therefore this node gives an approximation on the true
value taking the measurement of the honesty of the receiver into considera-
tion. The node has the same states asSF Type.� True Configuration: As with spam filter type, the configuration specified
might not be trustworthy information. Therefore a measurement of the true
configuration is needed, in this case also determined by the honesty in the
receiver. The node has the same states asSF Configuration.
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As mentioned in this situation a third party is asked for advice. In this case,
as shown in Figure 7.2, asking someone else is done without considering that it
might have a cost. In the real world it might very well have some associated cost,
maybe not money but at least time or doing some service in return. Handling this
can be done by treating the case whether or not to ask another similar to a metric,
using the structure mentioned in Section 2.4.1 for modelingmetrics. The resulting
Bayesian network can be seen in Figure 7.3.

Figure 7.3:Bayesian network forAllow Filtering with trust. Evaluating if the third party should
be asked for advice. SF is short for Spam Filter, FP is short for False Positives, and FN is short for
False Negatives.

The many connections to theAsk Other? decision node makes the network
very computational expensive. So expensive in fact, that itis not practically usable
by TrustOne. The solution to this problem is described in Section 8.1.3.

In Chapter 8 the Bayesian networks and the concepts behind TrustOne will be
tested and evaluated thoroughly.



Chapter 8

Test/Evaluation

To test the communication protocol and Bayesian networks ofTrustOne, a simple
simulation of the environment where TrustOne would operatehas been created.
The main focus of the simulation is to test whether TrustOne really has the desired
properties described in the previous chapters. The simulation will be rather crude
since its only purpose is to test the main features of the communication protocol
and the structure of the Bayesian networks used in TrustOne.

8.1 Design

The two main elements of TrustOne that need to be simulated are the communica-
tion protocol and the two Bayesian networks. Thus we need to be able to simulate
a network of machines, where the machines are able to communicate with each
other.

Every machine in the network must be able to send, receive, and process e-
mails. Also, when appropriate, each machine must be able to use the Bayesian
networks to help making its decisions.

Each machine also needs to understand and obey the communication protocol
described in Chapter 5.

8.1.1 The Network

The network chosen for the simulation can be seen in Figure 8.1.
This structure was chosen because it has many different network qualities.

Some machines have many connections to others machines likemachine 8 and
12, while others have only a few connections like machines 7 and 14. The network
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Figure 8.1:The structure of the network of machines used in the simulations.

also has a critical connection like the one between machine 3and 4, where the
traffic from a large part of the network is tunneled through a few machines.

With this network structure we should be able to test TrustOne on network
structures similar to those used in the real world.

If a machine is to be able to send messages to other machines, it needs some
information about its environment. It needs to know which other machines exist
and which machines are its neighbors. Since a machine is not directly connected
(a neighbor) to all the other machines in the network, it cannot send messages
directly to all machines. Some messages must be sent throughothers. Thus a
machine needs to know to which other machine it must send a message even if the
machine does not have a direct connection to the destinationof the message.

To this end aroute tablehas been created (see Table 8.1).

By using this route table each machine is able to send a message to any other
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machine/machine 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
0 0 1 2 2 1 2 1 2 1 2 1 2 1 2 1
1 0 1 0 3 3 3 3 3 3 3 3 3 3 3 3
2 0 0 2 3 3 3 3 3 3 3 3 3 3 3 3
3 1 1 2 3 4 4 4 4 4 4 4 4 4 4 4
4 3 3 3 3 4 5 8 5 8 8 10 10 10 8 8
5 4 4 4 4 4 5 6 6 4 6 4 4 6 4 6
6 5 8 5 8 5 5 6 7 8 7 8 8 8 8 8
7 6 9 6 9 6 6 6 7 9 9 6 9 9 9 9
8 4 4 4 4 4 4 6 6 8 9 10 10 12 12 12
9 8 8 8 8 8 7 8 7 8 9 12 12 12 12 12
10 4 4 4 4 4 4 8 8 8 12 10 11 12 12 12
11 10 10 10 10 10 10 10 12 10 12 10 11 12 12 12
12 8 10 8 10 8 8 8 9 8 9 10 11 12 13 14
13 12 12 12 12 12 12 12 12 12 12 12 12 12 13 12
14 12 12 12 12 12 12 12 12 12 12 12 12 12 12 14

Table 8.1:The route table for the simulated network of machines. Each row contains the informa-
tion required by one machine. Thus if machine 10 must delivera message to machine 2, it simply
delivers the message to machine 4. Machine 4 will now deliverthe message to machine 3 who in
turn will deliver the message to machine 2.

machine without having to know the structure of the network.It only needs to
know in which general direction to send a message and then letthe other machines
deliver the message the rest of the way to its destination.

In the simulation the machines do not run simultaneously as they would in
the real world, but rather they run sequentially. One at a time in numerical order
starting from machine 0. Aturn is when all machines have run once. Thus after
100 turns each machine has run 100 times.

8.1.2 The Machines

As mentioned earlier, each individual machine must be able to handle all the mes-
sages sent by TrustOne. They must also be able to send and receive e-mails, and to
run these e-mails through a spam filter. We here present a brief description of how
a machine is simulated/implemented.

Each machine has 2 main ’loops’, an outer and an inner loop. The inner loop
controls what happens when an e-mail is received while the outer loop handles
everything else.

We start with the inner loop. When an e-mail is received, one of the following
things happen depending on the type of e-mail. Only the most important actions are
described, several smaller ones have been omitted to keep the description simple.
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Thestopcommand indicates that the execution ends.� Normal e-mail:A ’normal’ e-mail is any e-mail that is not used by TrustOne.
The normal e-mail might be spam.

If e-mail was delivered by a machine running spam filter for me
If e-mail not for me

Forward e-mail
else

Remove e-mail from network
Stop

If this machine is running a spam filter
If the e-mail is for me

Run e-mail through spam filter
Store result
Remove e-mail
Stop

else
If the e-mail is to be delivered to a machine
for which I am running a spam filter

Run e-mail through spam filter
Store result
If e-mail is spam

Remove e-mail
Stop

Forward the e-mail� Request e-mail:The request e-mail is the e-mail sent when one machine
requests another to run a spam filter on its behalf, that is, itis the receiver
who must process this e-mail.

receiver:
If this machine does not accept requests

Stop
If requester sends suggestion

Run ’provide’ BN using requesters suggestion
If the BN suggests that the utility is negative

Run ’provide’ BN using own suggestion
If the BN suggests that the utility is negative

Send a Reject request message to the requester
Stop

else
Run the two e-mail collections supplied by the
requester through the spam filter

Send a request response message to the requester
Stop

else
Start running spam filter on requesters behalf
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Send accept request message
else

Run ’provide’ BN using own suggestion
If the BN suggests that the utility is negative

Send a Reject request message to the requester
Stop

else
Run the two e-mail collections supplied by the
requester through the spam filter

Send a request response message to the requester
Stop� Request response e-mail:The request response e-mail is sent as a reply to the

request message, in the case where the request could not be accepted in its
current form. The request response message contains a counter-suggestion
from the receiver to the requester.

requester:
Run ’allow’ BN using the data from the response

If the BN suggests that the utility is negative
Send a reject suggestion message to the receiver
stop

else
Send an accept suggestion message to the receiver
Stop checking e-mails delivered by that machine� Accept request e-mail:If the receiver finds the request acceptable, it re-

sponds by sending an accept request message to the requester.

requester:
Stop checking e-mails delivered by the receiver for spam� Reject request e-mail:If the receiver finds the request unacceptable and it

does not have an acceptable counter-suggestion, then it responds to the re-
quest by sending a reject request message to the requester.

requester:
Continue checking e-mails delivered by the receiver for spam� Accept suggestion e-mail:If the requester accepts the counter-suggestion

proposed by the receiver, it responds with an accept suggestion message.

receiver:
Start filtering e-mails to the requester through a spam filter.� Reject suggestion e-mail:If the requester rejects the counter-suggestion from

the receiver, it responds with the reject suggestion message.
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receiver:
Do nothing

The outer loop is a bit simpler than the inner loop. It is simply:

While the machine has unprocessed e-mails waiting
Run the inner loop

Send (normal) e-mails if thus desired
If this machine is running a spam filter

For each neighboring machine
If (number of spam) / (total number of e-mails) is too high

Send a request to that neighbor

As mentioned earlier, this pseudo-code does not contain allthe actions taken by
the receiver and the requester. For instance, both machineskeep statistics about the
other machine that will help them in their decisions.

The requester keeps track of:� The number of e-mails and spam that are delivered by the receiver� The requester’s evaluation of the honesty and competence ofthe receiver

and the receiver keeps track of:� How many requests it has received from the requester and how many of these
requests were successful� The receivers evaluation of the honesty of the requester

Both receiver and requester must of course keep track of� Which machines are running spam filters on its behalf, and which machines
it is providing spam filters for

This was a brief description of the implementation of the simulation of TrustOne.
We will now take a look at the simulations themselves and the results.

8.1.3 The Bayesian Networks

The Bayesian networks have been implemented just as they aredescribed in Chap-
ter 7 with one exception. TheAllow Filtering network shown in Figure 7.3 is not
used in the shown form. The many connections to theAsk Other?decision node
make the network very computational costly. Far too costly to be used in TrustOne.
Thus changes to the network have to be made in order for the network to be useful.
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In Figure 7.3 theAsk Other? decision node is used to decide whether there
will be an increase in the expected utility of theAllow Filtering decision node, if
another machine is asked for advise. This increase will alsohave to cover the cost
of Ask Other?.

There is another way to gain the information of whether to askother or not.
We can use thevalue of informationtechnique[6] to make a prediction whether
the information we desire, is valuable enough to increase our expected gain when
making theAllow Filtering decision, despite the cost of getting this information.

Whether we should ask other depends on what the answer is going to be. If the
answer can affect theAllow Filtering decision, then the answer could be important.
If on the other hand, the outcome of the answer will have no effect on theAllow
Filtering decision, then there is no point in asking. What we need is to examine the
possible answers we can receive if we decide to ask other and the expected utilities
given those answers. To be more precise, what we need to know is if:EU(ask)�EU(don0t ask) > 
ost(asking)
whereEU(ask)is the expected utility if we decide to ask other andEU(dont ask)
is the expected utility if we don’t ask other.cost(asking)is the cost we have to pay
if we decide to ask other. Only when this expression is true isit desirable to ask
other.

To calculateEU(ask)all the possible answers that we can receive from the
othermachine and how likely we are to receive these answers must beconsidered.
If for instance the answer could beyesor no, theEU(ask)is calculated as:EU(ask) = P (Y es)EU(Y es) + P (No)EU(No)
In the Allow Filtering network, two answers are received if it is decided to ask
other. Evidence is received for both theFP andFN nodes of the other machine (the
orange nodes in Figure 7.3) and each of these nodes has four states as described
in Section 7.2. All combinations of the two answers must be considered. Thus we
get:EU(ask) = X0<i�4 X0<j�4(PFP (stagei)�PFN (stagej))EU(FPstagei ; FNstagej )

(8.1)
The required values of Equation 8.1 is easily retrieved using theAllow Filtering
network (see Figure 7.2) itself. ThePFP (stagei) andPFN (stagei) is found by
entering all the evidence in to theAllow Filtering network except into theFP and
FN nodes for the other machine (the orange nodes).EU(don’t ask)is now the value
of theAllow Filtering utility node.
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TheEU(FPstagei ; FNstagej ) is now easily found by inserting evidence for
each possible combination of theFP andFN nodes for the other machine, propa-
gate, and read theAllow Filtering utility for each combination.

This value of information approach requires that theAllow filtering network
shown in Figure 7.2 be run once for each combination of the states of theFP and
FN nodes for the other machine1, but it is still a lot more computational efficient
than running theAllow Filtering network shown in Figure 7.3 just once. Also the
value of information calculation is only performed when a machine has received a
request response message, which keeps the required computational cost very low.

8.2 Simulation Results

To test TrustOne the simulations have been split into 3 separate tests. The first tests
concentrate on the communication protocol used by TrustOne. The second set of
tests concentrate on theProvide FilteringandAllow Filtering Bayesian networks.
Finally the last tests will examine the behavior of TrustOneas a whole and compare
the results with ordinary client-side filtering.

8.2.1 The Communication Protocol Tests

We will start by testing the main properties of the TrustOne communication proto-
col. This is easily done by giving all the 15 machines in the simulation the same
very efficient spam filter. The good spam filters make it easy for each machine to
identify spam and the source of the spam. Also, all the machines will accept any
requests to run a spam filter on another machines behalf. Thuswe should expect
that the machines who sends the spam will be encircled by machines who run spam
filters on all e-mails coming from the spammer. The machines who are not directly
connected to the source of the spam should not be running any spam filters.

We simulate three differing situations, starting with a single spammer and a
single machine running a spam filter. Machine 0 is the designated spammer and
will send spam e-mails to machine 14 which in this case is the only end user2.
Only machine 14 will be running a spam filter. The rest of the machines can be
considered as routers in the network, see Figure 8.1.

A trace of the simulation is as follows3:

Successful initialization of machines

116 times in our case
2An end user is a real person and not some automated software. As mentioned in Section 5.1,

only the receiver of an e-mail can classify it as spam or not spam with 100% accuracy.
3The trace can also be seen in Appendix A.
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Machine: 12 has received a request from machine: 14
Machine: 12 is now running a spam filter on machine: 14’s behalf
Machine: 14, does not reviece a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 12
Machine: 8 is now running a spam filter on machine: 12’s behalf
Machine: 4 has received a request from machine: 8
Machine: 4 is now running a spam filter on machine: 8’s behalf
Machine: 3 has received a request from machine: 4
Machine: 3 is now running a spam filter on machine: 4’s behalf
Machine: 1 has received a request from machine: 3
Machine: 1 is now running a spam filter on machine: 3’s behalf
Machine: 0 has received a request from machine: 1
Machine: 12, does not receive a lot of spam. Shutting down spam filter
Machine: 8, does not receive a lot of spam. Shutting down spam filter
Machine: 4, does not receive a lot of spam. Shutting down spam filter
Machine: 3, does not receive a lot of spam. Shutting down spam filter
End of simulation...
Machines currently running spam filters: 1,

As it can be seen from the route table (see Table 8.1), the trace follows the exact
path of the spam e-mails from machine 0 to machine 14. As a result the spammer,
machine 0, has been isolated from the rest of machines in the network by machine
1. Just as intended.

In this first test we only had one end user. This is not very realistic thus we
run the test again with machines: 3, 5, 6, 7, 9, 11, 13 , and 14 asend users. The
resulting simulation trace can be seen in Appendix B. This time machines 1 and 2
isolate the spammer, machine 0.

Machine 0 is rather easily isolated because of its placementin the simulated
network. As a final test of the TrustOne protocol we thus extend the previous tests
by letting a machine with many connections to other machinessend spam. Both
machine 0 and 8 will now send spam to the other end users. The full trace can
be seen on Appendix C. After the simulation the spamming machines have been
isolated by the machines 1, 2, 4, 6, 9, 10, 12. Just as expected.

8.2.2 The Bayesian Network Tests

To test theProvide FilteringandAllow Filtering networks used in TrustOne the
networks were loaded into the programHugin Researcher[12]. Evidence was then
inserted and removed from each single node and the effect observed. Both the
networks behaved as desired.
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8.2.3 The TrustOne System Tests

At this the final stage of testing, both the communication protocol and the Bayesian
networks are tested as a whole. We will reuse the setup of machines used on the
testing of the communication protocol, and only change the input to the Bayesian
networks. We should then be able to see any changes in the result caused by the
input changes.

We start by having machine 0 as the spammer and machine 14 as the end user,
just as in the first test of the communication protocol. This time however we let
machine 8 use a spam filter that is less efficient than the filterused by the other
machines. All machines will classify e-mails with a 99% accuracy except machine
8 who only has 80% accuracy.

A trace of the simulation is as follows4:

Machine: 12 has received a request from machine: 14
Machine: 12 is now running a spam filter on machine: 14’s behalf
Machine: 14, does not receive a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 12
Machine: 12 has received a request response from machine: 8
Machine: 12 is asking machine: 13
Machine: 8 has received reject suggestion from machine: 12
End of simulation...
Machines currently running spam filters: 12

As it can be seen, machine 12 request machine 8 to run a spam filter on its
behalf, but machine 8 cannot run the very efficient spam filterthat machine 12
suggests in the request. By using theProvide filteringBayesian network Machine 8
however believes that its lesser efficient spam filter will still be beneficial and thus
sends a counter-suggestion back to machine 12. Machine 12 inputs the counter-
suggestion into itsAllow Filtering Bayesian network, which finds that it is worth
the effort to ask the advice of another machine. In this case machine 13. Based
on its own evaluation and machine 13’s advice, it concludes that Machine 8’s offer
is not good enough. Machine 12 therefore decides to send a reject suggestion
message to machine 8 and keep running its own spam filter.

As this simulation shows, the ’chain’ of requests will stop if the receiver of the
request cannot fulfill the job of classifying e-mails to the requesters satisfaction.

If we rerun the simulation but with machines: 5, 6, 7, 9, 11, 13, and 14 as end
users and still having machine 8 running the lesser efficientspam filter we get the
trace shown in Appendix E. As the trace shows, machine 0 is isolated by machines
1 and 2. This time the isolation worked better than in the lastsimulation. Even
though machine 12 is in the same situation where it cannot trust machine 8 to filter

4The trace can also be seen in Appendix D.
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spam on its behalf, other machines who are not dependent on machine 8 will get
the requests to machine 1 and 2. As soon as machine 0 is isolated, machine 12 will
no longer receive spam and can therefore shut down its own spam filter. As this
simulation shows, even if some machines are not able to perform the task of spam
filtering, TrustOne can still perform well.

If instead of reducing the efficiency of machine 8’s spam filter, we reduced
its competence and honesty in the eyes of the other machines,almost exactly the
same scenario would occur as in the previous simulation. Thecommunication
protocol only cares whether one machine accepts another machines request or not,
not the reason for the rejection or acceptance. Thus we will not make further such
simulations.

8.2.4 Comparison

The main purpose of TrustOne is to save some of the resources currently wasted on
spam. Now that we have tested that TrustOne behaves as predicted, we also need
to examine whether it actually saves any resources.

To examine resources saved by TrustOne, two simulations arerun. One where
the machines make use of TrustOne and another that does not. All the machines
in the simulated network (see Figure 8.1) will be end users who run spam filters
except machines 0 and 9 who are the designated spammers. All the machines
(except the spammers of course) will be using very efficient spam filters to keep
the complexity of the simulation results low.

The simulation software measures the following information:� Nr. of ’turns’: Shows the number of sequential updates5 of machines in the
current simulation.� Total nr. of e-mails:Gives the number of e-mails that were created and sent
during the simulation.� Total nr. of spam:Gives the number of spam that were created and sent
during the simulation.� Total nr. of sends:Shows the total number of e-mails, spam and TrustOne
messages sent.� Total nr. of forwards:Shows the number of times a message has been for-
warded from one machine to another.

5Described in Section 8.1.1.
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during the simulation.� Total nr. of spam filter checks where the e-mail was in fact spam: Shows the
number of times an e-mail was checked for spam and the e-mail was indeed
spam. This number might be smaller than the number of sent spam since the
spammers also send spam to each other and the spammers do not run spam
filters.� Total nr. of successful spam filter checks:Gives the number of times the
spam filters made a correct classification.� Total nr. of requests/accepts/...:These last five values show how many mes-
sages were sent of each of the message types6 used by TrustOne.

We first run the simulation where the machines donot make use of TrustOne.
The result of the simulation is:

Machines running spam filters at end of simulation:
1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 13, 14,

Nr. of ’turns’: 100000
Total nr. of e-mails: 130124
Total nr. of spam: 200002
Total nr. of sends: 330126
Total nr. of forwards: 664156
Total nr. of spam filter checks: 297499
Total nr. of spam filter checks where the e-mail was in fact spam: 185830
Total nr. of successful spam filter checks: 294525
Total nr. of requests: 0
Total nr. of accepts: 0
Total nr. of accept suggestions: 0
Total nr. of rejects: 0
Total nr. of reject suggestions: 0

Then the second simulation that is exactly like the first except the machines
now make use of the TrustOne system. The result is:

Machines running spam filters at end of simulation:
1, 2, 7, 8, 12,

Nr. of ’turns’: 100000
Total nr. of e-mails: 130158
Total nr. of spam: 199999
Total nr. of sends: 330194

6As described in Section 5.1 and Section 8.1.2.



Test/Evaluation 60

Total nr. of forwards: 234350
Total nr. of spam filter checks: 277500
Total nr. of spam filter checks where the e-mail was in fact spam: 193424
Total nr. of successful spam filter checks: 274648
Total nr. of requests: 21
Total nr. of accepts: 16
Total nr. of accept suggestions: 0
Total nr. of rejects: 0
Total nr. of reject suggestions: 0

Even though the exact number of e-mails and spam varies a little in the two
simulations, the results are clear.� Total nr. of forwards:The number of times an e-mail is forwarded is severely

reduced. This is a direct consequence of the spam being removed by the ring
of machines surrounding the spammers. The spam will no longer have to be
delivered all the way to its destination.� Total nr. of spam filter checks:The number of spam filter checks is also
reduced. Machines no longer need to check e-mails for spam ifthe e-mails
are delivered by a machine running a spam filter on their behalf.� Total nr. of spam filter checks where the e-mail was in fact spam: Even
though the number of spam filter checks has decreased the number of checks
where the e-mail was in fact spam has increased. Thus every time a spam
filter checks an e-mail there is greater chance that the e-mail is in fact spam,
if the machines uses TrustOne. Thus the resources used by spam filters are
used more efficiently. This result is not surprising since only the machines
who have direct contact with the spammers will be running spam filters.� Total nr. of successful spam filter checks:The number of successful spam
filter checks has also dropped, but this is a direct result of the drop in overall
spam filter checks.� Total nr. of requests/accepts/...:The last five values show that 21 requests
were sent and 16 of them were accepted. The ’missing’ 5 requests were sent
to the two spammers who do not respond to requests.

The structure of the simulated network and the placement of the end users and
the spammers affect how many resources TrustOne will be ableto save, but in every
simulation TrustOne saves resources. Thus it can be concluded that TrustOne has
the desired properties.

One weakness in TrustOne is that even though the total amountof resources
required is reduced, the resources thatare used must be spent by fewer machines.
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Thus reducing the workload on most machines while at the sametime increasing
the workload considerably on the few machines close to the spammers.



Chapter 9

Future Work

In this report we have described a system making outsourcingof spam filtering on
multiple machines possible thus saving resources. Severalthings could improve it
and make it easier to use. This chapter will describe improvements and future work
that could improve TrustOne.

9.1 Tool for Easing Bayesian Network Creation

Developing a Bayesian network based on information from a trust policy might not
always be easy. In our case though, it is the process of adjusting the conditional
probability tables according to the specific situation thatwill keep many people
from using TrustOne. If this process could be automated it would make many
people look at the system with less fear. Automating this process is actually not
impossible since every detail regarding the given decisionis identified in the trust
policy. As the required confidences in the different entities and the likelihood and
consequences of the different risks are also identified it should be possible to create
the conditional probability tables.

What is needed is therefore a tool in which details from the trust policy can
be specified. With this knowledge it will be possible to create the conditional
probability tables for nodes by specifying the required confidence. For example
as the required confidence in SF Type in theAllow Filtering network is decided,
and that the belief:Honestyis used to describe this confidence in the entity:Own
Spam filter, the conditional probability table can be created easily. If the required
confidence is for instance High, then in the conditional probability table only when
the belief is High no ambiguity should be present. If the belief is measured to be in
state Low, the confidence of the information being describedshould be accordingly
low, which therefore should be illustrated in ambiguous results in the conditional
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probability table. When all conditional probability tables are defined the only thing
left for the user is to adjust the utility nodes according to the desired outcome in
the given situation.

9.2 Merging of Requests

When a machine runs spam filters on behalf of other machines, problems can arise
when this machine wants to send a request. As an example see Figure 9.1. Assume
that machine 4 is running spam filters for machine 1 and 3. Machine 4 has agreed
to run a very strict spam filter on the behalf of machine 1 whileit only runs a
weak spam filter on machine 3’s behalf. It has still not received any requests from
machine 2.

1 2 3

4

5

Figure 9.1:Sample network, showing potential merging of request problem.

Machine 4 now discovers that it receives a lot of spam from machine 5, and
it would like to have machine 5 run a spam filter on its behalf. All e-mails to
machines 1, 2, and 3 passes through machine 5 and are thus affected by what spam
filter machine 5 uses. Lets assume that machine 5 accepts the request and thus
allows machine 4 to shut down its own spam filters. What type and configuration
of spam filter should machine 4 suggest to machine 5?

If machine 5 runs a very strict spam filter, then e-mails to machine 3 will be
filtered using a much more strict spam filter than machine 3 initially agreed upon.
Thus some e-mails that are not considered spam by machine 3, might be removed
by the strict spam filter of machine 5.

If machine 5 runs a weak spam filter, then e-mails to machine 1 will no longer
be filtered as strictly as initially agreed upon, thus machine 1 will most likely re-
ceive more spam.
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Both solutions have undesirable results. A more thorough research into this
problem could help optimize the results of TrustOne.

9.3 Billing System

Currently TrustOne relies on the willingness of machines towork for the good
of others. The Machines that run spam filters on the behalf of others use their
resources to make it possible for others to save their resources.

A better incentive will most likely be required. Something that could compen-
sate for the resources used by the machines running spam filters. Some sort of
billing system might be devised that allow the machines running spam filters to bill
the machines that is now protected from spam for the service provided.

Other types of incentives could be researched and developed.

9.4 Tagging Spam with ’ADV’

Recently a law-proposal has suggested spam e-mails to be marked with an ADV in
the subject field of the e-mail, thus spam as we know it today will be considered as
a violation of the law[11]. Therefore theoretically the problem of classifying mails
as spam or not spam would not be an issue any more as spam filterswill be able to
just remove e-mails with the ADV-tag. Realistically spam e-mails not marked with
the ADV-tag will still be received, but the law would greatlyreduce the amount of
spam.

The question will be whether or not TrustOne still would be advantageous
and should be determined by analyzing if resource waste is still a serious prob-
lem. E-mails marked with the ADV-tag do not require any special spam filter and
would not require the whole trust-process in evaluating whether someone should
be trusted to do the filtering since everyone would be able to do it perfect. The
arguments for using TrustOne at first will not be as obvious any more. But as
mentioned spam e-mails without this tagwill be present and important to catch,
just in a smaller amount, in which case TrustOne would be powerful in tracing the
spammers sending illegal spam.
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Conclusion

In this report a spam filtering system called TrustOne has been developed. TrustOne
consists of a communication protocol designed to let machines communicate infor-
mation regarding spam filters. The focus has been on how to outsource who should
be running spam filter and not on how the filtering process itself is being handled.

TrustOne consists of negotiations between machines in order to agree on whether
spam filtering should be provided by the machine receiving the request. If this
machine accepts to provide the service, a new decision should be made, namely
whether or not this machine should be allowed to do the filtering. These two de-
cisions have been modeled in two Bayesian networks; Providefiltering and Allow
filtering.

By making it possible to outsource who should run spam filters, a problem of
being able to trust other entities was identified. Letting others perform the spam
filtering process on your behalf requires a great deal of confidence in the entities
being trustworthy and capable of doing the task.

Developing the Bayesian networks was done in stages. The first editions of
these did not handle the aspects of someone not being trustworthy, hence an anal-
ysis of trust management was done. This resulted in new Bayesian networks in-
corporating trusting beliefs such as honesty and competence in order to take the
required trust aspect into account.

To verify that the communication protocol in TrustOne and the Bayesian net-
works behave as desired a simulation has been created. The simulation was a model
of 15 machines interconnected using the TrustOne system. Some machines were
end users and some were spammers. This simulation confirmed that both com-
munication protocol and Bayesian networks were operating properly, resulting in
isolating the source of spam thus saving resources, just as intended according to
Section 1.1. The computational cost of using TrustOne showed to be of very little
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concern, since the Bayesian networks are only used when processing requests.
Another requirement stated in Section 1.1 was that the spam filters should be

able to filter spam efficiently and only filter what we considerspam. This has been
achieved by incorporating trust management into the Bayesian networks making
the decisions, thus only machines that perform within the acceptable limits are
allowed to do filtering on our behalf.

Some problems are still not solved though, for instance whenagreeing on type
and configuration of a spam filter it can result in someone getting their e-mails fil-
tered with a configuration less efficient than originally desired, which is a problem
which needs further research.

We are aware that using TrustOne will not be seen as being verybeneficial
for some machines. It clearly shows that some machines will have to do more
work, while others will have to do practically nothing, whereas today the workload
is split pretty even among them when using ordinary client-side spam filters. If
TrustOne is to function properly, it is important that everymachine is willing to do
a sacrifice for the common goal. At first this does obviously not sound appealing,
but if accomplished everyone would eventually benefit from it.
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Simulation Trace 1

Machine 0 is the designated spammer and will send spam to machine 14 which in
this case is the only end user. Only machine 14 will be runninga spam filter. The
rest of the machines can be considered as routers in the network, see Figure 8.1.
All machines have spam filters which are 99% efficient in classifying spam

Machine: 12 has received a request from machine: 14
Machine: 12 is now running a spam filter on machine: 14’s behalf
Machine: 14, does not receive a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 12
Machine: 8 is now running a spam filter on machine: 12’s behalf
Machine: 4 has received a request from machine: 8
Machine: 4 is now running a spam filter on machine: 8’s behalf
Machine: 3 has received a request from machine: 4
Machine: 3 is now running a spam filter on machine: 4’s behalf
Machine: 1 has received a request from machine: 3
Machine: 1 is now running a spam filter on machine: 3’s behalf
Machine: 0 has received a request from machine: 1
Machine: 12, does not receive a lot of spam. Shutting down spam filter
Machine: 8, does not receive a lot of spam. Shutting down spam filter
Machine: 4, does not receive a lot of spam. Shutting down spam filter
Machine: 3, does not receive a lot of spam. Shutting down spam filter
End of simulation...
Machines currently running spam filters: 1,
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Simulation Trace 2

Machine 0 is the designated spammer and will send spam to machines: 3, 5, 6, 7, 9,
11, 13 , and 14 who are the end users. The rest of the machines can be considered
as routers in the network, see Figure 8.1. All machines have spam filters which are
99% efficient in classifying spam

Machine: 12 has received a request from machine: 13
Machine: 12 is now running a spam filter on machine: 13’s behalf
Machine: 13, does not receive a lot of spam. Shutting down spam filter
Machine: 4 has received a request from machine: 8
Machine: 4 is now running a spam filter on machine: 8’s behalf
Machine: 4 has received a request from machine: 5
Machine: 4 is now running a spam filter on machine: 5’s behalf
Machine: 12 has received a request from machine: 14
Machine: 12 is now running a spam filter on machine: 14’s behalf
Machine: 14, does not receive a lot of spam. Shutting down spam filter
Machine: 3 has received a request from machine: 4
Machine: 3 is now running a spam filter on machine: 4’s behalf
Machine: 2 has received a request from machine: 3
Machine: 2 is now running a spam filter on machine: 3’s behalf
Machine: 5, does not receive a lot of spam. Shutting down spam filter
Machine: 6, does not receive a lot of spam. Shutting down spam filter
Machine: 7, does not receive a lot of spam. Shutting down spam filter
Machine: 8, does not receive a lot of spam. Shutting down spam filter
Machine: 9, does not receive a lot of spam. Shutting down spam filter
Machine: 11, does not receive a lot of spam. Shutting down spam filter
Machine: 0 has received a request from machine: 2
Machine: 1 has received a request from machine: 3
Machine: 1 is now running a spam filter on machine: 3’s behalf
Machine: 0 has received a request from machine: 1
Machine: 4, does not receive a lot of spam. Shutting down spam filter
Machine: 12, does not receive a lot of spam. Shutting down spam filter
Machine: 3, does not receive a lot of spam. Shutting down spam filter



69

End of simulation...
Machines currently running spam filters: 1, 2,
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Simulation Trace 3

Both machine 0 and 8 will now send spam to the other end users, in this case
machines: 3, 5, 6, 7, 9, 11, 13 , and 14. The rest of the machinescan be considered
as routers in the network, see Figure 8.1. All machines have spam filters which are
99% efficient in classifying spam

Machine: 12 has received a request from machine: 14
Machine: 12 is now running a spam filter on machine: 14’s behalf
Machine: 14, does not receive a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 6
Machine: 10 has received a request from machine: 11
Machine: 10 is now running a spam filter on machine: 11’s behalf
Machine: 6 has received a request from machine: 7
Machine: 6 is now running a spam filter on machine: 7’s behalf
Machine: 4 has received a request from machine: 5
Machine: 4 is now running a spam filter on machine: 5’s behalf
Machine: 12 has received a request from machine: 13
Machine: 12 is now running a spam filter on machine: 13’s behalf
Machine: 13, does not receive a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 12
Machine: 8 has received a request from machine: 9
Machine: 4 has received a request from machine: 3
Machine: 4 is now running a spam filter on machine: 3’s behalf
Machine: 3 has received a request from machine: 4
Machine: 3 is now running a spam filter on machine: 4’s behalf
Machine: 8 has received a request from machine: 4
Machine: 2 has received a request from machine: 3
Machine: 2 is now running a spam filter on machine: 3’s behalf
Machine: 5, does not receive a lot of spam. Shutting down spam filter
Machine: 7, does not receive a lot of spam. Shutting down spam filter
Machine: 11, does not receive a lot of spam. Shutting down spam filter
Machine: 0 has received a request from machine: 2
Machine: 1 has received a request from machine: 3
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Machine: 1 is now running a spam filter on machine: 3’s behalf
Machine: 3, does not receive a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 10
Machine: 0 has received a request from machine: 1
End of simulation...
Machines currently running spam filters: 1, 2, 4, 6, 9, 10, 12,
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Simulation Trace 4

Machine 0 is the designated spammer and will send spam to machine 14 which in
this case is the only end user. Only machine 14 will be runninga spam filter. The
rest of the machines can be considered as routers in the network, see Figure 8.1.
All machines have spam filters which are 99% efficient in classifying spam, except
machine 8 who is only 80% efficient.

Machine: 12 has received a request from machine: 14
Machine: 12 is now running a spam filter on machine: 14’s behalf
Machine: 14, does not receive a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 12
Machine: 12 has received a request response from machine: 8
Machine: 12 is asking machine: 13
Machine: 8 has received reject suggestion from machine: 12
End of simulation...
Machines currently running spam filters: 12,
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Simulation Trace 5

Machine 0 is the designated spammer. Machines: 5, 6, 7, 9, 11,13, and 14 are end
users. The rest of the machines can be considered as routers in the network, see
Figure 8.1. All machines have spam filters which are 99% efficient in classifying
spam, except machine 8 who is only 80% efficient.

Machine: 12 has received a request from machine: 14
Machine: 12 is now running a spam filter on machine: 14’s behalf
Machine: 14, does not receive a lot of spam. Shutting down spam filter
Machine: 6 has received a request from machine: 7
Machine: 6 is now running a spam filter on machine: 7’s behalf
Machine: 10 has received a request from machine: 11
Machine: 10 is now running a spam filter on machine: 11’s behalf
Machine: 4 has received a request from machine: 5
Machine: 4 is now running a spam filter on machine: 5’s behalf
Machine: 8 has received a request from machine: 6
Machine: 6 has received a request response from machine: 8
Machine: 6 is not asking another machine.
Machine: 8 has received accept suggestion from machine: 6
Machine: 8 is now running a spam filter on Machine: 6 behalf
Machine: 12 has received a request from machine: 13
Machine: 12 is now running a spam filter on machine: 13’s behalf
Machine: 13, does not receive a lot of spam. Shutting down spam filter
Machine: 8 has received a request from machine: 9
Machine: 9 has received a request response from machine: 8
Machine: 9 is not asking another machine.
Machine: 8 has received accept suggestion from machine: 9
Machine: 8 is now running a spam filter on Machine: 9 behalf
Machine: 2 has received a request from machine: 3
Machine: 2 is now running a spam filter on machine: 3’s behalf
Machine: 3, does not receive a lot of spam. Shutting down spam filter
Machine: 5, does not receive a lot of spam. Shutting down spam filter
Machine: 7, does not receive a lot of spam. Shutting down spam filter
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Machine: 9, does not receive a lot of spam. Shutting down spam filter
Machine: 11, does not receive a lot of spam. Shutting down spam filter
Machine: 0 has received a request from machine: 2
Machine: 4 has received a request from machine: 8
Machine: 8 has received a request response from machine: 4
Machine: 8 is asking machine: 4
Machine: 4 has received accept suggestion from machine: 8
Machine: 4 is now running a spam filter on Machine: 8 behalf
Machine: 3 has received a request from machine: 4
Machine: 3 is now running a spam filter on machine: 4’s behalf
Machine: 8 has received a request from machine: 12
Machine: 12 has received a request response from machine: 8
Machine: 12 is not asking another machine.
Machine: 8 has received reject suggestion from machine: 12
Machine: 6, does not receive a lot of spam. Shutting down spam filter
Machine: 10, does not receive a lot of spam. Shutting down spam filter
Machine: 8, does not receive a lot of spam. Shutting down spam filter
Machine: 1 has received a request from machine: 3
Machine: 1 is now running a spam filter on machine: 3’s behalf
Machine: 0 has received a request from machine: 1
Machine: 4, does not receive a lot of spam. Shutting down spam filter
Machine: 3, does not receive a lot of spam. Shutting down spam filter
Machine: 12, does not receive a lot of spam. Shutting down spam filter
End of simulation...
Machines currently running spam filters: 1, 2,
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