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Abstract

Collaborative work can be performed in many ways. One

way is to have a meeting with the people involved. H

ever, this way of collaborating requires people to be plajkic

DW-

present at the same time in the same place. This report pro-
poses a scheme for transcending this constraint by intraduc
ing a way of performing and enhancing types of collaborgtive
work, which take place at a meeting table and can be desaribed

by manipulating objects in a 3D world. It also enables pe
who are not present to participate in the collaborative war
the same basic premises as those who are.

pple
K

The problem is analyzed using CSCW frameworks based on

coordination mechanisms and activity theory. The resu

t of

the analysis is that a system, which provides a persistent bu
passive environment describing the field of work and is nyainl

state oriented, can support collaboration on a co-cornstalc

level.

On the basis of the analysis, a design based on the GCVR

system is made, which supports a combined short and

distance approach towards collaboration. Also, the deszign

lows users to interact using common physical objects ag

long

npu

devices by the means of a vision tracking system. The current
state of the implementation indicates that such a systerh&an

constructed in practice and that it will be possible to invero

the collaborative work in both a local as well as a remote
ting.
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Synopsis

Samarbejde kan udfgres pa mange mader. En af disse
er at arrangere et mgde mellem de involverede parter,

mader
men

denne type samarbejde kraever at parterne er fysisk til g@de

samme tid og sted. Denne rapport foreslar en made at

bmga

denne begreensning pa ved at introducere en metode, hvorpa

mgader omkring et bord, som kan beskrives ved at manip
objekter i en 3D verden, kan forbedres. Denne metode

ogsa parter, der ikke er til stede omkring bordet, mulighad f

ulere
piver

at deltage i samarbejdet pa de samme basale preemisser, som

dem der er.

Problemet analyseres ved at bruge CSCW-metoder baseret

pa koordineringsmekanismer og aktivitetsteori. Reseftaf
analysen er et system, der stiller et blivende, passivinlgr

beskriver arbejdsomradet og som hovedsageligt er tilstand
sorienteret og som er i stand til at understatte samarbejdle p

et co-konstruktivt niveau, til radighed.

Pa basis af analysen preesenteres et design baseret pa GCVR-

systemet, som understgtter samarbejde bade lokalt og By
stand. Designet tillader desuden brugerne at interagecg

era
me

systemet ved hjeelp af almindelige hverdagsobjekter vha. et

computer vision baseret system, der oplyser objekterne
sition. Den nuvaerende tilstand af systemimplementati
viser, at systemet kan konstrueres i praksis og at det vié
muligt at forbedre eller understgtte samarbejde i badel
sammenhaeng og over afstand.
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PREFACE

This report serves as documentation of the work done by thiegrgroup during
the first term of 2002. The project is a continuation of the &enCollaborative

Virtual Reality (GCVR) project (described in [JUV02]), wifi took its origin in

the project proposal "Virtual Environment for Distribut€bllaboration” proposed
by Erik Granum, Henrik Rojas Nagel and Peter Bggh Andersen.

The report is divided into three major parts: Analysis, dasand finally conclu-
sion. The third part explains the status of the implementiata specification of
how to test it, suggestions for further work on the projeat éinally the conclu-
sion of the report.

Throughout the report, specific standards are not necs&apt in the figures.
However, when describing class hierarchies, the UML stahdall be kept.

When referencing an external source of information, therssfces will keep the
following format: [JUV02]. The exact reference can be saethe bibliography
on page 124. In order to improve the readability of the repfumction names
are emphasized like thissomeFunct i on. Class names are written like this:
SomeClass.

During the project, a number of people have contributed eEigyly, we would like
to thank:

e Moritz Storring at the CVMT research group at Aalborg Unsigr for help-
ing the project group to use the vision tracking system, whie is involved
in the development of.

e Per Nielsen, president at and co-founder of EMD for evahgafeatures
proposed by the project group and allowing us to analyze thr&ing habits
in his company.

Without the contributions of these people, vital parts & noject could not have
been completed.

Flemming R. Jgnsson Jens Peter Vester

Jacob K. Uhrenholt
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1 INTRODUCTION

Today, systems providing interpersonal communicatiomaaily focused on long-
distance communication. Examples are email, telephorbooative virtual re-
ality systems etc. That is, systems which enable users tabowhte despite the
fact that they may be located far away from each other.

Short-distance communication, however, has not yet redeilie same attention
because human beings are equipped with means for perforthimdask effec-

tively. Nevertheless, some collaborative tasks involvaigprt-distance interper-
sonal communication can sometimes be improved.

Imagine a situation where a group of people, say five, needakenan agree-
ment concerning the placement of a number of buildings ataaity plaza. They

would sit around a table and see a perspectively correce tiiraensional visual-

ization of the plaza in the center of it. The city planners igdae able to visualize

three-dimensional models of the buildings which shouldlbegd at the plaza and
interactively change the position and other attributeshef Ibuildings. In order

to easily and intuitively interact with the sub-models of tisualization, the city

planners would place a physical object at the position onahke where they want
the virtual objects to be placed. The software would thenallg track the physi-

cal object and map it with the virtual object. In that way, wlgephysical object is
moved, the virtual object follows it.

Imagine a somewhat similar example where two groups of dégmers, sitting at
two tables located in different buildings, cities or cougdr The two groups would
be able to see the same visualization and interact with kersame way as if they
were sitting at the same table.

Now imagine that several groups of city planners and somelpdving near the

plaza were going to reach an agreement on this matter. Thgpgaf city planners

would be able to sit at tables and see the visualizations. ré&maining people

would be able to sit at home at their PCs and via their networknections be
able to see a representation of the virtual world. Furtheemiey would be able
to enlarge the virtual world and move through it just abow same way as they
would, if the current plan had been carried out. These peomléd also very well

be invited to take part in the discussion by placing them iraagpama arena or
allowing them to experience the plaza from a CAVE.

For these scenarios, two modes of interaction would beésterg (both concepts
are described in [LIDV96]):

e Deity mode: The city planners would be very interested inciveg the city
plan from a schematic point of view and they would need to lbe @bmove
and make other changes to the three dimensional models.

e Mortal mode: The users of the city plaza would mainly be ies¢ed in
experiencing the plaza, as they would if it had already beagh. bThey
would, however, not be allowed to move the structures in tems.

We cannot take credit for all of these ideas. The Virtual Rbuable project (VRT)

described in [BMSO00] has already proposed the short-distaommunication part
of the described scenarios. What we propose, however, isnbioed short- and
long-distance interpersonal communication system afigva variety of arenas to
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be available. We have already described a design which aftbis: The Generic
Collaborative Virtual Reality system (GCVR) (describedJwV02]). The chal-
lenge which we will take up in this project is by the means of\&Cio create a
system which enables all of the above scenarios to be canied

1.1 SCENARIOS OF APPLICATION

In this section we will describe some scenarios, which assibe in a system such
as the one described in the introduction. We will base thstesy on the GCVR
system, which we have developed and which provides a widgerahbasic fea-
tures which are needed in a collaborative virtual realitytsgn. We will not list the
features of this project here but merely refer to the GCVPRore(see [JUV02]) for
an in-depth analysis, design and discussion. The systeiohwie will describe in
the present report, will therefore include all of the featidescribed in the GCVR
report. We will now focus on some basic features which sepdtas project from
the GCVR project.

One way of making a user see a perspectively correct 3D Vist@n is to equip
the users with partially transparent head-mounted steiggays (HMDs). An-
other way is to place them in CAVEs or in front of a panorama stamdard PC
monitor and equip them with shutter glasses. What we need@rdination of
these possibilities in order to enable users to collabaatedependently as pos-
sible of their specific arefta

At this point we propose three basic scenarios for usingystem which could be
combined in any way:

e The round table: The users sit around a table and see a viatial on the
table between them. This visualization can be made by thasn#gartially
transparent HMDs. That is, when there are no objects in ttieatiworld or
a user does not look at an object, the HMDs are fully transpahen the
user looks at an object in the virtual world, the object appdmeefore him,
but all other parts of the HMDs are transparent.

e Single-user: One user per arena interacts with the systdra.afena could
be a standard PC or a CAVE. The user will see only objects wdniethoaded
into the virtual world.

e Multi-user: Many users are able to watch a session of cotithve work
from one common viewpoint in the same way as a single usehisncase
the arena will be a panorama. Interaction will be availablecine user at a
time.

The system must support the interaction possibilities @efin the GCVR project
(movement and interaction by the means of mouse, keyboaravanda). Also, it
must be possible to move physical objects and map theiripositnto the virtual
world. A vision tracking system providing the necessaryadatalready under de-
velopment at the Computer Vision and Media Technology mesegroup (CVMT)

1We will use the term arena for the combination of input andbatitlevices which determines
a user’s interaction possibilities - for instance a PC witkegboard, a mouse and a standard PC
monitor.
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at Aalborg University and we will integrate a developmentsi@n of this system
with our own. A variation of the round table scenario wouldtbeuse physical
objects to manipulate the geometric patterns of 3D modelssiow the result on
a computer screen or using a projector. This variation maydaful in situations
where HMDs and various tracking devices are not options.

1.2 THE REPORT

In the next part of the report, we will analyze the area ofatmdiration in the context
of the scenarios and problems stated in section 1.1. Wenttithduce the classifi-
cation framework of coordination mechanisms and a theoppoiputer supported
cooperative work (CSCW) based on activity theory in ordedétermine the exact
requirements for making a system capable of supportingdéeasios mentioned.
Also, a company (EMD), which is involved in the developmefivand farms will
be consulted in order to ensure consistency between thgsimand actual user
requirements. The analysis will be followed by a design,atdescribes how a
system supporting the requirements can be constructeallyiparts of the sys-
tem which prove the viability of the design will be implemedtand a test will be
specified.






Part |

PROBLEM DOMAIN ANALYSIS
AND FUNCTIONAL
REQUIREMENTS

In the analysis existing technologies are investigatedrafthich the classifi-
cation method of coordination mechanisms is introducece miethod is then
applied to three scenarios (round table, single- and musigr) and it is de-
scribed how the systems differ in some places and how thegimiar in
others. This results in the conclusion that the three payadi can be com-
bined and a new system takes form. A discussion of possdileds in such
a system follows. Then a selection of essential featuresderon the basis
of meetings with a company, which is involved in designingdwarm lay-
outs. Finally, the requirements for the new combined systéhbe identified
and a classification of this system using the described itileestion method
concludes the analysis.






2 EXISTING TECHNOLOGIES

Since this project in part builds upon the conceptual fraoréwof the Virtual

Round Table (VRT) project (See [BMSO00]), a project concdrigth the devel-
opment of an augmented reality (AR) workspace, we will iis thapter introduce
the state-of-the-art for related systems. The coveredsofall into the area of
virtual reality (VR) and AR in a distributed collaborativettng.

2.1 AUGMENTED AND VIRTUAL REALITY

¢ Virtual Round Table
The VRT system was developed as a proof of concept that sansgarent
head mounted displays and place holder objects (PHO) ceuldilized for
creating a new way of interacting with a virtual world. Theacept of PHOs
was about assigning a virtual object to a physical objecis forming what
they define as an interaction unit. By moving the PHO the airtbject is
affected by a corresponding movement in the virtual envirent.

e ARTHUR
ARTHUR is strictly speaking not an existing technology ass istill under
development. Itis, however mentioned here because it ugs®a tracking
system from which input data can be obtained.

The ARTHUR project has been developed with a local collatibeavork
setting in mind. It is thought of as a tool for architects, whith use it during
the design phases. It is supposed to work as follows: A grdwpahitects
are gathered in their normal work setting, with all the norapliances.
Putting on shutter-glasses connected to a PC and a visickirngasystem,
they will be able to see 3D graphical models of arbitrary otgehouse,
tree, car, wind turbine etc.). It will make available toots faltering and
positioning the models.

The ARTHUR project is being developed by some of the samelpewipo
were involved in the VRT project and makes use of some of tls¢ ideas
from the VRT system, but adds further functionality to it. elfmost impor-
tant parties in ARTHUR compared to VRT from our perspective &aab
Avionics, which is developing a high resolution head modrdesplay and
the CVMT research group at Aalborg University which is deyéhg the
computer vision tracker system.

The ARTHUR project use PHOs much in the same way as the VRErsyst
to influence the data one must influence the physical objdts Aotion lim-
its collaboration to a local setting, in as much as the virtdgects coupled
with physical objects are concerned.

The new GCVR system will differ fundamentally from ARTHURdzeise
it will make available the same functionality in a remotetiset as well.
As mentioned in the introduction future inhabitants of § gpitaza can make
their opinion available to either the architects or the pignners - an opinion
derived from having actually experienced the new plaza ftbeir private
computer (not necessarily situated in the same room as thitests). In

7
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addition, if applicable, remote users will have the oppwoitjuof altering the
virtual environment (VE).

e DARCDA?

Distributed AR as presented in [AKea95] augments a videsastrof the
real world with virtual objects. The augmented video is tlstreamed to
each user who sees the result on a high resolution monitoDinCair ap-

proach uses similar techniques. We use existing informatimut the phys-
ical world (ARTHUR uses vision tracking of PHOSs) to act asommfiation

brokers to a remote VR environment. Given knowledge of edufsipal

object our approach will enable a 3D stereo experience aethete site, in-
stead of a 3D video feed. Additionally, we incorporate thedjgs users get
from actually sharing the same physical space, DARCDA das Users
in DARCDA would still look at a monitor even though collabticen takes

place locally.

e Office of the Future

The futuristic ideas for the office of the future presentefRwC*98] offer
many ideas on how CSCW can be supported in a local as well adeesat-
ting using the same equipment. They use spatially immedis@ays (SID)
in a non-intrusive way (also known as ubiquitous computimyevious SIDs
(i.e. CAVE) required highly specialized equipment but géve user a 3D
stereo view of the virtual world - the office of the future does. In Office
of the Future the traditional SID is replaced by existingfaces (i.e. walls
and tables). The imagery displayed on the SIDs are then retdie 2D. All
imagery is comprised of a video feed enhanced with virtuéd déhat is, all
users and their offices are captured on video.

The idea of this office coupled with ubiquitous computinchisttit can act as
a normal office when no distributed collaborative work isuieed. The fact
that the office is capable of much more is invisible. It is wigtribution is
required that the office comes to life. Images of remote dffeoed users are
projected onto existing surfaces, so that it appears tcsubet everybody
are located locally.

This application does not use PHOs. Manipulation of theuglrenviron-
ment is done directly to the virtual object. We wish to keep(&Has the
interaction unit when collaborating locally, in additiom the ability to col-
laborate from a remote location. Keeping the third dimemsitso has the
advantage that users can move around, over and into objeti® IVE at
their leisure. In addition GCVR provides both an AR and a VRisg -
GCVR is still applicable when collaborating locally.

e Studierstube Workspace
The Studierstube Workspace as described in [FS] and [FSId@0}oolkit
extension to the Studierstube system. The Studierstuljegpresulted in an
AR system capable of supporting multiple co-located useri&ivg on a sin-
gle model (called data context in [FSHOOQ]). The workspaderesion adds
two distinct functionalities: Multi-context and multi-plication. They try to
make a (as much as possible) general toolkit to use with ARGabions.

!Distributed Augmented Reality for Collaborative Designpiipations.
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Like our approach they see the benefit of incorporating paysibjects into
a VE. In the Studierstube project the physical objects atda@8ge interfaces
to the VE, much like ARTHUR uses PHOs. Each user is equippéi avi
pen and a pad through which interaction is accomplished. édew PHOs
in ARTHUR and GCVR are shared among all local participansperaging
users to use every day turn-taking techniques.

In many ways the Studierstube Workspace project is like v@@VR will
eventually become - multiple users can work on the same gralpBD
model from remote sites. Each user is able to see the modual lirs own
point-of-view and interact with it using the pen and pad (BI0% in GCVR).
The world is seen through shutter glasses worn by each user.

The major differences are that the new GCVR system will ugk B&® and
VR technology, whereas they only use AR.

e CAVERNSoOft
CAVERNSOft [LID97] is a collaborative software system whrans on the
CAVE Research Network which uses CAVE-based virtual reddd@rdware,
high-performance computing resources and high-speedonietw The aim
is to support collaboration in the areas of design, edusagagineering and
scientific visualization.

The CAVERNSOoft system is similar to the GCVR system in sonspeets.

However, where the GCVR system is in part aimed at low-endpuders

residing on low-end networks, the CAVERNSoft system is arme state-

of-the-art hardware and supports collaboration within heb¢he areas men-
tioned above.

In general, one could say that where the GCVR system is a smdlfel-
atively simple framework on which collaborative VR systeoas be built,
CAVERNSOoft is a large, full-featured, customizable VR systaimed at
both stand-alone and collaborative VR applications.

As can be read from the above description technologies tayoélaccomplishing

some of (or similar) effects of what GCVR set out to do alreadists. How-

ever, we believe that the new GCVR system can provide amalige to all those
projects in some way (as described above). The major difterés that the GCVR
system combines a pure VR and an AR-like environment, emgbisers both in a
local and a remote setting to collaborate on arbitrary med&his in addition to
the capabilities of the earlier GCVR system as describedWypz2].

2.2 TYPES OF REALITY

The design of the GCVR system was intentionally made as widgeplicable as
possible, which is why the GCVR system can be applied in batAR context
as well as a VR context. In fact the GCVR system can be appligtid entire
mixed reality (MR) spectrum as shown in figure 2.1 as well as WRhe article
[MK94] Milgram and Kishino defines what mixed reality is andwthe differ-
ent types of reality relates to the virtuality continuum. $fipeople are familiar
with what VR. However MR comprising AR, and augmented vilitygAV) will
be introduced according to the definitions in the article figure 2.1 Milgram’s
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virtuality continuum can be seen. It shows how the paradigresdistributed in
the continuum.

,7 Mixed Reality (MR) —|

<Real Augmented Augmented Virtual =
Environment Reality Virtuality Environment
(AR) (AV) (VR)

Figure 2.1:Milgram’s Virtuality Continuum.

MIXED REALITY

Mixed reality covers the entire paradigm of merging theuaitand the physical
and is a very broad definition. Mixed reality covers the définis of augmented
virtuality and augmented reality but not the completelyfiaial reality.

An advantage with regards to how users perceive the redlitlyeo3D experience
is that it is easier to show the user what a given scenarioleak like in real life
after the proposal have been implemented in MR than it is nre MR. E.g. when
planning wind turbine sites one of the requirements is @ibjcthat the turbines
are not allowed to be an inconvenience to people living neaBy using some
form of MR it is possible to show users how the turbines witlkdrom their house
- how big it will seem, how the turbine will cast shadow at aggitime of day of
the year etc.

AUGMENTED REALITY

In [MK94] the definition of AR is that:

”"As an operational definition of Augmented Reality, we takeeima
to refer to any case in which an otherwise real environmenaisy-
mented” by means of virtual (computer graphic) objects...”

When talking about real environments, we define it to mearypks of existing
physical environments that one can see, both directly imeaeéworld or by way
of a video feed on a screen.

Typically an AR environment can be obtained by using seeutjitoglasses in
which only a small part of the glasses are filled with virtubjexts.

AUGMENTED VIRTUALITY

AV is closer to a completely virtual environment. In this text, what is being
augmented is no longer the real world, but a computer gezeraorid. In AV the
virtual objects can be augmented by e.g. overlaying the éd@n avatar with a
video feed of the human that the avatar represents and tiveydacial expres-
sions in the virtual world. An AV environment is primarily &ated using conven-
tional immersive or non-immersive graphic displays.
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VIRTUAL REALITY

In VR, the computer is responsible for creating everythimguser can see. In AR
the system either receives an image of what the user can seseoni-transparent
display is used. The computer’s task is then to place thaali@D objects in this

image.

In a VR context, much effort would have to be put into creatifeglike 3D models
to present the user with as much information as in MR and ARantiqular. E.g. it
requires much computation to render facial expressionsaptic feedback in VR,
while these factors can be seen directly in AR, and thus nogsing is necessary
to accomplish this. What is important to note here is thaMK94], VR is defined
as being a pure computer generated world. It is very harddatera very realistic
computer world without augmenting it with textures or ima@g®m the real world,
and thus moving the framework towards an AV context as defiryeldilgram and
Kishino. However it is common today that VR is used as the it@oiogy for such
virtual worlds, and we will therefore adopt this definition.

2.2.1 GCVRIN THE REALITY -VIRTUALITY CONTINUUM

In our project we wish to support platforms using MR, as wsllpdatforms us-
ing VR. This way we will be able to support collaborative wdr&tween e.g. a
round table collaborative system and a collaborative VResgsn the panorama
or CAVE. In round table sessions, the hardware will typicéke much slower than
the dedicated hardware available in the VR arenas.

Even though the hardware is slower the round table usersstilistaintain a good
level of immersiveness so that users feel they are preséime aite. Head tracking
for the individual users is necessary so that they can maeie iead and look at
the virtual objects from different angles. As input in the Ajgstem where users
are in a real world context it is natural to use real world clgeto interact with
the world. One could imagine computer vision based integaor even simple
interfaces such as keyboard or mice present at the table yiser@combination.






3 APPLICATION CONTEXT

An objective of this project is to determine which features mecessary for the
system to be usable in practice. For this purpose we havac®ata Danish energy
consulting company - EMB Amongst other things they present suggestions to
customers and in this process some iteration is involve. dur intention to use
EMD for supplying the use case and a scenario in which ouesysan be applied

to assist in cooperation. The following section containgwnoduction to the areas
of work EMD performs in which we can apply our system.

3.1 EMD

EMD’s primary task is designing wind farms, small as well &g land they work
with both land-based and sea-based wind farms. Their malrfidoassisting them
in this task is a software package they have developed isé)daut at the same
time it is also sold to clients who wish to do the calculatitmsmselves, instead of
hiring EMD consultants.

3.1.1 EMD’sS WORK PROCESS

The final result of EMD’s work is a presentation for the cusésrand other inter-
ested parties, but for EMD to be able to do a presentationallerfing needs to be
carried out:

1. Site inspection

(&) A site inspection is performed during which picturestod surround-
ings are taken from the selected viewpoints.
This means that the viewpoints are static and therefore imeiste-
cided upon in the beginning of the process. Otherwise theudtant
will have to do another site inspection which is a costly iaffar the
customer.

(b) During the site inspection it is also noted whether ortne¢s, hedges
and structures in the area fit with the map information fot Hii.

2. Creating the energy map.

(&) The map of the area is analyzed in the office. In this aisahedges,
houses and other information that has influence on the wivd io
entered into their calculation model in order for it to beeatdl calculate
the wind flow on the site more accurately. Together this mfation
forms what is called roughness data.

(b) Height contours of the area are entered into the systemther with
the roughness data. They provide the model with a calculatiodel
of the area which is as accurate as possible.

'EMD was formerly known as Energi- og MiljgData, however tteme was changed to the
abbreviation in 2000.
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(c) Wind statistics from the national weather service isli@gito the land-
scape model and together with the roughness data and tha keig
tours an energy map of the site can be calculated. This emeagyis
static once it has been calculated, unless informatiorejn 2a or step
2b is changed.

3. Positioning the wind turbines

(a) The consultant’s next job is to place the wind turbinethm area so
that noise requirements are met and production is optimizhi step
can be iterated over and over without having to perform stapdlstep
2 again.

4. Calculating the production

(a) After having placed the turbines, the total productionthe wind tur-
bines is calculated, based on the energy map and the data /i
turbines, and a data sheet of the site is printed on a posténdqre-
sentation.

5. Creating the visualization

(a) Avisualization, a so-called photo-mockup, of the assaade. The vi-
sualization can only be made from the viewpoints from whiidtyses
were taken in step la.

6. Presenting the results

() Finally the project results, the calculations and tteualizations, are
presented to the customer, the neighbours and the audsorltisually
it is not until this point that objections to the site layout anade.

As can be seen from the above process, it is a cumbersomerjtitefoonsultant to
do such a site calculation. If changes are made in step 6,lhkave to redo steps
3, 4, 5, and finally the presentation in step 6. However, thewarhof presentations
are kept to a minimum, since they are quite expensive forltaatcand also rather
difficult to arrange in that all parties have to attend andraypg of a design in order
for it to be accepted. Therefore, the final decision on the Isiyout may not be
what is the optimum solution in which all parties are happyhvihe results. Our
contact at EMD has stated that tight budgets in the projdtas anhibit the amount
of meetings. This is because all parties must travel to thetimg, a presentation
must be performed and if alterations have to be made, EMD Iga@sto the office
and creates a new presentation after which another meetiagheduled. In an
attempt to improve this process, they often present twoestizns at each meeting
and then the customers and the critics can better descrifhwipe of site they
prefer so that the consultant has a better idea of what isrestju

It all boils down getting the acceptance of the governmem, rieighbours and
environmental organizations if it is close to an area in \uhitey hold a special
interest. Therefore, the visualizations are imperativd arnust be performed in
order for EMD’s customer to get their project accepted. Quehgphoto mockup
can be seen in figure 3.1.

In such a mockup the image is static and for each time of dayeanl viewpoint a
new mockup must be created and a new photo must be taken. €hissnthat the



3.1 EMD 15

Figure 3.1:Example of EMD’s photo montage tool. The top image is themalg
picture taken on site, and the bottom picture contains a mpckowing the site in
a future representation.

client can only get a visualization that shows the site attithe of year and day
the picture is taken. If they wish for visualizations duribgth the fall, autumn,
summer and winter, or simply just in the morning and in themfbon - different
photos will have to be taken. Apart from the fact that it wilve to take place over
an entire year or day, it will be quite expensive for the dienhave a consultant
go take the pictures since an entire day is spent each time.cOuld argue that
the clients could take the pictures themselves. Howeves, rdquires intricate
knowledge of photography and how EMD’s photo visualizatsmiftware works,
since it is crucial for the visualization that the correatdblength is used and that
the camera is focusing on the exact same point during allopbessions. This is
not a simple task. Together with the cost, this is probably Wfs rarely done this
way.

3.1.2 COLLABORATION

By the means of a system based on this report, EMD will be ab@dvide the
client with a mockup of the wind farm very early in the conswtprocess, which
the client can then show to the affected parties, so that ¢taeybetter consider
the effects of the layout visually as well as geographicdlprge wind farms often
meet resistance in the community due to the fact that wirtarias are so large and
that wind turbines generally disfigure the environment. ldeer, criticism is often
based on maps of the area and dots on that map and visualz&tion predefined
viewpoints. This is typically a time- and money consumingagass. If people
were able to see what the environment would look like by bémdeity mode
or mortal mode as described in section 1.1, it would providéhlihe proposal
advocates and opponents with a much better reference frambéir arguments
concerning the visual impression. Also, it would be posstblsee the site from all
the viewpoints one could imagine since it is a virtual mode3D. Also, one could
show different times of year simply by changing the textuir¢he landscape and
the artifacts in the landscape. An inexpensive method featang 3D landscapes
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and the use of standardized 3D models could lower the consum@f time and
money considerably.

In the realm of collaboration, a GCVR-like system would auuce the possibility
to have meetings over the internet in which many intermedsaiggestions could
be shown over a short period of time and with a relatively $mfbrt. Thereby
such a collaborative system could possibly improve on tealtsince people have
had more options and by being able to see the site from alkangivill make it
much easier to say what they like and do not like about a projec

A third possibility would be that a consultant is located is bffice and some
of the meeting participants are located in a meeting roomnivtleer county or
country while others are located in their homes. In thisisgithey could then use
the network to communicate and show each other solutionsskduestions and
they will then be able to alter the suggestions during thetimgand see the results
right away since the consultant does not have to do a new phot&up. There are
many possibilities in such a system and more of them will b@a®rd in section
5.2.



4 COORDINATION MECHANISMS

In this chapter we will describe a method for analyzing mezfreoordination. We
will then apply this method to the GCVR system, the VRT progjemd EMD’s
current procedures in order to place them in the context a2\@WSOn the basis of
this classification, it will be possible to determine whetbenot the systems are
compatible, and to associate common CSCW concepts withrtiidgmns encoun-
tered.

The fundamentals of the method were developed by Kjeld Sithf8iS96] and
have been applied to several projects, such as bug repaosithgn the S4000
project at Foss Electric and others. A more recent study [BQJNhas identified
four key areas that must be analyzed in order to classify @sys

It is the method applied in the article [ACNOO] that we willgat throughout the
rest of the analysis. In the article, a comparison is donevdserh an artifact based
coordination system in the form of the bug reporting systesaduon the S4000
project, and a verbal coordination system used on the biadigee container car-
rier M/S Sally Meersk. From this comparison they reach theckgion that co-
ordination in a CSCW system can be classified from a pragnpatict of view:
Persistence of the communication versus non-persistemdeactive versus pas-
sive. And from a semantic point of view: Process versus statefield of work
versus work arrangement. The definitions are given latendhis section.

As our project applies coordination between different@cated and non-co-located
people utilizing verbal as well as artifact based coordamafalterations to the 3D
world) the method developed in [ACNOO] can be adopted inphigect.

For an in-depth description of the method, the followingctes must be consulted:
[SS96], [SCSD96] and [ACNO0O]. As an introduction to thesérdgons we will
start out with the definitions as given in [ACNOO].

e Persistence/Non-persistence

"By a persistent medium we mean a medium that maintains its
information over time. In non-persistent media, inforroatis
lost and must be recorded elsewhere.”

e Active/Passive

"By passive media we mean media that cannot cause actions to
happen by themselves, whereas active media can do thisuvitho
human intervention (i.e. when executed on some machine).”

e Process/State
[ACNOO] describes a process oriented mechanism as alsardgfire proto-
col by which collaboration and the future is achieved. Fr&@896] we have
an abstract description of sucttaordinative protocal

In proposition 5 of this article it says

" A coordinative protocol is a resource for situated actiorthat
it reduces the complexity of articulating cooperative wykpro-
viding a precomputation of task interdependencies whi¢brac

17
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for all practical purposes, can rely on to to reduce the spate
possibilities by identifying a valid and yet limited set gtions
for coordinative action in any given situation.”

Our interpretation is that a protocol is simply a set of pahges and rules
defining how collaboration should proceed. Additionallggk rules stipu-
late what must be done to achieve the future and what happeisyd.e.
break-downs.

e Common Field of Work/Cooperative Work Arrangement
In [SCSD96] they define the common field of work as follows:

"The interdependent tasks and the world of objects and psesasithin
which they are performed, are referred to as the common field o
work in an attempt to underline the difference between tsdla
work phenomena and work tasks that have a bearing on actors,
and beyond the field of work of the individual actor.”

From all three of the earlier mentioned articles we have tlewing inter-
pretation that the common field of work is defined as the abefiaition and
that the cooperative work arrangemenaisystem of multiple actors who are
interdependent in their work

The following section contains our interpretation of the@abdfour terms constitut-
ing the domain of coordination mechanisms.

4.1 PRAGMATIC DIMENSIONS

In [ACNOQ] it is argued that the classification mechanism barsplit into a prag-
matic and a semantic part. The pragmatic classification ar@sims describe fea-
tures of the medium through which communication takes place

The features describing the medium are the persistence @mgersistence, and
whether the system is active or passive.

4.1.1 PRERSISTENT OR NON-PERSISTENT

What decides whether coordination is done in a persistenborpersistent way
is the type of communication. If the communication is adifaased, that is e.g.
written down or shown in schematics or otherwise persisténgn the method is
also persistent. If, however, the communication is pertmerbally then the
communication is non-persistent.

The main difference between the two types of communicatsotinat in artifact-
based communication the present state of the field of warkjstory and possibly
its future are made persistent and thus publicly availafleis is not the case in
verbal communication.

When considering the two methods of communication, it afgpoteat a persistent
method is preferable. However, it is not so in all cases, Wihe following exam-
ple shows. In [ACNOO], an example of this is the analysis ef tommunication
on board the M/S Sally Maersk. In the analysis it is noted thahehough it would
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improve the work setting for the people to communicate usingartifact based
communication method in which information become peraisiteis not a flexible
enough method for the scenario. On board the ship, decisiandave a serious
impact and it must be possible to alter the wrong decisiores\ary fast manner.
Therefore, communication must be very swift and efficiergrsistent communi-
cation is not very flexible since it requires the informatiorbe transferred to the
field of work or to the medium before people receive the infation.

In the rest of the report, we will denote coordination whdkééormation is some-
how transferred to the medium as being persistent. This smdeat the commu-
nication is artifact-based and therefore the medium maistds state over time.
E.g. the communication is written down on paper, or desdrié alterations to a
3D model. Non-persistence shall be known as the oppositghich information
is lost.

4.1.2 RSSIVE OR ACTIVE

Decisive for whether the system is passive or active is wdrethe system can
cause actions to happen on its own. In [ACNOQ] there is an pl@wf an active

system used for monitoring ships on the river Elb, Germatne 3ystem is located
at the vessel traffic service (VTS Elbe) station in BremeemavT his system is an
active system, since it updates the position of ships withaman intervention. It
also warns the operator if two ships are in a one-ship onlyezdre system also
predicts whether or not two ships will need to pass each atharone-ship-only

zone.

We define an active system as a system, which causes actibappen by itself,
as described in the example above. A passive medium is a meaghich cannot
cause actions to happen by themselves.

4.2 SEMANTIC DIMENSIONS

The semantic dimensions relate to the meaning of the mediotess and/or state
and field of work and/or work arrangement. The semantic dsizers can be seen
as a continuum. In several cases both of the opposing dioensiill be present
in some more or less dominant way. In these cases the dondimaension will be
selected.

4.2.1 PBPROCESS ORSTATE

The concepts of process and state are a bit more loosely defiar the pragmatic
dimensions. Therefore, we use examples of classificatibqpazess and state
systems and explain why they belong to one or the other.

The VTS system is a system for indicating possible problenstuations on the
river Elb. The system does not explain how to solve the prableg only gives
information about the state. Therefore, the VTS system tate sriented system.
That is, a system wherein the current state and possiblyefstates are described,
but it must not have any descriptions of other parts of thegss whether future
or past.
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In the S4000 project, the computerized bug reporting scheonéains, not only
the current situation, but also the history and what the seeyfi is according to the
protocol. Therefore, the S4000 project is a process oriesystem, since it defines
what actions should be taken from here, but it is also a stéated system, since
it describes the current state.

We define a process oriented system as a system in which apdiescof the
process and what to do next is explained.

4.2.2 HELD OF WORK OR WORK ARRANGEMENT

We will adopt the definitions of [ACNOQ] for field of work and woarrangement.
A work arrangement is classified as a group of people perfognai set of tasks.
A cooperative work arrangement is a work arrangement in withe tasks are
interdependent. This means that a cooperative work arraegeis defined as a set
of tasks and who those tasks should be performed by.

Tasks oriented towards the field of work are the interdepentdesks, the processes
and objects within which the tasks are performed. Field ofkvi® thus a classifi-
cation indicating a state of the real world.

We will adopt the definition made in the introduction to thereat chapter.

In the following section we will apply the described frametwdo existing tech-
nologies such as GCVR, VRT and EMD’s own software. This waynilebe able
to classify these systems in a way that allow us to determimether the systems
and the way work is done with them are compatible with the roglystems.

4.3 DISCUSSION OF THE VIRTUAL ROUND TABLE EN-
VIRONMENT

The VRT is - in the words of its inventors - a collaborative enemted multi-user
environment. It is based on:

e Collaboration between multiple users.
e Augmentation of the working environment of the users (AR).

e Interaction with 3D objects.

The basic idea is to produce a perspectively correct 3D steisualization of a
virtual world within the physical working environment ofdlusers. The users are
intended to be able to see each other and use normal humavidygleag. speech,
gestures, facial expressions) for communicating with eattler despite the fact
that they are wired up for using the VRT. The VRT developesssify their idea
as being within the scope of augmented reality.

According to the definition in section 2.2, the VRT system barclassified as an
AR system. However, in this report we will classify the VRTraadigm as being
within the scope of virtual reality. This is due to the facathhe augmentation
of the physical world takes place without associating agyificant real-world

objects with virtual ones. The only physical objects assed with objects in the
virtual world are place holder objects, which in turn remisthe actual, real-world
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objects. If the system was an augmented reality systemoitlgtbe able to utilize
real objects in a more general way than just as input devigbigh is the case in
the VRT paradigm. That is, the objects in the virtual worldsld be associated
directly with the objects, which are represented by plackldrs in the current
system. In section 2.2 the AR-VR continuum is described &edRT does not
fit perfectly into any of the categories.

In order to be able to determine the usefulness of VRT iniggiab this project, we
will classify it using the powerful framework described metprevious sections.

e Persistent/Non-Persistent
The VRT-article (see [BMSO00]) does not make clear which esthproper-
ties that characterizes the VRT. However, the nature of @sykke the VRT
indicates that a virtual world is persistent as long as itosheing restarted.
That is, if and only if it is possible for users to leave andchjohe virtual
world at pleasure. Since the VRT seems to be aimed at smaipgrof con-
current users who use the system for explaining somethirfgrareaching
an agreement, it does not seem likely that some users wii Itige system,
turn off their terminals, but come back later and join thesgws again. The
nature of the VRT with regards to persistence has not beere mgalicit in
the article describing it in its purest form. Also, there do®t seem to be
an immediate need for total persistehsince the scenarios for its use take
place in a local setting. Therefore we will characterize WeT as being
non-persistent.

e Active/Passive
The VRT is intended to support collaborative work, which eskhe inter-
action of people its primary task. Therefore, the systemasdally passive
in nature. One might be able to find active elements whichccenhance
the collaborative work. However, since the article only atdgses the very
basic elements of the VRT concept such specialized feahaes not been
mentioned. We will classify the VRT as being passive.

e Work Arrangement/Field of Work
Systems such as the VRT are basically maps with tangiblectsbim them.
The maps describe the field of work. The responsibilitieshefusers, par-
ticipating in the decision of how a map-state is configuretbisdescribed in
any way - or taken the least bit of interest in. Therefore MRT is oriented
towards the field of work.

e State/Process
The article describing the VRT system does not mention anghoaks for
recording the actions of the users in virtual worlds, nordiveescribe what
they should do in the future. Therefore, one must assumethasic imple-
mentation of the VRT must be state oriented.

The results of the discussion of the items above are sumethiiztable 4.1.

The VRT collaboration method is non-persistent, passiveaiented towards the
field of work in a state oriented fashion. These charactesisio not necessarily

1The term "total persistence" will be used for describingkimel of persistence which allows the
user to shut down the system and restart later in the saneesstdtalso allows users to join and leave
the virtual world at will.
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VRT
Pragmatics| +non-persistent, +passive
Semantics | +field of work, +state

Table 4.1: The properties of the Virtual Round Table.

mean that the idea cannot be developed into a powerful toaifproving tradi-
tional collaborative work.

4.4 DiscUsSION OF THE GCVR SYSTEM

The GCVR system provides a basic API for establishing disted collaborative
virtual reality systems. Its main features are:

e Distribution of the Abstract World Model (AWM) [JUV02].
¢ Visualization of the AWM.

e An API for performing changes on the AWM.

The basic idea was to make available a fundamental systeapa@i which special-

ized collaborative VR systems could be constructed. The mpaits of the system
are a networking protocol which enables communication arsumer-level con-
nections, a visualization part which is able to perform vegll low-performance

equipment but also to increase its performance on highspednce equipment
and a server part which is able to keep the visualizationsefirtual world con-

sistent across the network.

As with the VRT, the GCVR system will be classified in terms loé framework
described in sections 4.1 and 4.2:

e Persistent/Non-Persistent

The GCVR system can be classified as being persistent bettarsables
users to leave a running virtual world and rejoin it later.eTderver part of
the GCVR client/server structure ensures this. Meanwloilker users are
able to make changes to the virtual world. In addition, plésrsmaking
available a scheme for saving the virtual world to a file andetmord each
change made to the virtual world exist. Therefore, the GCY#®esn clearly
provides a persistent environment.

e Active/Passive
As is the case with VRT, the GCVR system is a passive envirotngince
the system has not been aimed towards any specific applicationeed for
active functionality has been encountered.

e Work Arrangement/Field of Work
The GCVR system is like the VRT because it also basically lesehe users
to manipulate objects which are located on a map, which im tepresents
real-world locations and constructions. That is, it is otézl towards the
field of work. However, GCVR supports a scheme for lockingest§. This
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scheme is a very small and simple step towards the intraztucti turn tak-
ing technigues which would make the GCVR system more orittaeards
the work arrangement. Nevertheless, this step is too iifgignt for the
system to be classified as being oriented towards the woakgement.

e State/Process

The fundamental data structure of the GCVR system is theadbsiorld
model, which describes the state of the virtual world créaie the basis
of it. As such, the AWM does not record the actions of the ugamlved.
Therefore, at the current state of the GCVR system, it musidsified as
being state oriented. Because of the close coupling betweenetwork
protocol of the GCVR system and its AWM, it would however blatigely
easy to support a partially process oriented approach lgirigghe network
communication.

The results of the discussion of the items above are sumethiiztable 4.2:

The GCVR system
Pragmatics| +persistent, +passive
Semantics | +field of work, +state

Table 4.2: The properties of the GCVR system.

The GCVR system is persistent, but passive and oriented-dswhe field of work

and the state of it. Collaborative VR systems are difficuliutm into coordination

mechanisms - and that is not necessarily the point of makiegit The main

reason for this is that VR systems like the GCVR system an¥BRiEare aimed at

making it easy to manipulate virtual representations ofréa world. Their focus

is to introduce the way people think about things into the magple discuss things
- to visualize their thoughts. The goal is not to put consatsaonto the thoughts of
the users, but to set the users free of the physical constrafrmanipulating the

real world to try out an idea. That being said, coordinatibwark is still necessary

and the introduction of turn-taking techniques can suppork arrangements.

4.5 DISCcUSSION OF EMD

In the following section, we will discuss and analyze the hagisms utilized by
EMD in order to communicate with customers. This analysi &nd up with
a classification of the work form of EMD in relation to the soie described in
sections 4.1 and 4.2. We will bring into focus the artifactedi by EMD while
cooperating, as these are instrumental in obtaining trugboperation and com-
munication.

Because we are only interested in the collaborative aspgdeVID’s work, we

will focus the analysis on identifying by which means EMDlabbrates with cus-
tomers. These are the areas where the new GCVR system caovartpeir work

process.
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45.1 THE ARTIFACTS

EMD currently uses two methods by which they communicatecatidborate with
external sources. The first one is pictures of a future winime site overlaid with
computer generated images of wind turbines. The secondewy eveloped ap-
plication capable of run-time alteration of a group of valés (energy output, vi-
sualization etc.). Currently they are not using this aglan during collaborative
sessions with customers. The artifacts will be describaterfollowing sections.

THE PICTURES

EMD currently visualizes wind turbines on a future site gssitill-pictures. It
is their way of showing, from a few points of view, how the desics of wind
turbines placed in a particular way on a particular site @l Examples of these
pictures can be seen in figure 3.1 on page 15.

So far as to show aesthetics these pictures have proven adeigumost cases.
However, they have two inherent problems, as we see it, otthizh stem from
the fact that they are static in nature.

1. Aesthetics
As they are static they cannot be manipulated on-the-flycifssiomer wants
to see the turbines from a slightly different angle or wantsé¢e how they
will look in the evening, a new set of pictures must be madedisilibuted
to customers. The more visible the wind turbines become idfieeh is the
likelihood that many angles need to be observed. As suchaieegnly able
to visualize a glimpse of what might be.

2. Information
EMD can put as much or as little additional information irtiege pictures as
they deem necessary to communicate whatever they want tcmoaioate.
Let us assume that a customer in addition to aesthetics asted noise
and energy output visualized. EMD could handle this in twysvePut all
data into the same photo or into three distinct photos. If isngsed and
the customer at some time during discussions only wantedserge the
aesthetic aspect, EMD would have to create an additionabpliiomultiple
photos are used, there is the possibility that the photddeiliseless due to
information under- or overload.

What it all boils down to is that what is shown in those picture there to
stay. If additional data is needed or other points-of-view @quired new
photo sets must be created.

In relation to the coordination mechanism method we will radassify the picture
artifacts within the four areas:

e Persistent/Non-persistent
The picture sets are persistent in as much as they mainwidata they are
meant to convey at the point in time where they were created.

e Active/Passive
As also mentioned above they are static - the pictures inskbms cannot
do anything. This means that the picture sets are passive.
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e Process/State
The pictures do not tell us how to achieve the future nor wizat passed.
They show us the state of the project in a possible future.

e Work Arrangement/Field of Work
They show state information on different interdependeieab, hence they
represent what is known as a map, see [ACNOO] for details.

The pictures contain no information about a work arrangdrasrthere are
no mutually interdependent actors involved. Relating tw e defined field
of work in 4.2.2, the pictures do describe objects, namedyaésthetics of
the whole but they do not define any processes by themsehaskirlg at
their intent however we find the processes. They are meamif@sriation
brokers during meetings. When discussions turn to pros ang @bout what
they tell us, we start an interactive process of refining ehaistures.

The results of the discussion of the items above are sumethiiztable 4.3:

Pictures
Pragmatics| +persistent, +passive
Semantics | +field of work, +state

Table 4.3: The properties of EMD’s photo-mockups.

The picture sets represent a method that is persistenivpassl oriented towards
the field of work in a state oriented fashion.

THE APPLICATION

The application (WindPrR) has been developed in-house at EMD over the last
few years. It is meant as a combined calculation and visat#iz tool capable of
drawing upon different data sources (wind flow charts, tnebiodels, noise areas
etc.). A screen shot can be seen in figure 4.1.:

The upper half of the picture shows a visualization of theanewhich the wind
turbines are scheduled to be placed. The lower half showsékthetics of the
placement from a given point-of-view which the user can gesatt any time. Users
are able to move turbines around in the bottom half and, lokiclg an appropriate
button update energy gain and noise areas. The applicatlbanathe-fly update
the visualization above based on commands and attributegesanade by the user
(wind turbine attributes, roughness data, additional wimdbine, point of view
etc.).

One of the features relevant to our system is the historyifeatt displays a history
of state information of all wind turbines. Whenever the usehes he can recall
an earlier state.

WindPRO has no support for collaboration, local or distitaly other than addi-
tional viewers can see what happens on the screen over tlwdshof the one
controlling the mouse, or the display from the screen canrbegted onto a wall.
It is not meant to replace the picture sets, but more as aniawciali mode of visu-
alization. It is also not meant to be used during every sassi@ll projects, but in
the beginning only in high-profile projects.

2WindPRO and documentation can be obtained from www.emd.dk



26 Coordination Mechanisms

(e SN
SNl sk L
Jeo

>Q\n}»e1e H

Figure 4.1:Screen shots from the WindPro application. Both windowsshmvn
simultaneously. The top one shows the wind turbine site jm&ib various objects
indicated (wind turbines are blue crosses.). The bottortupcshows the same site
rendered in 3D

In relation to the coordination mechanism method we will rdassify the appli-
cation within the four areas:

¢ Persistent/Non-persistent
In so far as users remember to save their session the apglicapersistent.

e Active/Passive
As with the picture sets it is also primarily passive. Howevealso has
features that turn it towards an active application. Dependn how the
user issues select-move-select commands on wind turkiinesn on-the-
fly update energy output and noise production. This featarebe dis- or
enabled as it requires a lot of computational power.

e Process/State
Together the top and bottom displays in addition to the Ugithey data struc-
tures describe the current state of the application. Theryiseature men-
tioned in the description contributes to also defining thegliaption as being
process oriented, as it is possible to recall any previcate st
The history feature mentioned in the description could Gbute to also
defining the application as providing a process. Howevehtsiory feature
is only a collection of earlier states, it does not stipufatecedures or future
actions nor how that state was obtained. As such we definepipleation
as primarily state based, slightly orientated towards @ssc

e Work Arrangement/Field of Work
Basically the application defines a set of objects and atg# It is a map
of the part of the world that users cooperate around. Theséhardefining
qualities of field of work.

The results of the discussion of the items above are sumethiiztable 4.5.1;
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WindPRO
Pragmatics| +persistent, +passive
Semantics | +field of work, +state, (+process)

Table 4.4: The properties of WindPRO.

WindPRO represents a method that is persistent, passiverarded towards the
field of work in a state oriented fashion. It has features Winigent it towards both
active and process, though.

The picture sets and the application have a very similarsiflaation. Because
they are both oriented towards field of work, they will be ataldit very well into
a collaborative VR environment like GCVR. Additionally wart see that EMD
has also expanded their own field of work to encompass prasested features.
This tells us that GCVR should also support these (processiifes in the future.

4.6 COMPARISON OF THE APPROACHES TO COOPERA-
TION

In this section we will compare the approaches to cooperadind collaborative
work reflected in the three cases discussed in the previaimse. Two results
will appear from this comparison:

e Adescription of the gains of incorporating the Virtual Roufeble approach
into the GCVR system.

e Adescription of how EMD’s approach can be related to the dosthGCVR
IVRT system and be valuable both regarding EMD’s work andftinner
development of GCVR.

In order to reach conclusions on these matters, we will dis¢hiem in the follow-
ing two sections.

4.6.1 CGCOMBINING THE VRT wITH THE GCVR SYSTEM

When looking at the property tables for table 4.1 on page 22table 4.2 on

page 23 it appears that with respect to these propertiesnthi@ifference between
the systems is that the GCVR system supports persistenegeasVRT does not.
The combined table is shown in table 4.5.

GCVR and VRT combined
Pragmatics| +persistent, +passive, (+active)
Semantics | +field of work, +state, (+process)

Table 4.5: The combined properties of the VRT and the GCVIesys

The immediate conclusion which can be drawn from this fathat the two sys-
tems can be combined into one powerful framework for coltabon. A represen-
tation of the virtual world which is easily understandabted ananipulatable can
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be extracted. From the GCVR system, a framework for enahlgegs to collabo-
rate in the same virtual world can be extracted. Another lkemien which can be
drawn from the comparison is that the conceptual framewsdduwoes not cover
all of the features of the two concepts. There are, in faeagdifferences between
the two systems which do not appear from the comparison atdawation mech-
anism properties. However, the similar properties meanhttietwo sets of ideas
are compatible.

Nevertheless, when combining the two sets of ideas, a frameappears in which
it is possible for people located near each other as wellrasxfay from each other
to participate in what appears to be a real world meeting. &advantages and
disadvantages appear for the people located near each other

e Advantages:

— They are able to cooperate in a virtual world, enabling theméanip-
ulate virtual objects.

— They are able to cooperate with people located far away ithypmeuch
the same way as they would if they were located at the same &bl
themselves (assuming that the system is used in that si)ati

— They are able to see facial expressions and gestures onepeopted
at the table.

— They are able to participate in discussions using normadcpe

e Disadvantages:

— They must adapt themselves to performing certain kinds ldloora-
tive work in a way which is limited to the way it is supportedtime
virtual world.

— They must wear HMDs and head tracking devices.

The advantages and disadvantages for people located fsufemmathe meeting:

e Advantages:

— They are able to participate in a meeting located far awam ftioem
on almost the same premises as those located near each other.

— They are able to participate in discussions using an exteeech
application.

— Depending on their way of participating, HMDs, head tragkilevices
etc., may not be necessary or even interesting.

e Disadvantages:
— No facial expressions and only few simplified gestures vélblvailable

for supporting speech.

— They may only appear as a form of "ghosts" in the meeting, alohg
any primary roles in a session of collaborative work becanfstheir
limited presence.
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The combined system can be implemented on the basis of theR&ga&tem, which
provides some of the fundamental features necessary fdemgmting the round
table concept in addition to some features which enabletifumaities outside the
round table concept. The union of the features of both cascesmn be extended
with a recording system, which makes the system more praressed (if we dis-
regard the fact that the definition of process orientatigquiies that future events
must be part of the system - as described in section 4.7)., Alken aiming the
system towards a specific area of application, active featwill be interesting in
the combined system. In case these ideas are implemeneegdrdperties of the
combined system will be as indicated in table 4.6.

U
o

GCVR and VRT combined and extendée
Pragmatics| +persistent, +active
Semantics | +field of work, +state, (+process)

Table 4.6: The combined properties of the VRT and the GCVResy®xtended
with a logging or recording system and active applicatipeesfic features.

4.7 DISCUSSION OF THE PROCESYSTATE CONTINUUM

During our analysis of coordination mechanisms in the GCY&em, the round
table and EMD, we have encountered an unfortunate effedteofdstrictions of
the terms process and state. We have been faced with thenéc tmechanism
must either be classified as process or state oriented. &hiket to classifications
of the systems in which for instance they were said to be sta¢ated, where in
fact they were state- and part process oriented.

Let us briefly sum up what these terms cover. A mechanism isgsoriented if
it states facts about the past and stipulates how to obtaifutiire. This is often
accomplished by rules and protocols. The state represesnapshot of the field
of work at a given point in time. Neither the past nor the fatig represented in a
state. Something worth noting about the two is that processribes the field of
work in an almost abstract manner (i.e. protocol), whileéestiescribes an instance
of the field of work.

It is our belief that we can (and must) redefine the two ternsotae extend. This
redefinition should not be seen as our way of removing an olesthat is in the
way - rather, what we are doing is to refine the terms, becaesbelieve that the
current definition is not clear and specific enough to desctito terms that in
some instances fall so close to each other. Following is eédefmition that we
wish to make:

e Process need not stipulate the future. Imagine an appulic#iat need not
describe the future (GCVR at EMD for instance). The wholaidath this
setup is that users are not aware of the future, the futuredsfined to them
so to speak. Labeling the new GCVR system as state orientEldenirong,
as it can describe the process by which users have reachedrtieat state
(using a recording feature).

When removing the future from the term process we broademéfiaition - we
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weaken it in some sense. We can however still describe tiggatiprocess term
by making use of the termmapandscript as they can help describe to which end
of the continuum a mechanism belongs to. [ACNOO] describesgwo as:

"Map is a representation in which the state is the structuifiactor,
and the process must be inferred, whereas a script is thesigpb

The GCVR system describes a map, for instance. The new GC¥é&tides both
a map and a script (when using the recording feature) in iaddib being process
oriented.

4.8 RELATING THE GCVR SYSTEM TO THE WORKING
HABITS OF EMD

In this section we will divide the way EMD works as describedsection 3.1
into the three scenarios introduced in section 1.1: Thedadable, single- and
multiuser. Following that we will describe the three sc@mmigain, but with the
addition of the GCVR system. This will provide us with a framwek from which
we can see in which instances and by what means the GCVR systebe able
to assist EMD in the way they collaborate with customers.

Let us start with a short description of the three conceptse bund table refers
to instances during collaboration where all users are gethimm the same room,
and all users are able to interact with the world. Single vskrs to users situated
in separate arenas, collaborating over distance. Mudii-isswhen more than one
user is gathered around the same arena, but only one is addii the world.

EMD’s working habits can be subdivided in the following way:

e The Round Table
During presentation of the ideas to the customers, theyleséwated in the
same room. In addition to the picture sets, EMD explains prakcons for
the selected layout - this also involves showing expectedggrproduction
and aesthetics. Artifacts in use could be the picture setgigaalization, pa-
per notes and black boards for calculations, new ideas andjtits. Anyone
can comment the result, posing new ideas, wishes or obfectio

e Single User

EMD currently has no collaborative tool capable of disttémi communi-
cation. If communication over distance is required it is@oplished us-
ing standard existing technologies like e-mail, standaadl,ntelephone or
screenshots for instance. An additional way of visual comication could
be to send project files from their own simulations applmatiVindPRO to
other users. This way distant users are able to see bothaizistion of the
wind turbine site and the data basis on which the calculataoe based. The
issue of how to communicate multiple changes to EMD in a useanner
remains though.

e Multi User
Over the last few years EMD has created what could constunilti-user
scenario - WindPRO. It is a complex editing and visualizatiool in which
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all variables and objects needed to create a virtual winblirier park can
be represented. One could imagine a session in which th&agdigpm the

computer on which the application executes is projected anwall. In this

way a master placed by the computer could show-and-tell ribetion of a

wind turbine site. Another angle could be to project theetsets onto a
wall - again the master could then show-and-tell ensuriagdh participants
have focused their attention to what he is explaining.

As can be seen from the above description, EMD can be repgezssémall three
scenarios, which is fortunate as it means that EMD and ittomess are, if not
already, then at least on their way towards a way of thinkirag will help make
the addition of the GCVR system more easy.

In reference to chapter 1, concerning deity and mortal mteefact that EMD is
represented in all scenarios has the direct consequencédtiamodes of inter-
action are utilized. For instance when EMD employees aréenaict of creating
the wind turbine site they would adopt the deity perspectivethese instances an
overview of the entire site is the most useful. People livitase to this site does
not need to see the site from above - their concerns are hosittheill look from
their backyard. This will make them use the mortal mode.

When introducing EMD to the GCVR system we see the followinlgdsvision. In
all scenarios EMD is able to create a perspectively corrBctepresentations of a
wind turbine site.

e The Round Table
During sessions where participants are gathered arourshthe table, users
are equipped with HMDs which will enable them to see a petspey cor-
rect 3D image of the wind turbine site. Anyone can changdébates of the
environment (i.e. position of a wind turbine). A master mayiaccess to
advanced controls has access to a computer on which the sxeeutes.
Three modes of interaction can be chosen:

— PHOs are associated with graphical objects. Users haveativedy
large freedom of movement, so they are able to see the sitedifber-
ent perspectives. They are able to move individual objegtsbving
their physical counterpart, the PHO.

— PHOs are not associated with graphical objects. Users caaiddo
have total freedom of movement as they are able to rotate dilel vior
instance to see the site 'from the other side of the tablethisimode
individual objects cannot be altered.

— PHOs are associated with functionality. This means thatingo®HOs
results in changing i.e. size, complexity, position, zodm ef virtual
objects. Users can still physically move relative to the ldidwowever
they all see the world 'through the same eyes’ - that is altsishare
the same point-of-view at all times. Only the person desiphas
administrator can change the point-of-view (of the entiaug).

Additionally EMD will now be able to show additional data thg presen-
tations. Customers may want see how far away the noise frenutbines
can be heard, or see the site during sunset. They may alsotovaae di-
rectly how the impact on energy production will be when mgvthe site
200 meters east.
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e Single User

At any time EMD, the government, customers and citizens caatnm the
virtual world, though they may be separated by great digtsnénstead of
having to explain an alteration through the phone or oved,nE¥ID can
show the impact of an alteration on the spot while commuimgaterbally
through an external speech application. Meetings can esdrelad without
the interaction of EMD as mediator, in which those presentazane up with
a visual representation of their ideas and wishes wherethttg can present
their arguments to EMD in an intuitive and informative manne

e Multi User

EMD can take participants on a round-trip tour of the sitevahg all rele-
vant point-of-views, surroundings and any additional datapled with those
sites. They are able to fly over, through and around the sieshaow to all
present how the aesthetics of the site will actually prestsetf with the
added insurance that everybody sees things from the samegieriew.
This enables EMD to describe aspects of the plan a layman wtaynder-
stand at first. Users in other countries can even participatalmost the
same level as all others present. These remote users coulthbieg the
GCVR client using shutter glasses on their own computerlbderommuni-
cation can be accomplished through an external speechcappii.

e Additional
We will only touch the subject here, as a full description lvé aadditional
features that GCVR enables EMD to utilize will be made latethie report.

One of the obvious benefits enabled by the use of a computealization
system is the ability to add dynamic real-time behavior tgects. Anima-
tion for instance opens up a whole set of functionalitiesbéng EMD to
immerse customers deeper into the illusion of reality amdehy obtaining
better results and better feedback.

The GCVR/EMD scenarios have been extrapolated from the wdip Evorks
presently and as can be read from the scenarios we see aalgfsiibility for
the new GCVR system to be applicable in the context of EMD. iiéet step is
to analyze these scenarios in a more abstract manner whilcbnable us to state
facts about the functionalities and design perspectivesaee to consider further.



5 COLLABORATION AND ACTIV-
ITY THEORY

Using the framework described in chapter 4 we have beenablagsify the differ-
ent systems which we are working with. However, the classifin says nothing
about how an organization will perceive computer suppaoty fit will utilize it
nor exactly how individuals in the organization behave wiamking in groups.
All these areas are crucial in order to be able to introducesmmomplex computer
support in an orderly manner. We need an understanding adythamics of co-
operative work and how groups handle break-downs and wsdere events. We
will base this analysis on activity theory (AT) which we l@sie is capable of de-
scribing these dynamics in such a way as to be beneficial éodéivelopment and
introduction of the GCVR system to EMD.

Let us begin our discussion of cooperative work by definingcly what it is.
We will use two different sources for this definition: Schii8S96] and Bardram
[JB].

e Schmidt
In his first proposition he writes:

”Cooperative work is constituted by the interdependenceutif-m
ple actors who interact through changing the state of theroom
field of work.”

e Bardram
When describing AT he writes:

”AT describes cooperation as a collaborative activity, witie
objective, but distributed into several actors.”

These theoretical definitions coincide very much with oumawerpretation of
cooperative work. Our interpretation is that collaboratis a joint venture (of
multiple actors) towards some common goal. Each indivichee a set of tasks
that must be accomplished to enable all individuals to aehilkis common goal.
These tasks are in some sense shared in that on some levatéieyerconnected.

We can say that the goal can be diffuse because it might noispte define that
which all parties strive for - but on some level they all shdrs common goal.
This can be seen from i.e. the point of view of a project grodfl: members
(should) want to finish the project in a good and timely marftie¥r common goal).
Individuals have differing roles in the greater scheme a@nediffering ideas on
how this should be accomplished (the diffuse aspect of tiad galso, individuals
may have a private idea as to what should be accomplished.

When designing collaborative systems, which depend upampaters to achieve
this collaboration, we need to consider, and preferablicigatte, how users will
perceive such a system, in addition to how they can and willhlcorate using it.
Theory from the area of CSCW research based on activity yhean help us do
just that.

We need to gain knowledge about not only the intentions ofsysrit also about

33
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how collaboration between a number of people is accomgliss® we will con-
tinue by identifying what collaboration is from an abstrapoint of view.

AT focuses on the dynamics in the interaction between a godupdividuals and

their activities with human activity being of central impamce. Another important
concept in AT is the notion of objects around which individushape their work
and groups shape their interaction and collaboration. Irag the object defines
the activity.

From AT we have a way of dividing the concept of collaboratioto three distinct
groups: Co-ordination, co-operation and co-construction

e Co-ordination
The interface between users, the way they collaborateaig stThey col-
laborate according to a set of rules or predefined roles irothanization.
Objects are private in that they are only of concern to théviddal using
them.

An example could be two teams working shifts at the same cagpeam
one relays information about the day’s work to team two, by wha stan-
dardized solution - a status report for instance. Anothenge is a project
team in the final stages developing a system: The analysidesigh phases
are over and the project can be split up into distinct modthias need im-
plementation. Given a module the role of the individual idlwlefined -
adhere to the analysis and design. The means by which thesasrgplished
are based solely on the abilities of that individual.

e Co-operation
Collaboration is directed towards a common goal. Individwsill have a
distinct role in the whole and a set of rules to abide by. T&( the indi-
viduals are supposed to manage are not necessarily sharttepulo over-
lap. This way collaboration is dynamic because users hagerntnuously
adapt to the way other users act. Objects are shared in thedialduals are
able to influence or change all objects involved.

The way politicians negotiate the details of the tax legistacould be an
example of co-operation. The goal is to enable a country anfirally sur-
vive for another year - one politician wants to finance the hespital by
raising taxes, while another wants to reduce social suppdgain the ex-
ample of the project team can be applied: All the way througalysis,
design and implementation individuals are given smallekdecollectively
supposed to make up the whole project. Both the means by whede
tasks are assigned (discussions and meetings) and the imeasch they
are evaluated (seminars, midterm evaluation etc.) arepeoative in nature.

e Co-construction
Co-construction is characterized by shifts in focus. Astlevel of cooper-
ation the object around which the individuals are gatherégghtmot exist.
Words like reflection and iteration comes to mind in an effortbring a
common object to life or alter an existing one. If objects ®isthey evolve
continuously, changing shape and behavior.

The project team can again be said to exhibit co-constridighavior. It-
eration and reflection during collaborative group work iss@xample of
co-constructive behavior.
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Figure 5.1:A graphical display of the three activity theory conceptsnk left to
right: co-ordination, co-operation, co-construction.

In figure 5.1 three individuals are shown: 11 is individuakand so on. The small
black dots represent objects each individual utilize ireoitd reach the goal (the
top-most letter 'G’) The vertical row of black dots represan amount of objects
that each individual uses to reach his or her objective. Trena in the middle
figure (co-operation) show that the collection of objects sltared between users.
In the right figure (co-construction) they show that exigtobjects are shared and
that they change continuously. The dashed lines in themigst figure indicates
that the path to the goal is not well defined (it changes cantisly).

These concepts where also used in [Sch94] a few years earkemore detailed

manner. Basically the author divided collaborative wortoifive areas, some of
which are i.e. part co-operation, part co-ordination. W4 wioceed with the

assumption that the above grouping is adequate.

However, this division is very coarse, so we need a way to nimteveen the
three as most work areas cover more than one of the threeintpisrtant to note
that this subdivision is purely analytical - they describfedent aspects othe
sameactivity. Imagine a case in which a group of people are gatha@round a
monitor, discussing and arguing about the objects visedlizAt this point they
exhibit co-operative behavior. Finding a fundamental reimothose objects they
turn away from the monitor to look on each other to start aagjabn ideas of
how to proceed - how should or could the objects be changedatticate this
error. Now they exhibit co-constructive behavior. Thiswaion from co-operation
to co-construction happens seemingly effortlessly andicoously. So for our
application to be used in a cooperative setting it needs t@bleeto support these
transitions.

When trying to introduce our application to an organizatese must face the fact
that what we might be doing will radically change the way theyceive their work.
Not only that, but we may introduce a totally different wayamicomplishing their
goal. We must not be blind to this fact as it may result in then¢wal rejection of
our application. We face either of two problems should tlgaoization not want
to change their work arrangement:

e Either we must make sure that the application stays withintibundaries
(as mentioned above) and abides by the same set of rules ag#mzation
has previously used,

e or we must make a transition between work arrangements n&ance by
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standardizing the way users communicate changes to a desigmove to-
wards co-operation.

In general we will want a transition:

e Towards co-construction
This is to enable a more dynamic and flexible work arrangemétither
the reason is in anticipation of how the future will evolvetbe wish to
broaden the application context of a work arrangement. Stthm[Sch94]
uses a similar argument when stating the reason for the neadvanced
information systems to facilitate distributed decisiorkimg in modern work
arrangement organizations.

If the introduction of a CSCW system drives the collabomattowards a
more open forum in which the human-to-human interface b&somore
dynamic and complex, the collaboration is driven towardsaostruction.

e Towards co-ordination
We can also move towards co-ordination. The area of work tmghneces-
sarily be highly dynamic. In cases where the work is aimedrabee or less
well defined common goal, the application can benefit frontisgieation.
This is where a move towards co-ordination will help us gamrencontrol,
reduce the work to a more simple representation. Our agjaicaould in-
troduce a dynamic work environment but still be co-ordidatethat it gives
all parties a common ground with a set of shared rules.
If the human-to-human interface is relatively static anddshon some form
of formal agreement, as in the case of an employer - emplalaganship
[BN99] for instance, the design of the system should reflast-tfor instance
with the help of standardized solutions.

In this section we have introduced one model for structudrmpllaborative work
environment. We have stated that any work arrangement iardia; continuously
changing focus - in the course of a collaborative sessialyituals inter-operate
on differing levels reflecting the requirements of tasks suotasks. In the next few
sections we will focus on identifying whether the new GCVRtsyn will support
cooperation, coordination and/or co-construction whero@uced into an actual
application context.

5.1 SUPPORTING TRANSITIONS

In this section we will describe how transitions are or canshpported by the
new GCVR system. We will begin by describing the set of pdesitansitions
and continue with a discussion on how each transition fits @CVR from the
point-of-view of a possible scenario.

Three sets of transitions can be readily identified:
e Between co-ordination and co-operation
e Between co-operation and co-construction

e From co-ordination to co-construction (or the other wayusu)
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CO-ORDINATION AND CO -OPERATION

A scenario could be as follows: Two people are sitting in tvifecent buildings
working on the same general project - this is co-ordinatidrhey have agreed
that coordination meetings should be held at certain iaterduring a week. The
purpose is to keep one another up to date on the status of elatzsk. Not having
the time to meet in person they meet in a virtual environmi&etthe one offered by
the new GCVR system. They can show graphically how much waek have done
and talk about it verbally. This only covers the co-operatevel, not the transition
though. We can support the transition by using a scheme v@izraodels (which
the above two persons are working on) are automaticallyibliged. As such a
server could be running all the time with both persons rugmirtlient. Models are
updated all the time and these changes will take effect irvitthigal environment
automatically. Additionally changes made to the whole adencould be saved -
when the two users return from their meeting they could hiagebility to visualize
the scenario in their own office.

CO-OPERATION AND CO -CONSTRUCTION

Using the same scenario, the GCVR system in its current stigig@orts co-construction
to a limited degree. One can argue that for the GCVR systers @ble to support
true co-construction three features are needed:

e The system must be able to reflect the changing nature andibelo&the
artifacts to be co-constructive. This could for instanceabeomplished by
being able to edit 3D models or dynamically create them enfith

e Being able to attach additional information not explicidffecting the aes-
thetics of 3D models. This is needed in order to reiterataiarderly fashion
for instance. A need for being able to trace the paths takisesarin order
for the implicated people to be able to chose the best onavat point.

e Being able to bring up previous states - for instance beirg tabhave three
different proposals for how a certain city plaza should leokild be neces-
sary. This could be accomplished by being able to save amdnualels or
entire scenarios.

The GCVR system supports co-construction in a limited wayreWmultiple users
are located in the same virtual environment, they are abtalkoto one another
(they can present ideas and different view-points conogriai model) and they
can move models relative to each other - having all the mgldilocks of a house
different users can place the windows in differing ways.

CO-ORDINATION AND CO -CONSTRUCTION

This transition is only present in our discussion in ordegél the whole spec-
trum of transitions. It contributes nothing new to what hissady been mentioned
above. In the case of the GCVR system it is indifferent as framat level users
start out on.

SUMMING UP

We will use this opportunity to mention the differences invimg between the
three levels of collaboration. In fact in the GCVR systenrdhis little difference
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in the way people should behave in the virtual environmeher& are no buttons to
press or phrases to speak in order to move to another lexal bibils down to what
features and functionalities they decide to utilize. Ashsu@ can say that if the
above mentioned additional features are accommodatetitioms are seamless
and transparent to users.

5.2 THE APPLICATION

The GCVR system as it presents itself now has the potenttakemany different
directions - it has been tied to no specific application afesdescribed in chapter 4
we will move towards an area of interest that will challenige GCVR system both
technically and in a CSCW aspect. To enable us to make that me\start out by
talking about how collaborative work is accomplished inelegient of application
ared. Following that we turn towards the GCVR system in referetoctheory and
practice.

5.2.1 (COLLABORATIVE WORK

In order to understand collaboration which takes place disgance, we first turn
our attention towards co-located collaboration. When waykvith persons face-
to-face we as humans utilize a number of skills, conscioastysubconsciously, as
means of coordination. These are speech, gestures, aatldapressions. These
are the defineables, however there is also an undefinabletdspmllaboration. It
can be covered by the term 'tacit knowledge’, defined in [Be]

”...knowledge that enters into the production of behaviard/ar the
constitution of mental states but is not ordinarily accbkesto the con-
sciousness.”

This definition covers what is 'between the ears’ of indiatfuthat they cannot
or do not access consciously. Everyday words like expegiemmeplied, skill, per-
spective or shared understanding [SR96] have been applieadl effort to describe
it. Whatever it is it cannot simply be put to paper, but it istpd what enables two
persons to solve a task better than two individuals.

Within the scope of this project we will look more closely aesch and gestures.
As for the undefineables we will turn a critical eye towards cwosen application

context. We will apply activity theory to EMD in order to helfgs understand not
only tacit knowledge in the context of EMD, but also the dyieof their work.

e Speech
As also mentioned in [JUV02] we recognized the need for awdimmu-
nication. We still have no intention of implementing anyrfoof audio -
that is as for the design we don’t want to add an entire subieadtegrated
into our protocol. If time allows we will integrate an alrgaelxisting speech
transmission technology.

Speech is imperative during co-constructive collaboeatiwork, more than
in any other area. As this level of work is highly dynamic papants must

!It is not totally independent as we require a human elemesent in the collaborative work.
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be able communicate - this is how individuals express egpesd, desires
and wishes. As Bardram described in [JB] this form of spesctovered
by the term ’articulation work’, describinghe work actors do, caused by
their interdependency, in order to coordinate, schedulesim integrate, etc,
their cooperative work This should not be mistaken for the cooperative
work arrangement which describes the actors who are irperddent in their
work.

This does not exclude the fact that we need some form of basjhgal
communication - along the lines of what we described in [JBNVOTrhese
were basically just acceptance and rejection. What we reedrisider later
in the design is how to separate a system reject from a ussstydpr in-
stance.

e Gestures
Gestures could possibly be introduced into the system byenrel source
as gesture recognition is a possible future extension tAREHUR project,
so far as the new GCVR system is concerned the vision-trgcgart of
ARTHUR project will handle that for us. Gesture recognitesma function-
ality in GCVR is beyond the scope of this system though.

Object tracking could be introduced by adapting the wayradgon was

done in the Studierstube project [FS] and [FSHOQ] - by meé#aspen (and

a pad). The pen is thus a simplified representation of theésusand. Com-

bined with added functionality like color and mass changascan create a
relatively powerful tool by which users can communicatechaommands.
In a CSCW perspective this way of interacting is clearly cdirated and

in accordance with [SS96] we can call such an item an artitadenote its

special nature. As such we are able to dedicate a particugrhgal 3D

model with a very specific purpose to articulate hand comreand

So far we have introduced a CSCW theory based on activityrghedich we
will use to analyze an application area. We have stated tebasic units of
operation are human activity and the objects they utilizee Mive described the
basic concepts of that theory and explained why dynamic\beh@ransitions) are
needed in order for the theory to be applicable in real lifie.atldition we have
described some general attributes of the existing GCVRerysthat we need to
consider when applying theory to practice later on.

5.2.2 COMPARING THEORY AND PRACTICE

In this section we will apply AT to our application contextMib. This part of the
analysis is carried out in relation to chapter 3 in which tesign aspects of EMD
are discussed and in part section 4.8.

The structure of the rest of this section will be to use thdetsilisted in chapter 3
and apply one (or more) of the three groupings of collabeeatiork, co-ordinated,
co-operation, co-construction, to that context if apgpiiea

e Site inspection
The site inspection is conducted by a person from EMD. Onéefcus-
tomers could be accompanying him to ensure that they hakedtabout the
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same site. The EMD consultant has two tasks in this situafiake pictures
and ensure persistence between the actual world and thegieafl data
EMD has on record. Prior to the inspection EMD employees mayario
the co-operative level of collaboration - they use theitexilve experiences
and the data from the initial talks with customers to reaclkagmeement on
how the site inspection should be conducted. Should thergpbizal data
be inaccurate the consultant incorporates any changeshiatdata records
at EMD and saves that data. If EMD discusses these chandabaralively
they move to the co-constructive level of cooperative work.

Creating the energy map

Again primarily one person is involved in creating the ewengaps. This
is usually also the one who did the site inspection. This@elttas a set
of tools at his disposal to help him accomplish this task st effectively,
many of which are incorporated in WindPRO. The rest are ablaterface
with WindPRO. The creation of the energy maps is a one man galsa-
ally one person is able to handle all these calculationss fphase has a lot
of variables to which the consultant must assign values. eéSginthese can
be handled by consulting existing data records while otdergend partly
on the knowledge and experience of that consultant. Shbeld¢dnsultant
require assistance or a second opinion during which theyhpit experi-
ences against each other, they exhibit co-operative bahaviore than one
consultant from EMD might work on the same energy map overagp®f
time. However these two persons wilbt work on the energy map at the
same time and as such these instances are only co-ordifiatéolination
on how one employee changed the energy map is handed over set¢bnd
employee, which it is.

Positioning the wind turbines

As with the above two mentioned, positioning the wind tuesiralso only
requires one person - putting this phase into one of the tlenedds of col-

laboration would thus be wrong. The tasks of creating theggnmap and

positioning the wind turbines are interrelated, so gehethe same person
who created the energy map also positions the wind turbidescever, this

is not required as the energy map has a distinct protocol wmigs so any
competent person should be able to position the turbinesngive energy
map.

Another way of positioning the wind turbines is to executeogtimization

routine. This tells WindPRO that is must try out every poles@mmbination

of turbine placement with the sole goal of achieving the raptn energy
production. No aesthetics are considered in this calaraso if a customer
does not think that the placement is pleasing to the eye gesamight still

have to be made by EMD.

Calculating production

All formulae used to calculate energy production are aébksfrom Wind-

PRO. As such the consultant just 'presses the button’ andaicellated pro-
duction is shown. However, at this stage in EMDs work thetbespossibil-
ity to return to 'creating the energy map’ and ’'positionifng twind turbines’
for either of two reasons:

2Both the structure of the earth and obstacles such as honddsrasts.
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— To make changes to data basis. Experience could tell EMDstimage-
thing is wrong with the calculations in which case they wolaéle to
iterate to resolve the situation, or

— to make additional calculations on the existing data baSisis en-
ables EMD to see additional configurations. Coupled withhiséory
feature, EMD develops a database of different settings.

These different configurations serve as a basis for in-hdis®missions for
selecting the most appropriate configurations. Often thoogly one possi-
ble configuration is created, but it happens that multipleadly useful con-
figurations exist.

As with the rest, this way of working primarily requires ordye person. If
problems or errors are encountered the employees move totbperative
(i.e. have another employee look over the data basis) or@v@onstructive
level (i.e. change the data basis) in order to reach the goal.

e Presenting the results
In our estimation this is the most dynamic stage. This stageharacter-
ized primarily by shifts from co-operation to co-constiootand back. The
material that EMD provides acts as information broker bewvEMD, cus-
tomers, government and other relevant parties. In decidihigh configu-
ration is best, discussing pros and cons they participatnino-operative
endeavor. When or if any participant comes up with new dataeor ideas
(i.e. one less turbine or different turbine model) - somaghihat requires
everyone involved to change their perception of the field ofk(reconcep-
tualize the field of work) this requires a move to the co-carttive level,
not just co-operation. If changes are required, these @sgight) impact
on the entire project, requiring EMD to reiterate to one & thist steps as
described in chapter 3.

What we have described is that EMD during an entire projeth wkception to
the last stage relies heavily on the work done by one man. dhegsionally use
co-operation when problem solving is required along the.wasrors occur and
to solve these they use co-construction. However, with jgkae to the last stage
these shifts to co-construction are rare and far between.

The last stage is the largest possible source of shifts leetwe-operation and co-
construction. In a way, the way EMD’s work is done now is tinalit experience is
used to reduce the amount of time spent at the co-consteulere! in addition to

the number of times collaboration reaches co-constructidms is not to say that
EMD tries to avoid co-construction, but we believe that EM@esd not actively

seek the co-constructive level.

This leaves the question of how they actually coordinaté ihdividual efforts.
As also described in [JB] and mentioned earlier in this chiagten the most static
and well organized organization cannot operate solely anarthe other of the
three levels of collaboration, which is why we believe theaent abundance of
co-ordinated behaviors is not indicative of the whole spautof events that EMD
go through in order to bring a project about up to but not idoig the last stage
where they present their results to customers. We do nothéead a problem as
we are not trying to help EMD coordinate their efforts in thestfisteps, but help
them visualize certain aspects of their artifacts.
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The last stage where iteration and communication is usedhi@ee the common
goalis a possible target for a mock-up tool which the GCVR systemiitamnly ca-
pable of. Using the GCVR system as a mock-up during this stagenable EMD
to give customers and government alike a more dynamic emviemt in which to
express themselves. If it enables users to quickly makerdifit suggestions read-
ily available not only during the presentation, but cetftamso during the initial
talks at the start of the project the gains will be twofold:

e EMD is able to move to co-construction more rapidly and gadihey can
make the transition more times over, that is create more rupsk In addi-
tion users will be able to visually present their opinion-time so to speak.

e EMD is also able to utilize the dynamics of co-constructidready during
the initial stages. This way of working is not used presenitiyvill enable
EMD and other participants to both show ideas up front.

In the following section we will locate the design issues etthare consequences
of the findings during the past chapter.

5.2.3 DESIGN IMPLICATIONS

From this chapter, and the last sections in particular weesdract the following
general characteristics which will have implication on ey we do our design:

e Interfaces
Should EMD want to use additional data - more specificallydhta they
already have access to through WindPRO for instance, a messd or the
new GCVR system to have interfaces to- or loaders for that.dat

e User interface
Not a whole lot of Ul functionalities have been identified etlthan it must
give access to an amount of functionality enabling the wsaiter basically
everything in the world. We can lean on Kjeldskov (see [JK0@] a de-
sign pattern on how to organize the virtual desRtophis will only give an
indication on how, not what to organize though.

e Communication (speech and gesture)

For GCVR to be useful for EMD in the way we intend it to be useer¢h
is a definite need for verbal communication. The definite Meedpeech
was stated in section 5.2. We see no need for creating anaddiinterface
between collaborating people when they already have spedtbh we can
readily support through an external speech applicatiorvirtdeto translate
ones thoughts to graphical objects (or gestures) and faatget of the com-
munication to reverse the procedure is complicated fonti@icated people.
To be useful it will require some form of protocol which in tked would
only impede communication (see [SS96] or [Sch94]). Seemebt2.6 on a
discussion on supporting communication in GCVR.

e Visualization
GCVR must provide a means for visualizations that enablesulsransi-
tions to the co-constructive level of collaboration. Theador seamless

3Shared space for coordination, seperating shared andgalhggiace, zones in the shared space
and shared documents and tools.
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transitions was documented in section 5.1 and concludeédtiosn 5.2.2.

This implies at least visualization of height contoursbtoes and additional
objects affecting aesthetics. A thing worth mentionindhettwe do not have
enough data to make a self conducted theoretical foundatiaihe visual-

ization of remote users. We can however lean on the work ditkf@v (see
[JK02]) for instance and his design pattern on mutual foousterpersonal
communication for information on what constitutes a 'goadtar. We need
to show avatars in a way that enables other users to seeioirettview and

focus of the remote user.

This will have to be tested visually as we have no immediatema®f grad-
ing this feature.

e History and save/load
For EMD to be able to retrieve what has been agreed upon dthimgo-
constructive sessions or the effects of new ideas surfac@VR needs a
save and load feature. The functionality would be much I history
feature of WindPRO and was found to be a valuable additioh¢csystem
in section 5.1.

e Attach information
As stated in section 5.1, to be able to move to the co-cortateutevel of
collaboration users need to be able to document the protlessvhys and
the hows) of how a certain state of the VE came into existefités could
be accomplished by attaching messages to objects in the VE.

e Edit models on the fly
Also as concluded in section 5.1 the system should be ableflect the
changing nature and behavior of objects. As such the systest sapport
changing objects themselves or be able to reflect such chaegenlessly.

The features described above will be discussed in detdildridllowing chapter.






6 FEATURE DISCUSSION

The purpose of this chapter is to determine the consequenfcée theoretical
analysis described in chapter 4 and 5. The results of thgsisalescribed in these
chapters were that the system should be persistent, padea@ibing the state and
oriented towards the field of work as described in table 4180Ait should support
transitions towards the co-constructive level of collattiam.

We will start out by taking a practical point of view on the doimation of the
GCVR system and the Virtual Round table analyzed in sectiéni4 We will
describe the basic structure of the combination and the beasiures which must be
present in order for the system to work as intended. On this b&this description
and the analysis of EMD we will suggest additional featurdsctv can support
EMD employees in doing their job. Following this, we will r@EMD evaluate
the features and provide feedback in section 6.3.

Finally, we will discuss which features are necessary agregting when taking
into account the classification of the system performed aptér 4 and perform a
selection based on this classification.

6.1 MERGING THE PARADIGMS

In this section we will describe how the general concepts GICVR system and
the VRT) described in chapter 4 can be combined from a teahpimint of view.
We will base the combined system on the GCVR system, sincaiains the basic
properties needed for such a system.

Specifically, we will outline a basic design of the systenucture which identifies

the general components of the system and a network topolbgshwnakes it pos-

sible. The final selection of features will be based uponéselts of a presentation
of the outline and a discussion of user-needs in this context

Basically, the system must provide interaction in a shaiemal world using a
combination of three basic scenarios - the round table]esinger and multi-user
as described in section 1.1. We are in possession of threpaments which can
be helpful in achieving this goal:

e The GCVR system is able to create a representation of thedhartual
world, distribute it to clients and keep it consistent trgbaut the network.
Also, it is able to visualize the virtual world and handle wisgut.

e A vision tracking system which is able to determine the posiand orien-
tation of physical objects with a certain well-defined appaae.

e A component which is able to track the head positions of tleesusThis in-
formation is crucial for coordinating the viewpoints of thsers when look-
ing at the same virtual world from different angles.

At this point, we suggest running the vision and head traglsiystems as servers
separate from the GCVR server since they currently run oferdifit operating

systems and at least the vision tracking system is very digpegton CPU resources.
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A possible structure of a system with the capabilities dbedris outlined in figure
6.1.

Vision server GCVR server CAVE
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PHO positions (from vision server to GCVR server)

Figure 6.1:A possible system structure.

The users in the round table subscenario will each be weariH$/D which is
connected to a personal computer - a laptop, for instance= cliant programs
of these users need two types of information: PHO data and pesitions. The
head tracker is connected to the vision server which traissiimé head positions to
the round table users using an unreliable prothc®he head tracker information
should mainly be transmitted on the local network of the tbtable users, since
this is where it is most important. However, other users n&nterested in seeing
head position and direction of view of the round table usesgjescribed in section
5.2.3. Therefore, it should be sampled at some rate anditied to the users in
the single- and multi-user scenarios.

The main purpose of the vision server is to track the positind orientation of
the PHOs (indicated as small line segments on the legle$s ¢tdldigure 6.1).

This information is needed by all clients in the system. €fae, it should be
transmitted directly to the GCVR server which ensures thlatleents have an

updated version of the state of the virtual world. It is noparative that the vision
tracking information is correct at all times. However, itiisportant that all users
see the same virtual world. Therefore the GCVR server calfyithe data stream
to all users of the system and only sample the latest charfgescb 3D model

at some rate (i.e. 10Hz) and then implement that change istown instance
of the virtual world and using a TCP connection to ensure #tlatlients have

a synchronized abstract world model. In that way all usersreaeive as much
state information as their network connection allows. Idiidn, the system-wide
consistency can be kept as good as possible. In both the headsgon tracking

cases, the unreliable datagram protocol (UDP) is a goodidatadfor transmitting

the data.

*An unreliable protocol does not ensure that packages aatitieeir destination. However, unre-
liable protocols ensure that if a package is received, itgertis are valid. The packages sent using
unreliable protocols generally use less space, since liegiders are smaller, and therefore an un-
reliable protocol allows more packages to be sent. In the oéshis particular part of the GCVR
system, it is not crucial that all head and vision trackini@imation arrives, but it is important that
as many packages as possible are received with as littlg éelpossible. Therefore, we choose an
unreliable protocol.
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6.1.1 Basic DESIGN TASKS

In this section, the basic design tasks which must be costblatorder to incorpo-
rate the VRT into the GCVR system will be identified. When thésatures have
been implemented, a functional system is available, whigipsrts both the VRT
and GCVR approaches towards collaboration and on top oflwaispecialized
system can be constructed. The needed features include:

e Incorporation of the vision tracking system: This will pide a basic inter-
action method which can be used in the round table scenasbould work
as follows: When a user moves an object on the table, a lingepdicular
to the table going through the position of that object is geteel. The 3D
model closest to the object being moved which is also on tieeuiill follow
the movements of the object. The approach is illustratedgimrdi 6.2. We
hope that this will be the preferred interaction method, fhuher testing is
required in order to evaluate it.

Figure 6.2:The PHO interaction method. The PHOs (the grey wooden pigites
colors on top) are associated with 3D models by determinihgchivobjects are
intersected by a line going through each place holder.

e Mapping of placeholder states to the states of the 3D moldatshey repre-
sent: Some scheme must be developed which enables a nundOasf to
be mapped into the set of 3D models in a useful way.
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e Coordination of the real world coordinates and the coorirsystem of the
virtual world: Some procedure for coordinating the relatmovements of
PHOs with the relative movements of the 3D models in the airtuorld
is necessary because PHOs and 3D models reside in diffependicate
systems. This also applies to a users head position in thevoel relative
to the virtual world.

¢ Implementation of a simple pointing device interactionesole: The mouse
interaction scheme will be a basic input method for the seervahere the
user is located at an ordinary PC. By positioning his moudaeawill be
generated automatically in the system and the 3D modelstios¢he user's
position which is also located on the line will follow the nements of the
mouse. Interaction facilities for performing changes dreogttributes of 3D
models supported by the communication protocol (scalird) @entation)
will be described later. For the CAVE and Panorama arenagpdiiing
device would be a wanda.

e Development of a heterogeneous network topology: A hetsregus net-
work topology allows the vision tracking system to be lodate a dedi-
cated computer system and transmit changes of the state oéahworld to
the GCVR server (which maps the changes into the AWM) throaugiet-
work. Also, it will enable us to use a head-tracking systemning on a
dedicated system for coordinating the viewpoints of thentbtable users
with the physical world.

e Utilization of headmounted stereo goggles: This step ies&ary in order
to create the illusion of a spatial 3D stereo projection ia thund table
scenario.

Also, 3D models which represent the items needed for a speeifision of collab-
orative work, must be constructed.

When these tasks have been completed, we are able to preserkiag system
(as described in section 4.6.1) to users who will then be &bt®mment on the
existing implementation. Also, they will be able to suggestv features, which
will enable them to do their specific tasks.

6.2 ADVANCED FEATURES

We have already described movement and interaction in tiieavienvironment
at great length in the first report on GCVR [JUV02]. In this tsaT, we will de-
scribe some features which seem interesting in generaiv@ ¢@me up during our
research of EMD.

6.2.1 MOVEMENT IN THE VIRTUAL ENVIRONMENT

We will focus our attention on three patterns of movement:e Tollercoaster
metaphor for automatic movement, flying and teleporting.tiiiee of these were
also described in [JUV02].
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¢ Rollercoaster

The rollercoaster metaphor will be most applicable during fast phases
of a project in which most (if not all) of the world has beenlbaind all
pertinent objects are present. Preferably also after aimgation has been
activated. This could be used when i.e. EMD wants to showbtgeicture’
to a large group of people in a panorama-like environmene ddntroller of
the rollercoaster is thus free to speak and use his hands wi@lcomputer
makes sure that everybody sees what needs to be seen.

e Flying
Flying entails users to mark a point (or object) in space &t bver some
time frame be moved towards that point (or object). This sdzlly to make
it easier on users to move great distances. An addition $dltght metaphor
could be to also select a focus - as the avatar flies througbrifieonment,
it will at all times look straight at what the user selectedéoin focus.

e Teleporting

Teleporting provides an alternate way of movement. A momapaated

and perhaps useful teleport could be the one mentioned MQ2{) in which

we had the idea that a teleport could be used to travel betweelds. A

twist of this interpretation would be to teleport betweefiadent instances
of the history. Making a gradual teleport could be used td ftietween two
possible configurations, in a way overlaying one historyanese over an-
other. Thus teleporting can be movement in the both time pades The
possibility to move between previous states (movementie tiof the vir-

tual world makes the system more process oriented becais@dssible
to investigate the work process at a later point in time. Ideorto make
teleporting possible, a logging system could be designéiwecords and
timestamps all changes made in the virtual world by all users

As for the usability of the first two methods of movement thelf be most usable
in a setting where the arena is either the CAVE, the panoransastandard PC -
in general everywhere the mortal mode (see chapter 1 for@igden) is chosen.
In deity mode you don't fly through the world, you observe @rfr above. This fits
better with the semi-transparent HMDs applied at the roaidet

6.2.2 INTERACTION IN THE VIRTUAL ENVIRONMENT

From [JUV02] we also have two functionalities that will bequired according
to our knowledge of EMD: Selection of objects (including malection) and
the ability to change turbine model on-the-fly. Additiogalle have a large area
pertaining to changing the total set of attributes of thesoty and data we have
mentioned in this chapter. This functionality is aimed anipalating the virtual
world, and ultimately the physical field of work represenbsdthe virtual world.

e Selection of objects
Users must be able to move objects around. In WindPRO, EM[able
to select multiple objects. This is very usable when wantmgiove mul-
tiple turbines all at once. There are basically two methadsriteractively
selecting multiple objects - either select the objectsviiddially or mark an
area as described in [JUV02]. Another method would be toigpacset of
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attributes (i.e. all turbines lower than 30 meters), fromickha result set
would be generated. This set of objects could then be movisecteely.

The two first mentioned methods will probably be the mostitivielas these
are heavily used in operating systems today. The last maghoubre rele-
vant in the single- and multi-user scenarios. As alreadgritesd, users in
the VRT environment will be able to select objects by takintdrof a PHO.

e Change model

The ability to change turbine model on-the-fly will also bewaseful for

EMD. EMD must be able to change the model - different custsmaight

have a preference towards different turbine models. Thigyabp shift be-

tween these models enables EMD to show the aesthetic impabeaenvi-
ronment immediately. If the system had access to the fornidaenergy
production it would be possible to also show gain and lossé&en different
models. This will most likely be used during the initial ppaswhen the
discussion turns to model selection. We will not take thiddee into further
consideration due to its context specific nature.

e Change attributes

From what we have seen at EMD it is specifically the ability toventur-

bines relative to the ground level that will be useful. Adutiglly, if height

contours are used, the need for movement straight up or désenshows

itself - the bottom of the turbine should be on the ground,umater it. This

placement is not something on which there is much to debat#isshould

preferably happen automatically as users move turbindseiptane. As for
direction and orientation, the user should not be allowedh@ange these -
they should be adjusted automatically. These variablesoonhave one
state, namely that which shows the turbine as protrudiraggsit up from the

ground.

6.2.3 DeITY AND MORTAL MODE

As mentioned in chapter 1, it is important that users are #&blexperience the
virtual world from two different perspectives. One perdgpershould enable users
(mainly in the round table scenario) to interact with theuwat world in the same
way as when one moves around objects on a table or reads a imaps The deity
mode.

The other perspective - mortal mode - is interesting whetuewiag a virtual world
from the viewpoint of those people who inhabit the physicatld represented by
the virtual one.

The deity mode enables general planning to be done, wheredalmode enables
users to evaluate it from a natural perpective. In the siragied multi-user scenarios
it should be possible to switch from mortal to deity mode, iouthe round table

scenario, the main mode of interaction will be deity modease of the semi-
transparent HMDs. By adjusting the transparency and irgethe head tracking
data differently, it may be possible to support mortal maatausers who are mainly
in the round table scenario.
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6.2.4 BVVIRONMENT FEATURES

In this section we will describe a set of features which dbote to the realism
and therefore in some cases to the usefulness of a visuatizdh general, they
improve the realism of the virtual world, which in turn makee representation of
the field of work more complete.

WEATHER

The weather effects will improve the quality of a visualiratbecause they enable
the user to evaluate the aesthetics of a scenario underadiffeeather conditions.
The weather effects in question are:

e Rain, snow, etc.: An animated visualization of these effexiuld be in-
cluded.

e Fog, clouds: An animated visualization of clouds moving abte deter-
mined by the velocity of the wind.

e Wind: In avery realistic scenario it could be possible torgjethe direction,
velocity and other wind properties and let it have effecttomirtual world.
For instance, the number of revolutions performed by a wimbdibe could
be visualized on the basis the velocity of the wind and thetiém between
the air and the terrain around the particular wind turbine.

e Season: A feature which enables the user to view a landsdagiffesent
times of the year could be useful when discussing or expetimg with for
instance the color of objects being placed.

Common for these factors is that questions regarding theetéss of objects being
placed in a landscape under different weather conditiongdcbe discussed by
using a concrete example as opposed to the pictures appearthe minds of

different people.

LIGHTING

Realistic lighting effects and the shadows which are a aqunsece of them could
be of some importance in the EMD case. For instance, imagaegbable to

position the sun relative to the time of year and day. A réalsmulation would

predict where the shadow of a wind turbine would fall. Thisubbe useful in a
negotiation where a wind turbine was to be placed near a pl&iege people live
(if other issues such as sound are of less importance).

TERRAIN

The generation of terrain visualizations which are comsistvith the terrain which
they represent are crucial in a system in which decisionbased on the placement
of objects in those landscapes. Therefore, in a speciaygstem, this feature or
some equivalent procedure must be present. One could imagdgrrain generator
which generates a 3D visualization on the basis of a map antldlght contours
indicated on it. The terrain generator ensures that thealisvorld contains a well-
defined representation of the field of work.

Another issue which comes up in this context is the issue &ifliaty objects.
These include objects which are present in an environmentbich are not nec-
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essarily tangible. Examples are trees, bushes, houses, Ipkrking lots, roads,
etc. When evaluating the placement of a wind turbine, it midgnobe interest-
ing to perform the evaluation in the context of the locatiém douse owned by a
certain participant. Also, this participant might also wemknow whether or not
he would be able to see the wind turbines despite the facttigabup of trees is
located in the line of sight.

This requires a tool which is able to generate realistic @isjéor creating custom
made auxiliary objects. Also, it would be necessary to supgalistic texturing
of these auxiliary objects in addition to texturing of theréén itself.

ANIMATION AND INHABITANTS

In order to provide support for rain and snow and automatigentent of the wings
of awind turbine, some scheme for supporting animationgsired. In the current
form of GCVR, this would be possible by loading a 3D model facke drop of
rain. This is not a viable approach due to the immense ovdrindech would be
the result of the current architecture. In the case of nogatvings of wind turbines,
it would be possible to load the tower of the wind turbine amelwings separately
and then use a timer for updating the rotation of the wingaguthhe GCVR API.
This, however, would also not be a viable approach becaudes@ a grouping
scheme is developed) movement of a single turbine wouldn@the users to move
two objects and place them very precisely together at trestidation. Another
solution could be to use "flip-book™" animation, switchingvieeen fixed models
of a turbine having its wings in various positions. Howevhkis approach would
not take advantage of the scene graph, which is used in theRG&y8tem. The
conclusion is that animating objects with moving parts rmexga new scheme to
be developed, whereas movement of entire objects is vellysweported already.

When discussing animation, the idea of supporting inhatstan the virtual world

comes to mind. It would be possible to support traffic and afsnm the virtual

world, increasing the realism even more. The next step wbeldo equip these
critters with artificial intelligence, thereby increasitige realism of traffic or the
movements of flocks of animals.

SNAP-TO-LANDSCAPE

Supporting a feature which makes objects snap to the susfecéandscape would
make the placement of objects easier in a two-dimensiomralas® where all ob-
jects are placed on the terrain. However, this particulatuiee may not be espe-
cially useful in scenarios where this is not the case. Fdam, if one was to
explain how the internal parts of a wind turbine are assed)lgeavity would not
necessarily be an advantage.

BACKGROUND NOISE

Yet another set of features which would contribute to thdfulsess are those re-
lated to background noise. In the EMD context, 3D sound cbeldupported in

order to give the users an impression of the noise level &drdift locations in the
terrain. Another way of achieving this, which may lead to emobjective observa-
tions would be to visualize the noise levels. One way of ddiig)is to show noise
lines on the terrain. Another method which utilizes the medmore effectively is

to use semi-transparent spheres or series of them locat&tkirach other which
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are located with center in the source of the noise. In the wimbine example,
the center of noise would be somewhere near the center of ithggswThe noise
level could then be visualized by generating the semi-prarent sphere in such a
way that the color intensity increases proportionally vifth intensity of the noise.
That way, the sphere would be very colored near the windierbnd very faint far
away from it. People would then be able to see intensity ointtise they would
have to live with in case the wind turbines were placed atphaticular location.

INFORMATION OVERLAY

In situations where precise figures, messages using humgundge or information
not being a part of the virtual world is necessary, one camldgine an information
layer between the user and the virtual world. In the case ofiwurbines, the in-
formation overlay could display a number for each turbirgigating the predicted
power production at the current location. Using the coation mechanism ter-
minology, this makes the system more active because themsyatitonomously
performs the updates. A Post-It-like strategy (see sedi@i3) can be useful
during both co-ordination and co-operation, enabling siseattach messages for
each other to the information overlay about what has beer doorordination),
why is has been done (co-operation) and which aspects neeilis@ttention (co-
operation). Finally, each user could color his map accgrdindifferent indexes
(e.g. energy production, avg. wind speed etc.).

6.2.5 ACTIVE LAYER

If the application area of the software is within an area irichhrules govern, a
layer or module in the system that could contain rules wogdb advantage for
the users. It can help collaboration by describing simplesron how to change the
state of the common field of work that everybody must adher& e rules are in
many cases already part of the process and it would only sa&mahto implement
these rules in the system itself so that it could react omastthat have an impact
on a rule. One scenario in which this feature could be desiredarchitects who
could position a new structure in a town and in real time theyh be able to be
warned that the underground was not strong enough for aibgilof that weight.
Other rules such as maximum height, or minimum distance ighbering houses
etc. would also be able to guide the architects as they poditie building. In the
wind turbine perspective rules regarding noise, minimustatice to neighboring
wind turbines, shadow flickering etc. could also be put it $ystem making it
easier for the consultants and especially clients to plaeéurbines.

An active layer would thus provide the system with a very leséature in which

actions take place based on input from the user. Even a verpérienced user
would ultimately be guided towards a correct site layoutyatg the rules. How-

ever it is not in all scenarios in which the active layer is dwak and therefore it
would be best to make it an optional module in the system daiges in no need
of rules can remove these from the system.

If one takes a look at first person shooter games today, slehate already part of
the process in that users hit by a bullet or users who fall atgtistance lose health
points due to such actions. That is, in first person shoolersiles are static and
set from the beginning. In a cooperative system context iichviules are subject
to changes it would however be more appropriate to have a ledbat is able
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to check whether user defined rules are violated - the userdhben have the
possibility to alter the levels of which the rule module shioact. What is common
for the above descriptions is that it is implicitly assumkdttthe system warns the
user. In the following section a short description of thegplufities of providing
the user with feedback when a rule is broken.

As the addition of an active layer would give the applicatioa ability to act on its
own this layer would move the application towards beingvacti

RULE FEEDBACK

There are many alternatives as to how to give the user fekdvhen a rule is

broken or a rule is about to be broken. Both audio and visuadlidack could

be provided and possible combined. An indication of somegtisierious could be
anything from a line of text in the command prompt to flashibgeots in the virtual

environment. If audio and visual feedback is available atdfime time a warning
could be sounded when the rule is broken after which a visuditation such

as color overlay or flashing objects could indicate the aneahich the rule was
broken. Even force feedback could be applied to give an atidio to the user that
he has done something wrong and that he must stop and take btihe system
warning. However these are all post operation warningdefrule system could
also monitor when a rule is just about to be broken the systantdorisualize this

by one of the mentioned possibilities. However this kind i&-pperation warning
should be easy to tell from the other more serious warningaring that is issued
before the rule is broken could e.g. be visualized by cotptime area in slightly
more contrast and thus indicate to the user that he is cldsee&king the rule.

6.2.6 SPEECH AND 3D AuDIO EFFECTS

No interpersonal audio communication capabilities haviasbeen mentioned, so
in this section we will introduce the options and tradeo#garding audio in the
application.

Basically there are two options concerning audio in theiappbn, one is integrat-
ing the audio closely within the application and giving wvat objects sounds or
otherwise integrating sound into the world. The other isgkeg the audio outside
of the virtual environment and run it as a separate individoadule.

3D AubDIO

In this case the sound can be used for enhancing the immergpezience in the
world, e.g. by giving cars in the virtual world the sound ofa.cBy associating
sounds to objects the users will experience a more livelyremment in which e.g.
birds are singing in the nature and the wind blowing in thedrean be heard. By
integrating sound into the virtual world it is possible tsasiate the location with a
sound so that the intensity decreases the further away fiersdurce the user gets.
This type of audio could also be applied to dialogues betveeelvcated avatars.
Even though the people controlling the avatars are locateavfay from each other
they could have a private conversations by talking in thé piathe virtual world
where they are located. This however presents the problatwiiien a user wants
to talk to a person whose avatar is located in the other enldeo¥ittual world he
will have to move his own avatar to the area of the virtual wanl which the other
person’s avatar is located. However it has the advantagevtieen cooperating on
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some mutual model and the avatars are gathered around tlul they can all
hear what is being said by the other avatars (users). Otlogi@g/hose avatars are
located at a different location in the virtual environmegitamother model will be
able to converse without hearing what the other team is gayihus this method
of integrating audio minimize the amount of audio inforroatieach user hears,
and thus the amount of audio information that must be trattediio each user. A
drawback of this approach is that it requires that the syssemble to support both
audio and graphics. GCVR does not currently have audio digpeghand in order
to support audio a 3D sound module would have to be implerdeageavell as the
AWM would have to be expanded so that sound is also an optiove take a look
at the two types of user modes - deity and mortal - 3D audio isananteresting
option when in deity mode, since there is no reason to be aliledr what kind of
noise an object makes from above. 3D audio is only intergstirmortal mode in
which one can walk around on the ground and hear the sounds.

SPEECH

As introduced in section 5.2, we believe speech is esseti@hg collaborative
sessions.

The other option regarding sound is to run an external agidin that control au-
dio communication. This type of application is the same aatvidiknown in the

computer game world. It works basically like an intercom ihieh all users con-
nected to a given channel can hear everything all other wsettsat channel utters.
This type of audio is in no way suitable for providing the sseith an experience
of the decibel levels in a given area since it is not linkechwiite 3D environment.
This type of sound is however excellent for supporting shessmmunication be-
tween the users no matter where they are located in the Mrtordd and not matter

whether in deity or mortal mode.

Amongst the most popular voice communication systems fisrtilpe of use is
Roger Wilco. Roger Wilco is basically just an internet phorldowever what
makes Roger Wilco different is that is builds on a codec dagped for the US De-
partment of Defence in the late 1980’s. This codec allow&%times compression
of the bandwidth usage compared to a non-compressed chafinetefore even
a modem of 14.4 K is able to use the software and chat with ethdowever a
28.8 K modem is recommended. A newer and open source infenoek is Speak
Freely. The Speak Freely project started in 1991. After 1886program was
released to the open source community and it is still undatimaous develop-
ment leaving it to be a very advanced and solid tool. Spea&lyexists in both a
Windows and a Linux/UNIX version which also makes it a verysatile tool. In
contrast to Roger Wilco, Speak Freely was developed for niyt wery low band-
width communication but also for high quality low bandwidthmmunication and
therefore more different codecs, described in appendixré agailable in Speak
Freely.

In table 6.1 a small comparison of the bitrates of the two @ow. The values

in the Sound Fidelitycolumn need a bit of explanation. The Speek Freely team
has rated the quality or fidelity of the sound given each codEgey defined a
base value oPoor as being able to hear what was spoken, but not being able to
recognize the voice.

As can be seen the Roger Wilco protocol is a very good perfoifinae only wants
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Inbound | Outbound | CPU req. | Sound Fidelity

Roger Wilco 2400 4800/7200| Slow Poor
Speak Freely: No compression 80.000 Slow Best
Speak Freely: Simple 40.000 Slow Poor
Speak Freely: ADPCM 40.000 Slow Good
Speak Freely: Simple+ADPCM 20.000 Slow Lousy
Speak Freely: GSM 16.500 Fast Good
Speak Freely: Simple+GSM 8.250 Fast Lousy
Speak Freely: LPC 6.500 Fast Depends
Speak Freely: LPC-10 3.460 Very Fast Okay

Table 6.1: Comparing speech communication APls. The vadwesn bits per

second. Speak Freely only published the full duplex transfies whereas Roger
Wilco supplies the transfer rate in both directions. Theugaland the layout of
the table stem from the developer section on http://wwvakfreely.org and the
Roger Wilco row has been adapted to fit within this table. Foegplanation of

the codecs used in Speak Freely the website above shouldhbeltzal.

transfer rate. However if the system is to be used for coatéin it is important
that users can hear what is being said and just at importesidyis saying it. Roger
Wilco can only guarantee that it is possible to understandtwhbeing said (and
the sound fidelity of Roger Wilco is therefore ratedRasor), they say that higher
bit rates would be needed if one were to be able to recogneedites, however
they do not state how much more bandwidth would be neededrefne it is a
better choice for a coordination application, such as treewe are developing to
choose one of the protocols in Speak Freely that as a mininasalsound fidelity
rating of Okayin table 6.1. Which codec is ultimately chosen will be a ti@tie
between quality, CPU usage and bandwidth requirements.

6.3 EMD FEEDBACK

In order to be able to evaluate the different features andesiad interaction we
have described in section 6.2 we have had EMD give feedba&acom individual
feature in reference to relevance and usability. In theofaithg we will sum up
this feedback. We will do this by using the same bullet nansdas aection 6.2 and
whenever possible we will mention any modifications prodithy EMD.

Let us start with the different modes of movement in the wrtorld:

e Flying
As the basic mode of movement nothing about this mode wageldai hey
agreed that flying should be the default way of movement.

¢ Rollercoaster
The basic idea as we presented it would be very useful duregeptations.
EMD suggested a modified version in which users could poibi.eu four
cameras which they could return to at any time. One could kay this
would enable dynamic snapshots - they are always up to daseiming the
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world as itis. If what these cameras see could be shown alasese work-
ing it would enhance co-constructive collaborative world arould drive the
application towards being active. The reasoning for theaastructive as-
pect is that when iterating or changing the objects usersseenmultiple
different aspects of the same set of objects all the time. \Weat pursue
this subject any further as it is just an extension to flyind are feel there
are other more important features, which we will conceptiat.

e Teleport
As the size of the worlds is often small (1 - 2 Kjthe need for teleports is not
large. However one could say that being able to mark poinspate with
the rollercoaster, the additional effort put into telepugtwould be small
(not taking into account how it should be visualized).

The next set of functionalities is interaction in the viftwarld:

e Selection of objects, change model and attributes
Nothing was said about any of these that led us to choose ottedever
the other or limit the amount of functionality made availatd the user. This
functionality basically encompasses everything a usedgain order to in-
teract with in the virtual environment. When EMD was intradd to the
idea of an administrator (the only one able to do complexgaskhe vir-
tual world) it was pointed out that the tasks requiring spked knowledge
(how a roughness map is created for instance) need not betesto the
administrator. Everybody could change these roughnesshidtto ensure
the correct handling of them an administrator could be chdsethe collab-
orators. As GCVR describes a collaborative environmentydasly should
be able to do more than just move PHOs around - change modeldoa a
turbine for instance.

The next set of functionalities concerns environment fiestu

e Weather and lighting
In general these were given one common label - impressivedunrally
unusable. They would of course make the environment moetylithus
immersing user more into the environment. The benefit woeldhat they
would not so readily throw away the visualization as not beiue to life.
We are not trying to make a true to life visualization, so ¢hisature would
be added later should the incentive be present.

EMD added that just showing skies moving by would improve vtseial-
ization (and immersion). The reason being that if the rotorghe turbines
moved one would expect the skies to also move.

e Terrain
Generally one of the most applicable features encounterdalr sthe terrain
generator was a must-have. As the visualization in the sysebout aes-
thetics and how the landscape looks with turbines it is afubiat the terrain
is factual.

e Animation and inhabitants
As with weather, animations and inhabitants would imprdweimmersive
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aspect of GCVR. However it would primarily to be able to imgs¢he people
present. As such these were also prioritized less.

e Snap-to-landscape
Talking about wind turbines this feature should also begrem the system.
It would not make sense to place a turbine 5 meters above drand as
such it should happen automatically. However the systenhinhig used in a
context where a helicopter should be visualized. Havingapsto-landscape
would not be logical in all instances. Our conclusion is tiv@hould be a
feature in the system but users must be able to turn it on drEeobbject.

e Background noise
Again users being able to hear birds singing and the windiblgin the trees
would enable users to immerse themselves in the virtuatemvient better
and it could help impress customers. With the same argunsemeationed
in the weather bullet, sound has been given a low priority.

One exception was the ability to visualize sound (noiseshnbowever not
using a three dimensional, semi-transparent sphere. EMIpoged just
overlaying these lines on the terrain - that is drawing linesthe surface
- a user does not need to know how loud a turbine sounds 20Gsngien
the air. One addition would be to indicate increments in lolelcfi.e. every
10 dB with a line. This way everybody can see that the set bfries are far
enough away from local inhabitants. In Denmark, for insearise law states
that no turbine may be placed such that the noise inhabitac¢sve from the
turbines exceed 40 dB. EMD can see these 40 dB line using \R@dP

¢ Information overlay
This feature can be split into two parts: data indicatoes (€nergy produc-
tion shown on top of each turbine) and interpersonal message

Data indicators could also be useful however there are mérgr avays of
obtaining this data and since we are most concerned withdsihetics this
too could be down prioritized. Additionally the change ireegy production
would be negligible within a few hundred square meters.

Messages would be most useful during sessions where rerseite are par-
ticipating. The ability to attach voice or textual messatgesbjects or the
entire world was seen as being potentially very useful. Tiffergnt people
working at different hours could attach a message to thedwvexplaining

what has been changed and why. As such it was seen as an intgedre

during distributed settings that involve users workingracsyronously.

This last set of bullets describe the feedback received @selstions pertaining to
active layer, speech/3D audio and menu control:

e Active layer
The notion of an active layer was also appealing to EMD to serient.
Instead of having to wait until calculations are made on tit@e site to see
whether or not certain rules have been broken (i.e. someaselaced a
turbine on top of a lake or placed a turbine outside the sig&)ait could
be advantageous to have these rules checked run-time. @i only be
applied to the most basic of rules as some of them might reaxtensive
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calculations (noise lines) and would thus impede the viza@bn. It would
also require a user to be able to understand the syntax oifydpgcrules
requiring extra knowledge of the user. EMD proposed thatufefeedback
only consist of warnings. That is, breaking the rule speécgythat turbines
cannot be placed outside the site area should not make thee¢umpossible
to move beyond the area (i.e. creating an invisible barrimr) should show
up as a warning color for instance.

e Speech and 3D audio effects

Speech should also be supported in GCVR. Users situatedoéat eust
be able to talk to each other to be able to work together. EMID ratit

see the need for 3D audio as they expected that collaborasies to work
together when in the virtual world. If the users saw the nemdpfivate

conversation it should be done outside the virtual envirenin Given the
choice of advanced graphical communication (hand gegtamed speech,
speech was chosen as the only viable choice.

As can be read from the above feedback from EMD these items @fdmmedi-
ate interest to EMD - flying and rollercoaster, interactiterrain generator, snap-
to-landscape, information overlay, active layer and spee&ccording to EMD,
implementation of the above mentioned features will result system which is
capable of supporting their work - both in short and longatise communication
scenarios. Of theses features a subset will be selectecptehy.






/7 REQUIREMENT SPECIFICATION

The requirements for a system which uses the GCVR systermfdementing the
round table, multi- and single-user scenarios and provigebisic features for it
to be usable by EMD will be discussed and then finally detegchin this chapter.
The requirements will be discussed in sections dedicatédetscenarios of use
described in chapter 1 (round table, single and multi usenaigos) and features
useful for EMD as described in chapter 6. Then hard- and soéwequirements
which are consequences of using the GCVR system and of dimppthe selected
scenarios will be described. This chapter will be conclubga classification of
the final system using the coordination mechanism frameweskribed in chapter
4. In the remainder of this report, we will call the new syst&@VRT , short for
the combination of the GCVR system and round table concept.

7.1 SUPPORTING THE SCENARIOS OF USE

In this section we will discuss the implications of suppagtthe scenarios of use in
relation to hard- and software requirements and functignalrhe GCVR system
is the common basis for all sub-scenarios.

7.1.1 SJPPORTING THE ROUND TABLE SCENARIO

Some basic requirements must be fulfilled in order to protigeround table ex-
perience in a suitable way. The basic requirement is (agithescin section 6.2.3)
to create a deity mode of the virtual world in such a way that:

1. Several people are able to see the perspectively coeguttsansparent vi-
sualization. The visualization must be perceived as beingtéd on top of
a table and each user must have a point of view which is cemsigtith his
position relative to the table as described in section 6tfe GCVR system
was designed to work with 5-10 people or 20 at the highestliadimitation
will continue to exist.

2. It must be possible to associate PHOs with virtual objecssich a way that
when a user moves an object, the associated virtual objeaspyoportion-
ally, as described in section 6.1.1.

Regarding item one, some hard- and software requirementbedefined:

e The visualization will be made using semi-transparent HMDsorder to
provide the best experience, they must support activecstarefor a lower
quality experience, HMDs which do not support stereo candagluIn the
case of active stereo, a suitable graphics card for whidleastereo drivers
exist must be used.

e In order to enable a perspectively correct visualizatiomme method for
measuring the viewpoint for each user must be available. Dok system
exists: The InterSense (see appendix B for a descriptidnjioitks by the
means of ultrasound. The InterSense emits the trackednmafiton on a
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network and therefore some part of our system must be ablekoup this

information. The GCVRT system should however be independérthe

method for determining head positions. This can be achibygchnsmitting
the head positions via a network using a well-defined prdtasalescribed
in section 6.1.

Regarding item two, another set of hard- and software requénts appear:

e A vision tracking system has already been made. It requiregnzera (its
type and quality not yet defined, experiments must be cordlieind PHOs
of the type shown in figure 6.2 on page 47.

e The vision tracking system runs on the Microsoft Windows @0erating
system. Therefore, a dedicated system must be set up ancystern for
transmitting the tracked information over a network mustegeloped to-
gether with a GCVRT subsystem for receiving it.

e It must be possible to change position and orientation ¢fi&irobjects using
the PHO interaction scheme (described in section 6.1).

The GCVR system originally assumed that the VR-Juggleresystvould support
the OpenSG scene graph which is currently a basic compoiféme &CVR sys-

tem. At the time of writing, some test versions of VR-Juggléth OpenSG sup-
port are supposedly in a more or less working state, whicloisadequate for our
purpose. We will not spend more time at this point pursuirggititegration of VR-

Juggler, OpenSG and the GCVR system, and in the case of dimgptire round

table scenario this integration is irrelevant. The basiglementation of the GCVR
system using GLUT for visualization will be adequate forgoiting this scenario.
However, the design must be general enough for the systesetglR-Juggler later
on.

7.1.2 SJPPORTING THE MULTI -USER SCENARIO

The original design of the GCVR system already supports thiitmser scenario
where multiple users are located in the same room in frontcoflamon arena such
as a panorama (using either active, passive or non-stese@lization). In some
cases, a panorama is run by a computer using the SGI Irix tipgystem. There-
fore, the GCVRT system must be portable to this system. ThEeR&/stem was
designed to be portable but it has not yet been ported toerdittt nor Windows.
We will support the multi-user scenario on the Linux opemgtsystem, but keep
the design portable.

In addition to the features already supported, some interadeatures enabling
users to interact via a pointing device must be implementesupport collabo-
ration. In this scenario support for a wanda must be preselying will be the
default way of movement in the virtual world in this scendniat as described in
section 6.2.3, both the deity and mortal modes of use musiiyeosted.

Also, as mentioned in chapter 5, avatars indicating posiind direction of view
must be available such that the users in the round table soceara visible to the
users in the single and multi user scenarios.

Regarding the software requirements for the GCVRT systeenyill take the same
point of view on replacing VR-Juggler with GLUT as in sectioi.1.
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7.1.3 SJUPPORTING THE SINGLE -USER SCENARIO

The requirements for supporting the single user scenaeéa@bmnost equivalent to
those needed in the multi-user scenario. The system shiooNeever, work well
on a standard PC as defined in the GCVR report (see [JUVO02]yasiow quality
network connection.

The software requirements for the GCVRT system in the singk scenario will
also in this case take basis in GLUT instead of VR-Juggledasyed originally.

7.1.4 SPPORTING EMD

In order to support collaboration in the context of EMD - réfd collaboration,
that is, some features which are not directly related to tk®/& system or the
round table scenario are needed. These features are:

¢ Recording a session of work: In order to determine the detdia session of
collaborative work at a later occasion, it is necessary tatide to record what
has been going on and who did what at any given time during&hbsien.
The need for this feature is documented in sections 5.1,r815&8.

e Speech transmission: It is necessary to be able to commanizaa speech
transmission system in order to support collaboration betwthe single and
multi user scenarios and the round table scenario. As destin section
5, visual communication alone is inadequate for performomgy-distance
collaborative work. Therefore, we recommend Speak Freaketl on the
analysis in section 6.2.6.

e Terrain: In the case of EMD, precise representations of éineldcapes in-
volved in a project are of high importance. Therefore, a méttor creation
of landscape representations is necessary for the systeenusable in prac-
tice as described in section 6.3.

The two first requirements listed will contribute to the gexeisability, whereas
the last is a special feature introduced for increasing #ability for EMD. How-
ever, the terrain generator may also be useful for othernpialeusers in need of
accurate landscape models.

7.2 SOFTWARE REQUIREMENTS

In this section, we will sum up the software premises whiahtae results of the
discussions in the previous sections.

e Linux: The project will primarily be aimed at running on théux operating
system. However, no design decisions will be made, whichgoreportabil-
ity to SGI Irix. Also, with as little as possible effort, thgsgtem should be
portable to Microsoft Windows.

e GLUT version 3.7: Used for creating windows for showing drigg in and
for receiving input from interaction devices.
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e OpenSG version 1.0: Contains the scene graph definitiomesggnager
and renderer.

e The GNU project C and C++ Compiler version 2.95: The final eystvill
compile using this compiler.

Common for the three last items is that they all run on Linuk &nd Windows.
Therefore, no compromises on the fundamental software theee made regarding
portability.

7.3 HARDWARE REQUIREMENTS

In this section, we will sum up the hardware premises whigbeap from the dis-
cussions in the previous sections.

Requirements for the round table scenario:

e HMDs: We will not specify any particular requirements foetAMDs. The
users must decide which properties are appropriate for speicific use - in
some case a high-resolution monochrome display may be #telheice and
in other cases a low-resolution color display providingeevisualization
may be the only option.

e Head tracking equipment: The GCVRT system must be indeperadehe
exact method for retrieving head positions and orientatioAt least two
possibilities exist for obtaining this information: Headdking by utilization
of head-mounted stereo cameras or the InterSense.

e One standard PC with or without active stereo vision cajiglper user.

e Network connection: A standard ethernet LAN bandwidth déast 10Mbit/s
will be assumed.

Additionally, the system will require a camera and PHOs batwill not specify
these items any further, since their specifications areru#gre on the vision track-
ing system, which we are not involved in the development af. Wl only assume
that the vision tracking system delivers position and dagan for those PHOs
on the table, which comply with the continuously changing@Pgpecifications.
The PHO specifications can change because the vision tgpskstem is still in an
early development stage.

Requirements for the multi-user scenario:

e Standard PC or SGI computer with or without active steremrisapability.
e Large screen, panorama or projection facility.

e Network connection: The network quality defined in [JUVO02]Iwe as-
sumed to be present. The bandwidth requirements are demteadethe
update frequency but the conclusion was that the cliente able to work
on consumer-level network connections such as ADSL, whigeserver in
most cases would have to use a more powerful connection. i§hatcon-
nection which provides a total (combined up- and downstjeaamdwidth
of 440 KB/s.
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Requirements for the single-user scenario:

e Standard PC or SGI computer with or without active stereimmisapability

e Network connection: The same assumptions apply as in th8-osdr sce-
nario.

7.4 FINAL CLASSIFICATION

In this section, we will conclude the analysis part by cly#sg the system using
the classification framework introduced in chapter 4, whidhbe the result of the
requirements discussed in the previous sections.

e Persistent/Non-Persistent
The GCVRT system is based on the GCVR system which was ctbsifi
as being persistent in section 4.4. Therefore, the new rsysit#l support
persistence too.

e Active/Passive
The GCVRT system is intended to support collaborative watkich makes
the interaction of people its primary task. No software tfay@hich make
the system active have been listed in the requirements.

e Work Arrangement/Field of Work
The GCVRT system is based on systems and ideas which we lzssified
as being oriented towards the field of work. However, the ndiog feature
enables users to determine who performed a change at any gime in
the session of collaborative work. This orients the systewatds the work
arrangement. Nevertheless, the main concern of the syststiilithe field
of work.

e State/Process
The GCVR system is state oriented in its foundation. Howether new
recording feature enables a user to monitor and analyze thk process
at any time. Therefore, while the system is mainly statenbei@, process
oriented features exist in the GCVRT system. If we were usirggrede-
fined process concept described in section 4.7, the GCVRE&msysould be
defined as being clearly process oriented.

The results of the discussion of the items above are sumethiiztable 7.1.

The GCVRT system
Pragmatics| +persistent, +passive
Semantics | +field of work, (+work arrangement), +state, (+process)

Table 7.1: The properties of the GCVRT system.

In conclusion, the GCVRT system will be a passive, but pastssystem, which
is mainly oriented towards the field of work in a state orieiweay. The features
pulling in other directions (work arrangement and processntation) are present
in order to enhance the usability in practice and are closgted to the recording
feature.
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SYSTEM DESIGN

In this part, a design matching the requirements for theesysspecified in
chapter 7 is described. Each module will be illustrated vattML diagram.
After a short presentation of the original design of the G&y&em, the struc-
ture of the new system is discussed in chapter 9 and the desystam design
is determined. The tracking systems needed in order to mmegié the round
table scenario are designed in chapter 10 and in chapter &lfdinctionality
needed for the GCVRT system to interface with the trackermssigded. Then
the design of the selected auxiliary features are describaethapter 12. Fi-
nally, in chapter 13 the new server and client modules arem&ded from the
modules described through chapters 9 to 12.






8 DESIGN APPROACH

The system which we will design in this part of the report &kasis in three areas:

e The GCVR system.
e The round table approach to collaborative work.

e The needs of specific users - in this case EMD.

We will start out by describing the design of the original GR'$ystem on which
we base the final system in this chapter. In the following tdapwe will discuss
possible system structures and network topologies andndigie which design will
best support our needs. Then we will describe the designeofrtbdules needed
in order to support the demands listed in the requirementiSpation in chapter
7. Finally, we will combine the original design of the GCVRsgym with the new
modules and present UML diagrams illustrating the combisyestem - GCVRT .
The design, which we will describe, will support all of theesarios of use (round
table, single- and multi-user). However, some arenas (R for instance) will
not be supported until VRJuggler support for OpenSG has bespleted.

8.1 THE DESIGN OF THE ORIGINAL GCVR SYSTEM

The original GCVR system was designed to support collammrah a common
virtual world. The design resulted in the system being apiitinto two parts - a
client and a server program:

(The remainder of this section is almost identical to sec8d. in the GCVR report
(See [JUVO02)))

e Server
The server is responsible for keeping a model of the shamedaVviworld
up-to-date and distribute the changes made by one clietitdthar clients.

e Client
The clients are responsible for passing all local changeiseo¥irtual world
to the server and for providing input and output facilities interaction with
the virtual world.

This relationship could be illustrated like in figure 8.1.€Timeaning of the arrows
in figure 8.1 is explained below:

1. The arrows between the input data recbidsthe server and clients respec-
tively, indicate that a client which loads a 3D model must salavailable
to the server which then distributes the model to all clients

2. The arrow between the input data records and the localdvgaherator in-
dicates that a model is loaded into the local world generator

In practice, the input data records will consist of files dimag 3D models using common
formats like VRML and Alias Wavefront Objects.
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Client

t data records Input data records

Zl Visualization system
1| Local Scene 5 | Graphics 6
't | World Graph — | Renderer —
11| Generator
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"
D 9
h 9
Abstract 811 [Abstract Scene [
——
World < | World Graph
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"

Figure 8.1: The responsibilities of server and client parts. Internatadformats
are indicated with rounded boxes. The abstract world modatept is described
in section 2.2 in [JUVO02].

10.

In th

. Then the scene graph generator in the client module ifeubti

... and it expands the existing scene graph with the irdition loaded from
the input data records.

. The graphics renderer reads the scene graph...
... and the result is shown using some visualization syste

. When a new 3D object is added to the scene graph, the lockl generator
adds a pointer to the node in the scene graph where the nemniation is
being placed to the abstract world model. This pointer ip@ased with an
ID which enables us to identify 3D objects across all cliefthe abstract
world model also contains information about geographidtjprs scaling,
rotation etc. of the 3D model inserted. The details of therabs world
model was elaborated in section 2.2 in [JUV02].

This information is communicated to the server which pigades it to all
clients. That is, when a user changes the position of a 3Dcblijethe
virtual world, the new position is transmitted to the abstraorld model in
the server. The server then notifies all clients that a chaageoccurred and
they receive the information necessary to keep their logadasentations of
the world up-to-date.

When the abstract world model of a client has received néwation from
the server, this information is used to update the localscgaph.

Input from the user is inserted into to the abstract wortdlel and therefore
into the scene graph.

e next two sections, an outline of the internal struetfrthe client and server

programs will be given, since this is the design by which weging to build the
GCVRT system on.
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8.1.1 THE ORIGINAL GCVR SERVER

The modular design of the GCVR server is illustrated in fig8r2. The system
is constructed around the central GCVR server module wtsatesponsible for
starting up all other services. The properties of the maglule

e TheAbstractWorldModelMgr: Keeps a representation of the virtual world
called the abstract world model. This is in essence a veaosisting of
pointers toGeoObjects. GeoObjects contain the attributes of each 3D
model in the virtual world which can be altered by users. Ehattributes
constitute a state of a 3D model. The attributes l&gposition, scale,
orientation andlock.

e The ServerCom: Maintains connections to all clients by the means of the
modules: Socket, Client, ServerldQueue and ServerSocket. The re-
sponsibilities of these modules is discussed in [JUV02]e $rverCom
receives and distributes changes to the AWM.

e ThelDControl: This module ensures that the IDs which are assigned to the
3D models in the virtual world are unique.

GCVRServer

3

.
IDControl AbstractWorldModelMgr GeoObject

)
ServerCom

— O —

1 1

ServerSocket ServerldQueue Client Socket

Figure 8.2:UML diagram of the GCVR server as designed in [JUV02].

8.1.2 THE ORIGINAL GCVR CLIENT

The modular design of the GCVR client is illustrated in fig8r8. Like the server,
the client is constructed around the central GCVR client at@avhich is respon-
sible for starting up all other services. These include thesovhich are shown in
the figure as well as starting up a scene manager which ismegpe for rendering
the scene graph. The properties of the modules:

e The ClientCom: This module is responsible for receiving changes from
the server and implement them in the AWM using #AtestractWorldMod-
elMgr module. It uses th8erverSocket, [dQueue andSocket modules to
reach this goal. These modules are described thoroughBluw(2].
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e The AbstractWorldModelMgr: In the client theAbstractWorldModelMgr
module is responsible for keeping a local representatioth@fstate of the
virtual world. Instead of using objects of ti@oObject type, it uses objects
of the GeoObjectOSG type. TheGeoObjectOSG objects have the side
effect that when the state of an object has been changedhémge is also
carried out in the scene graph and hence in the visualizatighe virtual
world.

e TheChangeController: This module is responsible for receiving input from
the input devices and implement them in the local AWM and & $brver
AWM via the ClientCom module. Since we do not use VRJuggler in this
project, theChangeController, which is tightly coupled with it, has been
removed from the class diagram. This is indicated with grefygure 8.3.

GCVRClient

1 1 1 }
1 ‘ 1
ClientCom AbstractWorldModelMgr ChangeController
1 1

T\
<>1
1 1 2 0.0

ServerSocket IdQueue Socket GeoObjectOSG

Figure 8.3:UML diagram of the GCVR client as designed in [JUV02]
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As defined in chapter 7, one of the objectives of this projetd imerge the GCVR
system with the round table approach to collaboration. TEB&& system is struc-

tured in a client-server topology as described in chapterBcansistency through-
out the network is considered to be very important. The absivorld model de-

fines the state of the virtual world. On the other hand, in thend table scenario it
is natural to perceive the state of the virtual world as belafined as the state of
the PHOs being spread out on the table. These two perceptiosasbe combined

in order for this project to succeed.

Since we want users to be able to participate in a sessionliabooative work

independent of whether they are located at the table or at adR@where else,
the state of the virtual world must still be defined by the caited abstract world
model.

As mentioned in the analysis, what differentiates the raaibie scenario from the
single- and multi-user scenarios from a software point efwis:

e The need for tracking the point and direction of view of easkru That is,
tracking of the physical position and orientation of therisskead. We will
retrieve this information from a head tracking system (thedSense - see
appendix B). The retrieval of this information will be deibed in detail in
section 10.2.

e The need for tracking the position and orientation of the BHOhis in-
formation will be retrieved from a vision tracking serverhieh will be de-
scribed in section 10.1. When users move a PHO, the vistializahould
be updated as fast as possible in order to ensure that theiagso between
the PHOs and the virtual objects appears natural.

When the single-user scenario takes place in a CAVE, heaHitigis also nec-
essary. In addition, management of multiple spatially imsive displays is nec-
essary. We will not discuss this any further because thisipevariation of the

single-user scenario will be possible when the system egmated with a layer
(VRJuggler, for instance), which provides the support. éct®n 9.1, we will

identify the problems, which must be solved in order to ipcvate head and vi-
sion tracking systems into the new system. On the basis &f plissible general
structures of the system will be discussed.

9.1 SIRUCTURAL PREMISES

In this section we will discuss the technical problems iwed!in integrating head-
and vision tracking data into the existing system. The iratign of the head and
vision tracking systems must be completed such that fougdgsinciples are not
compromised: Synchronized virtual environments, an adtglevel of immer-

siveness, fast updating and modularity.

When discussing the combined system, we will make two ditns regarding
the nature of the networks involved, since they ultimatedyedmine the structure
of the system:
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e Local Area Networks (LAN): The client programs of the users taking part
in a round table session, will have no problem being (and avst itikely
to be) connected to a LAN. In that way they will have plenty ahtwidth
locally and there will be no latency caused by routing.

e Wide Area Networks (WAN): In order to support long-range collaboration
(mainly for the single and multi user scenarios), the remusers must be
connected to the server via a WAN. In this case the bandwioltisuumption
limitations described in [JUV02] apply.

There are three fundamental problems, which need to bedenesi:

e Mapping: A mapping between PHOs and virtual objects must be perfdrme
The mapping is performed by calculating which virtual objexclocated
above or beneath the PHO. For this purpose, access to the gcaph is
needed because this is the only place where the spatialrespef the vir-
tual objects are described.

e Perspective Each user must see the virtual world from the same persgecti
as he does in the real world. The scene graph also definesavpaint of
the user and therefore it is necessary to have access toehe gecaph in
order to implement the head tracking data. In order to enthatethe visu-
alization of virtual objects stays in the position relatieethe PHOs which
was intended, the head tracking information must be prdpdda the round
table clients as fast as possible.

e Consistency The head and vision tracking data are interesting for th@do
table users as well as the users in the single- and multiae®rarios and
therefore the results of implementing the data must be lapistent through-
out the network.

Regarding the head tracking system, we see only one feasihlgéon: To send the
data directly to the clients. This is due to the circumstaheg delays in the update
of viewpoints can be very disturbing, so speed is esserftatrefore, there are in
general four possible system structures, which satisfypteeises stated above:

¢ One where the PHO-to-virtual-object mapping is performealbclients.

e One where it is done on the vision tracking server. We will digtcuss
this solution any further because we wish to make the GCVRtesy as
independent of other systems as possible. It will be diffitmireplace the
vision tracking system with another type of system if we assuhat the
system has access to the scene graph.

e One where it is done on a dedicated system.

¢ And finally one where it is done by assigning the job to a simfjknt.

These system structures will be discussed in the next sectio
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9.1.1 POSSIBLE SOLUTIONS

One way of designing a system supporting just the round tst#eario would be
to let the clients perform changes on their local AWM accogdio head and vi-
sion tracking information broadcasted on a LAN. Howeveg #pproach does not
ensure that the local representations of the virtual wardcansistent throughout
the network because some computers in the setup may betfzstenthers. Some
synchronization is required.

This problem can be solved by introducing the GCVR server the system. In

order to avoid redundant network traffic, one of the clierdsld be selected as
master for the round table clients. The master would sanhgl®toadcasted traffic
at some frequency (say 20 Hz) and relay this information & @CVR server

which would then update and correct the other clients. thioing the GCVR

server will allow remote users to participate. The struetigrillustrated in figure

9.1.

Head Tracking Server|

7
R
I,

i/
[

Coy [Vision Tracking Serverj

: Y
nt 2‘ ‘ Client 3‘ ‘ Client n‘

e
Clie

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Head tracking information

GCVR main protocol

Vision tracking information

Figure 9.1: A possible structure of the GCVR system supporting the roaipie
scenario using a synchronization approach.

The disadvantage of the approach taken in figure 9.1 is tleatggs in a visualiza-
tion are allowed to happen even though they may have to beated later. Also,
all clients must calculate PHO mappings even though somebmégster than oth-
ers. If a fast client bases its mapping calculation on thestainformation in its
message queue and a slow client bases its calculation oeraassage, the result
may be that two different objects are being changed. Conslideevent flow in
figure 9.2. At T1, both a fast and a slow computer receive a agessdicating
that a new mapping should be calculated. At T2, a messageahlagahe position
of the PHO is received by both computers. At T3, the fast cderpuaps PHO 1 to
VO 5, using the position received at T2. The slow computerstiisiot been able
to process the initialize message received at T1. At T4,deedomputer acquires
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a lock on VO 5, while both computers receive a new positiorhefRHO. At T5,
the slow computer has finished processing the initializesangs and starts map-
ping the PHO to a VO. On the slow computer, the PHO is now mappéte VO
positioned above the new position of the PHO, which is VO 3 3low computer
then acquires a lock on it. Now, when moving PHO 1, both VO 3%mdll move.
This scenario can happen if the buffers match those of tlygnai GCVR design.

Fast Slow
T1 Init PHO 1 Init PHO 1
T2 Pos PHO 1 Pos PHO 1
T3 Mapping PHO 1to VO 5
T4 Lock VO 5 Pos PHO 1
T5 Mapping PHO 1to VO 3
T6 Lock VO 3

Figure 9.2:Event flow for a fast and a slow computer performing a mappaig c
culation.

Another system structure could solve this problem. A céimtzd mapping between
PHOs and virtual objects could be created. It would be nhtorperform this
mapping on the GCVR server. However, it is necessary to hesess to the scene
graph in order to calculate the association between PHOsi&ndl objects. One
solution would be to add a scene graph to the server, but tbiddshave some
consequences: The system requirements of the server béngines and the server
becomes less portable.

Therefore one could introduce a round table master asriitest in figure 9.3.
The RTMaster would have access to the scene graph and théchebed head
and vision tracking information. But this requires a dethcasystem especially
designed for its purpose. Also, it introduces some netwatdricy compared with
the approach taken in figure 9.1, since all changes must gadhrthe server.

For the sake of simplicity in the design and use of the systesmropose a system
structure which takes into consideration both the need doisistent representa-
tions of the virtual world and the need for fast updates ofwisealization. It is
crucial that the positions of virtual objects relative te tRHOs remains the same
despite the fact that users may change their direction aimdt pbview rapidly.
Since the remote clients do not need this information - atleat at the same fre-
guency - we will let the clients involved in the round tablesario get the updates
of the head positions directly from the head tracking syst&ime PHO positions
and orientations, however, must be mapped to virtual objaat the changes per-
formed on them must be consistent throughout the networleréffore, the PHO
changes will be calculated by one of the clients, which iglésignated master and
propagated to the server, and from the server to all cliefriseosystem. Then, and
only then, the changes will be visible. This system strigtwhich is the one we
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Head tracking information

GCVR main protocol

Vision tracking information

Figure 9.3: A possible structure of the GCVR system supporting the roaipie
scenario using a dedicated master.

select to base the system on, is illustrated in figure 9.4ndJtiis strategy it is also
possible to assign a master client to act as the RTMasterurefig, 3.

Wide Area Network

i \!’f’" :
| Clie 12| | Client 3 | Client n|

Head tracking information

GCVR main protocol

Vision tracking information

Figure 9.4:The selected structure of the GCVR system supporting thmel rzle
scenario.

This system design satisfies the demands we mentioned iarséct even though
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there is more network latency than in the first suggestiort.r@garding manipula-
tion of virtual objects, we choose to prioritize consisteh@her than fast updates.
From the point of view of the GCVR server all instances of thiual environment
are kept synchronized, since an client is just another GChNé&Rtc The mapping
is kept in only one place and as such it is easy to keep updatkth@ synchro-
nization of different mappings needs to be applied. cliansgiven head tracking
data as fast as possible and the general structure keeps gisdl head tracking as
separate from the GCVR system as possible. Additionall\dutasity of the entire
system is preserved.

9.2 SYsSTEM OVERVIEW

In this section the general data flow in the selected systemctate will be de-
scribed using the same type of diagram as in section 8.1. TéteYfisteps are
identical with those in the description of the original GC8f&stem in figure 8.1
on page 70. The last steps in figure 9.5 are explained in thenfiolg list:

MasterClient

|
! Input data records o Input data records

1
[N
—~—
H
[N
N
h
N 2 ¢
N
K
! | Local Scene 5 Graphics 6 .
! ! World Graph —~ = | Renderer 2, Visualization system
11| Generator
I 3
[N
4 X
[N 9
Abstract 811 [Abstract Scene PHO to
World < World Graph VO mapping
[ 11
Model n Model \ Generator -
””””””””” L,,,,,,T,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,T,,,,,,,,,,,,,,,,,,,,,,,,,
12 10
HT system VT system

Tracker Systems

Figure 9.5:The responsibilities of the different parts of the systemterhal data
formats are indicated with rounded boxes. The abstract dvorbdel concept was
described in [JUVO02].

10. The vision tacking system (VT) continuously tracks tf#J3 on the table.
When a placeholder is made visible to the camera, the VT systends an
initializing message.

11. The PHO to virtual object (VO) mapping module queriessbene graph
through the AWM in order to find out which virtual object cosonds to
the position of the PHO in the virtual world. The ID of the vai object
is obtained from the scene graph. After the PHO to VO mappioglute
has obtained the ID of the virtual object the PHO is mappedlt@hanges
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received for that PHO are translated into changes on thealidbject sent
directly to the AWM.

12. The head tracking system (HT) continuously sends theigo®f the head
of the user. This position is used to set the viewpoint for uker in the
virtual world, as well as setting the position of the userastarin the AWM.

In the following chapters we will design the system so thaeitects the overall
structure in figure 9.5.






10 TRACKING SYSTEMS

This chapter concerns the design of the tracking systentdedda order for round
table users to be able to collaborate in the virtual envirentn The two systems
provide support for vision and head tracking and run on theddfivs platform. In

the following two sections, we will describe how the systeetsieve and transmit
data. In chapter 11, we will describe how the informatioreisaived and used.

We foresee that the vision and head tracking systems witl memodule that can
send messages over the network. We will make a module, camjaa queue in
addition to the functionality needed to add messages to@ndve messages from
this queue. In addition this module should be able to execoteurrently with
normal system execution - this will help reduce the impacti@nexisting system
in reference to what needs to be altered in the that system.

To enable this functionality a set of global, static funnccan be created. Basi-
cally this set will consist of two public methodsnqueue anddequeue. When
the enqueue method is called with a message as argumentetiisarmust put the
message in a queue. We can then have a thread read this defdhesiequeue
method and send it to computers on the LAN. This functiopaliill be placed in
a module and we will call iwsUDPSnd.

There are two possible ways to transmit UDP data over a LAN ANWWe will
not comment on multicast, as it is a form of broadcast.

e Broadcast
The header specifies that every machine on a network is alloéavesceive
and process this message. The sender need not know anys aetaitho
receives the packages.

e Unicast
One message must be sent to each client. This implies thaetider must
know the receiver.

We will use broadcast instead of unicast because then thei@&Sdoes not need
information about which clients are listening. Also it isxgler on the clients since
all they need to do is listen on a socket, and it is faster dentaller packages.

The last thing which needs attention is that users should tiea/freedom to choose
the host and port on which the vision and head tracking systeim \We suggest
using a configuration file for this purpose which is read atsfa

10.1 WMSION TRACKING

To be able to use PHOSs as physical interfaces to virtual thyjdee GCVRT system
needs an interface to the vision tracking system, whichles @btrack and identify
these physical objects. This vision tracking system ctilyenns on the Windows
platform. PHO position and orientation needs to be sampled appropriate rate
and sent to the master client. In short the vision trackirgiesy must:

e Sample the position and orientation of the PHOs. A filteringesne can
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be constructed so that the sample rate can be adjusted wétapping the
application.

e Send state information to the master client. This clienttrbesable to map
between physical objects and virtual objects, so that tleea iof physical
objects stays within the virtual round table scenario.

First of all, we need to sample the position and orientatibthe PHOs. At the
time of writing this data is already gathered at a specifioipioi the vision system.
We will use the transmission scheme mentioned in the beginaf this chapter
for sending the data to the clients.

The vision tracking system data, which must be sent overéhgark must enable
the following three distinctions to be made:

e Grab
The vision server does not have access to the AWM so it mudttberiden-
tifier of the PHO along with enough information to calculathieh virtual
object this PHO points at in the virtual world. In the mastéerd this can
be accomplished by using the data in the change message.

e Release
When the PHO becomes invisible to the vision system (i.e.ei@V by a
hand or removed from the table) the mapping to the virtuatcbinust be
removed, in effect unlocking the object. The only thing rexkdy the master
client is then the identifier of the PHO.

e PHO state
As with the GCVR system the information needed in a changesagesis
position, orientation and roll in addition to the PHO idéieti

The grab and release distinctions above can be implementedch a way that
they do not impose any changes to the protocol and maybe mypertantly a
minimum of changes needs to be made to the vision system. &/aea PHO is
introduced into the area tracked by the vision trackingesystthe vision tracking
system generates an initializing state message, havinfptimat shown in figure
10.1.

WA AZINNNNN T

PHOID 90 0 90 0 1 0 0

Figure 10.1: The format of the message that the vision system transmitseto
master client when a new PHO is detected by the system.

The idea of describing an event using a format (see figure) 1Ghich also de-
scribes another type of events (changes to PHO state) caerbeiyed as an error
in the vision tracking system. The error lies in the fact,ttee configuration in
figure 10.1 can occur in reality. That is, an object can betposd in (90, 0, 90)
and oriented in direction (1, 0, 1). Though other and bewéut®ns exist for de-
scribing an initialized PHO, we will use the existing oneca we discovered this
too late for us to have any influence on the implementatiorerdfore we will use
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this message, since it is the only way, initialization of adP&an be detected. One
solution to the problem could be to use negative PHO IDs imthssage from fig-
ure 10.1 for indicating when a PHO is initialized. A bettelusion to this problem
would be to send a negative PHO ID but also include the exaitipio, orientation
and angle of the PHO, instead of using default values.

When the master client receives an initializing messagauit perceive this as a
grab message and consequently try to map the PHO with aMitbject. Note that
the state message and the initializing message are mueh #lils also worth to
note that the GCVRT system uses roll to indicate a rotatiavutithe directional
vector - the vision system uses angle to indicate rotatiayuathe normal of an
object.

WV AANNNINN T

PHOID Position Orientation Angle

Figure 10.2:The format of the state message that the vision system ransiiit
to the master client.

When the master client receives this message, it must perite&s a change mes-
sage and consequently make the appropriate change to thgethgjptual object
available to the server. No matter which message the visgistes) needs to send it
must use thenqueue method of the methods described in the beginning of this
chapter.

10.1.1 HLTERING

Depending on which network connection users have, how gowreir PCs are
and the quality of the camera, users might want more or legs stformation. If
for instance it is a poor camera, thresholding must be agpiierder for the virtual
object mapped to a PHO not to jitter. Additionally if the clis are not capable of
managing the entire amount of messages there is a need figr &lele to reduce the
amount of messages received over time, so that the clientbe&ept up-to-date
with the most recent data all the time.

To accommodate this we propose two filtering schemes in wiseins or systems
administrators can adjust the amount of filtering as needed.

e Thresholding
The idea is only to send a description of a PHO state when a Ris@lved
a certain distance. With a low threshold the inherent (tihosigall) discrep-
ancies in the vision tracking will cause objects to jitteeevthough the PHO
is not moved. A high threshold will require the user to mowveHO a large
distance for the appropriate virtual object to move in thinal environment.
Tests will indicate an appropriate value.

Thresholding can be implemented by always saving the lestipo, orien-
tation or roll for each PHO that was sent as a change. EachaiRidO is
moved, its new position is compared with the old positiorthé distance be-
tween the two positions is greater than the threshold vatieage message
should be sent and the new position should be saved.

e Time interval filtering
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This filtering scheme consists of placing a numerical boumdhe amount

of messages sent over time. If for instance the vision tragklystem sends
with 100Hz but must only be allowed to send with 20Hz, thisesoh must

make sure that only every fifth message is sent. This mustlmngpplied to

state messages, not initializing messages.

To be able to execute the scheme there is a need for savingithieen of

messages sent last time frame (one second for instancesarttdisi amount
to predict which messages to send during next time framealffoore accu-
rate result one could utilize the average amount for theféastime frames,
in effect limiting the impact of peak amounts.

We will only implement the thresholding scheme for now. gtta numerical
bound on the amount of messages will be implemented if tbsiw $hat it is re-
quired.

We suggest handling thresholding as follows. Users musbheta set a default
value in a configuration file, which is read at systems star&ung they must be
adjustable at run-time.

10.2 HEAD TRACKING

For users to constantly maintain the correct viewpoint @mintual world, we will
create an interface module for an existing head tracking) (sf/6tem. The HT
system receives data from the InterSense (described imdppB) which it sends
to the clients.

We will not design a filtering scheme for the head trackingtesys because it is
important that the user’s view of the virtual world is as syronized with the real
world as possible. As many updates as possible should atigach client.

In short, this module must:

e Retrieve and filter the head tracking information.

e Distribute this data to all interested clients.

As with the vision tracking system we wish to keep the impactle HTServer
source code as small as possible since it is an externalnsystéhat is needed
then is only the handle to the data structure inside the HEBémn which the head
positions and head tracker identifier of all users are latate

The HTServer can use tlenqueue method mentioned in the beginning of this
chapter to send state messages to all clients. The formaiso$tate message is
almost identical to that used by the vision tracking systiroan be seen in figure

10.3.

W AZINNNNNN

Tracker ID Position Orientation Angle

Figure 10.3.The head tracker message format. The angle representsomtbout
the normal.



11 GCVRT CLIENT FUNCTION -
ALITY

The GCVRT client must be able to work in the round table, tinglg- and multi-
user scenarios. In the round table scenario, one client beuable to receive and
interpret data from the vision tracking system and relag thata to the GCVRT
server for processing. Also, in the round table scenarialigints must be able to
receive and implement head tracking information into thenscgraph. The latter
can also be the case in certain instances of the single- aftduser scenarios
but we will defer the exact design taking this into consitierauntil a suitable
layer (e.g. VRJuggler) can be implemented to handle thisclidnts - also those
clients outside the round table scenario - should be ableot& as a master client.
The design of the original GCVR client already allows thedtimnality needed to
support the single- and multi-user scenarios and thergfeeewill now focus on
the functionality needed in order to support the round tabknario.

The master client is the only participant with knowledgewhmth PHOs and the
AWM. Therefore, it will be the responsibility of the mastdient to associate PHO
states with virtual objects. All clients should have thigdtionality but only one
should be using it actively.

Summing up, what makes the selected master client specralation to other
clients is the following:

e It must be able to receive and interpret messages from thenvisacking
system.

¢ |t must maintain a mapping between PHOs and virtual objects.

e It must be able to transmit changes and lock requests basdukorision
tracking information to the GCVRT server - and hence therersystem.

The flow of events will be as follows: The master receives a Ftide from the
vision server. The master calculates which (if any) virtolaject the PHO should
be associated with. If a virtual object is found, a mappingveen those two should
be created. Then the master issues a lock request (usingrthatfdescribed in
[JUVO02)) to the server. The server can reply in two ways:

e Deny
The master client must delete the mapping.

e Accept
The master now knows which changes to a physical object glo@wisually
manifested in the virtual world and all changes to that dinjeast be relayed
to the server, which will distribute the changes.

In both cases, this can be done unambiguously because tlyermepsage will
contain a synchronization variablef the corresponding lock message. In the
accept case, the PHO states are converted to change messagethe GCVR

The synchronization variable is a part of the GCVR protoadlich ensures that accept or deny
messages will be associated with the requests they weret fioean
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protocol (described in [JUV02]). The GCVRT system will héathis message
just as any other change message and the existing fundtjomall make sure

that every client receives the appropriate changes. Indhenfing sections, we
will describe how the PHO states can be associated withalidbjects, how the
head tracking information can be implemented into the sggaph and finally a
common scheme for receiving and decoding the messages@entife head and
vision tracking systems.

11.1 MAPPING PHO STATES TO VO STATES

Currently, the vision tracking system supports trackingigfdifferent place hold-
ers. We expect this number to increase in future versionsrdar to maintain the
mapping between the PHOs and the VOs, but also handle amgnegenumber of
PHO mappings, we suggest using a data structure which ibleapabeing ex-

panded without human intervention but which is also easitieked and relatively
fast. An array provides this functionality, except for thalidy to be expanded.
A vector does support this and this data structure will tfegeebe a good choice.
Consequently, we will use a vector of records containing REI®and the associ-
ated VO ID. The records are illustrated in figure 11.1. Thetamewill be named

map and it will be placed in a class callddteraction along with its associated
functions.

Record: 8 bytes

PHO ID VO ID
32 bitinteger 32 bitinteger

Figure 11.1:The format of the mapping of PHOs to virtual objects.

We will now go into detail with how the actual mapping shoule jperformed.
A PHO state message is received by the client. This messagait® a PHO
ID, a position, an orientation and an angle. In order to dateuwhich object
the PHO should be associated with, the position must be Wgedre interested in
associating the PHO with what appears to be the closesalvohject placed either
directly above or directly below the PHO in the physical wilorl

In the OpenSG API, there is a function called intersect, Wh&able to detect
whether the bounding box of a virtual object is intersectgdabine. If the line,
which is going through the position of the PHO and is perpeuidr to the plane on
which the PHO is placed, is given to the intersect functiagetber with a virtual
object, the intersect function is able to say whether orinetine and the bounding
box of the VO intersect each other. If this is done for all V@she AWM, it can
be easily determined which VOs are candidates for beingcaged with the PHO.
All that needs to be done is to calculate the distance to egitfe@andidates and
associate the PHO with the object which has the shortestrdistto the PHO.

In order to implement this functionality, we will add a fur@t get Per pendi c-
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ul ar to the AbstractWorldModelMgr. This function will generate a line which
goes in the direction of the coordinate being 0 in the pasitd the PHO, and
therefore perpendicular to the PHO plane and the round .talolehis way, we
will get a line perpendicular to the table, independent &edences in coordinate
systems. Theet Per pendi cul ar function will call another function in the
AbstractWorldModelMgr calledwhi chQbj ect . This function is able to scan
the AWM and for each VO, find out whether or not it is interselcky the line,
calculate the distance from the PHO to the VO and return theasé object being
intersected by the line, if any such VOs exist. W& chCbj ect function can
be used for supporting other input devices such as mice odagrThis takes care
of the actual mapping.

The vision tracking system is able to send messages camgaihe following in-
formation:

e The ID of a new PHO, which has been introduced.

e The ID, position, orientation and angle of known PHOs.

We want the users of GCVRT clients to be able to associate aWwitha VO, re-
move the association and associate the PHO with a new VOhBuwigion tracking
system does not provide any information about releasingsocation. Therefore,
this information must be implied in some way in the existinfprmation. We sug-
gest the following approach for making associations:

1. A user takes a PHO and covers it with his hand.

2. When the user’s hand (and PHO) is located over or under@baivants to
manipulate, he removes his hand and lets the PHO be visilileetoamera
of the vision tracking system.

3. The master client makes the association and the usergwarabie to move
or turn the VO by moving or turning the PHO (if they do not cotlee PHO
by accident).

4. When the users wants to associate the PHO with anotheé@ cover the
PHO and proceed with item two.

One has to remember that more than one PHO can be moved sisnuisly.
Therefore, simply remembering that the last message megddiom the vision
tracking system was an initialize-PHO message is not entaudétermine whether
or not a certain PHO should be released or associated. Dinereiother vector of
records containing a PHO ID and a variable indicating whath@ot the PHO has
been initialized, will be needed. When an initialize megsagives, it is possible
to check whether or not it should be perceived as a grab oaselenessage. The
data structure and associated functions will also be puéririteraction class,
which can be seen in connection with the GCVRT client in figLte?.

A VO can be unlocked by covering the PHO with the hand and ntpitito an area
of the table visible to the camera and not occupied by any VOs.
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11.2 UTILIZING HEAD TRACKING INFORMATION

When a client in a scenario where head-tracking equipmeunsesl has decoded
the tracker information, the next step is to move the useewpoint. In OpenSG,
the user’s viewpoint is present in the form of a camera beatomove the user’s
viewpoint, the position of the camera beacon must be mov#eetooordinates and
orientation specified in the message from the head trackisigs. If the user has
a presence in the virtual world (an avatar) this too needstmbved. As for the
implementation, the client mustimplement a thread, whistlehs for head tracking
messages. Itis the responsibility of this thread to decbeddracker data and call a
function in the client, which implements the new camera msj orientation and
angle into the scene graph.

11.3 RECEIVING HEAD AND VISION TRACKING |INFOR-
MATION

Having described how the head and vision tracking inforamis used and in
chapter 10 how it is collected and transmitted, it appeaas tihe two types of
information are similar. We will therefore design a moduhich is capable of
running a thread, which receives the messages and puts thengueue from
which they can be read by the parts of the program which usa.the

Since the vision and head tracking systems use UDP for tristirsgrthe messages,
the clients must also open a socket capable of receiving Ui &Ve will there-
fore create a module calledlientComUDP. Two instances of this module can
then be invoked - one for receiving vision tracking data and for head tracking
data. The module will be started by tECVRTClient class, which corresponds
to theGCVRClient class in figure 8.3.

The last item to mention is that each client must know whicta dsa meant for
the individual client. All the vision tracking system knovgsa number identifying
each unit. We will make each client aware of which unit th&rd should receive
data from by writing this number in the configuration file.

In figure 11.2, the GCVRT client with thHateraction andClientComUDP classes
attached is illustrated.

GCVRTClient

§

ClientComUDP

Interaction

Figure 11.2:UML diagram of the communication module of the master cli€he
rest of the client modules has been left out for simplicity.
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In this chapter, the selected auxiliary features of theesyswill be designed.
These features include calibration of the coordinate systéandscape generation,
recording the collaborative sessions and distribution@f3odels.

12.1 MOVING IN DIFFERENT COORDINATE SYSTEMS

When working with the GCVRT system the different types ofreréos allow for
a multitude of different input values. The single user whaksowith his mouse
in front of the screen, the multi-user scenario with the pant or the round table
user with the round table and the place holders does not seilgssend input data
within the same coordinate system.

Therefore we need functionality in the system to map inpliesafrom input de-
vices (mice, wanda, PHO, etc.) to a uniform size, so that thevements are small
enough to be accurate in the virtual world and yet large ehdagthe system to
allow swift movement and synchronize the movement in thedioate systems.

Since these alterations must be performed directly on thetidata from the input
device there are basically two possibilities:

e To design a client side module which receives movements tfwminput
device and then maps these movements to coordinates thmearengful in
the virtual world.

e Or to create a server side module, which maps changes fromatiaat in
different ways.

We will not discuss the latter any further since it would regua tighter coupling
between the server and the clients, which we strive to avoid.

The objective of the module is to receive input data from gruirdevice and then
to translate them into meaningful movements in the worlddioate system. This
coordinate system is the same as is used in the AWM. In someg#irst person
shooters in particular) the user is given some control & thapping because they
can only change the e andg scale factors described below. By adjusting a value
(typically with a slider in a graphical user interface) theetcan adjust the input
module so that very small movements with the input devicelarhto large move-
ments in the virtual world, or the opposite. We will refer tast functionality as
coordination mapping.

When mapping from the movement of the input device to the mmare in the
virtual world, the only values that we need to know is the sa#lthe movement
(the slider value) and the shift of all values in the x, y andreations.

The translation can be described as follows:
Ty =cr+d

Yo =ey+f
Zw =9z +h
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¢, e and g are scale factors and, f and h are values that adjusts the position
of the movement (shifts). The shifts are used for adjustinghsit we can map
origo from the normal world to origo of the coordination ssrst of for instance
the vision tracking system. The scale factors could e.g.deel if all virtual world
coordinates are positive values and the input device retoegative values, then
the shifts can be used for adjusting this so that the inputdeloes not cause the
object (or the user) to move “out of the virtual world”. Theate factors ensure
that the user is given as fast or as slow a movement as he .dasiveith the shifts
each axis has its own scale value allowing movement witlewfft accuracy in
each direction.

Even though both x, y and z values are specified, most inputewnly supply
an x and ay value. Itis only in the case of a 3D input devicettiaiz value is of
any use - however our system is designed to be as general gablpas possible
which is the reason for having the z value, and the correspgratale valugy and
the shifting valuéh.

This functionality must be entirely encompassed by literaction class. The
mapping method should also handle when a user moves hisdepitge to the left,
then it should also result in a movement to the left seen filegrusers viewpoint.

The scale and shift values should be written to a configurdile, and function-

ality for adjusting the corresponding attributes in théeraction class should be
implemented. The data structure containing the shift sagould be a record for
each mapping containing the shift and scale values. Sinvegadenappings can be
in effect at the same time, the data structure could be madevastor or array of

records.

12.2 3D LANDSCAPE GENERATOR

In a context in which the system is applied to an outside drésaa big advantage
for the users to be able to use the information they alreastg,hiastead of having
to draw a new map of the landscape only to be used in our sysfdmrefore,

we need a landscape generator capable of receiving a stineligiht contour file
format and convert this format to a 3D landscape.

Common for these formats is that they are actually grids witeight for each
grid-point. Some formats specify the heights in a humargglable (although hard
to understand) text file, while other formats specify thepghaf the landscape
through displacement maps. These displacement maps dcealtygrayscale im-
ages in which either an 8 bit or a 16 bit grayscale is used. Enengrayscale value
of each pixel (point in the grid) the height of that point candetermined. With
regards to mapping these text files or displacement mapsitovgld coordinates,
the files consist of coordinates in the UTM coordinate syste®ince the displace-
ment map approach is widely supported throughout the sieeabmmunity and
itis backed by USGS (United States Geological Survey) thindihhe digital eleva-

The UTM coordinate system is based on coordinates in meitaerthan degrees, minutes and
seconds. A coordinate is mentioned as an Easting and a Ngrthhe Northing value is the amount
of metres north of the Equator. The easting is the amount dfeseast of the previous zone - the
circumference of the Earth has been divided into 60 zones.
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tion mag (DEM) and by NASA (National Aeronautics & Space Adminisima),
which both provide satellite imagery in the mentioned dispment map format,
this format would be the obvious choice. What speaks ag#iisselection is that
EMD makes use of an ASCII format developed by the wind enegpadment at
Risg National Laboratory, Denmark. The format was devaldpethe Wind Atlas
Analysis and Application Program (WAsP) software packapetvis designed for
performing wind resource calculations over a specific aritla avspecified rough-
ness. This format like the other ASCII formats contains @ gvith heights for
each node. However, since our objective is to create a gesgsiem that should
be available in not only EMD'’s context, our choice is to inmpknt support for the
displacement map height contours. More specifically, wé support the DEM
format. Elevation maps of the entire USA are available feefon the internet.
However, international DEMs are harder to come by, but weeekthis to change
over the coming years since USGS is already providing DEMsdaotain parts of
Europe and are continuing to expand the areas covered eutsgdJSA. We will
call the module containing functionality for importing tb&M file and generating
the terrain forGenerateDEMTerrain.

We can not take credit for the functionality of the module ti& eéntirety, since
the main ideas have been adopted from an OpenGL guide on tmedea.NET
web site. We will take the basic algorithms and implemenirtieto the GCVRT
system.

In order to explain the internals of the system, we will, hearedesign it using the
same approach as the other modules in the GCVRT system.

In order to parse a DEM file the system must be able to read a DEMVafid
extract the relevant information from it. We shall name tmsthodLoad DEM
Fi | e. From this data, the system must create a 3D landscape Migh Valleys
etc. thereby allowing the user to use existing informatiather than having to
reimplement existing information in a static 3D model.

For the users to be able to make use of this landscape theynedsbto be able to
see where there are roads, lakes, trees etc. All this infdiomaould be inserted
afterwards as objects in the virtual world. A just as simgderaach would be to
enable texturing of the landscape. This way an aerial plmapbdy or simply just
a regular map with indications of trees, houses etc. couldpdpied. Although
this information would not generate a 3D image of the treastauses, it would
in some cases be sufficient as an indicator of the locatiomede items. If the
users wish to be able to see the trees stick out in the landstepeasy for them
to place a 3D model on the correct location after the terrasschas been loaded
into GCVRT .

The requirements for th&@enerateDEMTerrain class are:

e It must be able to read and parse the DEM files by the means afahad-
DEMFi | e method.

— It must be able to generate a 3D model in which all values aakedc

>The DEM files provided by USGS can be retrieved from http:Awgisdatadepot.com,
and similar files provided by NASA can be retrieved from the teks project at
http://edcimswww.cr.usgs.gov/pub/imswelcome/. For aegal introduction to working with
DEM files http://www.terrainmap.com is a very informativites which we would like to recom-
mend.
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Figure 12.1:A displacement map, and the corresponding 3D landscapeghtiei
values in the model have been exaggerated by a factor of 2ridhing the height

differences in the landscape more apparent. The white anghg grayscale image
represent the high points in the area and the black areasla@ddwest points as
can be seen in the 3D model of the landscape. Perspectiveldemre added in

order to make the 3D effect in the landscape more apparent.

correctly according to the rest of the models inserted ihe world.
This functionality we wish to obtain by implementing a methehich
takes the information retrieved by tHeoadDEMFi | e method and
generate a 3D model of the terrain ready for insertion in® sbene
graph. This method shall be nam@dner at eTer r ai nModel .

e |t must be able to color or texture the terrain model.

When LoadDEMFi | e reads the DEM file, the heights of each point should be
stored in a data structure which is easily accessible. Herpghrpose we have
chosen an array, since it is easy to store and access théndatealy. The standard
DEM file as provided by USGS is quadratic and therefore thesizhe array must
be the square of the width of the DEM map.

The amount of height values in each row is denoted WIDTH frameton. When
Cener at eTerr ai nModel needs to access the height at each (x,y) value in the
map it can be accessed in the one-dimensional array by atifayh corresponding
index using this simple scheme:

indexr =z + (y+* WIDTH)
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When generating a 3D terrain, one has basically the opti@itloér using triangles
or quadrangles. We choose to use quadrangles, since the DigMsnalso based
on squares. In order to be able to generate the 3D model ofdjpetime map needs
to be divided into a lot of small quadrangles which has a heigheach corner.
The only thingGener at eTer r ai nMbdel must do is to run through each X and
Y coordinates in the map and assemble quadrangles from thelesaribed above,
and then construct a large 3D model of these. If the map islshsak will be no
problem in stepping through each value of the coordinateesysHowever, if it is
a large map a very high amount of polygons will be created.réleioto lower the
amount of created polygons in the landscape we could intedistep size, so that
only a value for each step size is used for generating a gnglérgoint, in effect
increasing the size of the quadrangles.

A pseudocode algorithm for going through the entire array @nstructing quad-
rangles of it.:

1. For(X:=0; X<WIDTH; X := X + STEP_SIZE)

(@) For(Y:=0;Y<WIDTH;Y :=Y + STEP_SIZE)
i. Bottom left point in quadrangle:

x:=X
y := Height(X,Y)
z=Y
ii. Top left point in quadrangle:
x:=X

y := Height(X, Y + STEP_SIZE)
z:=Y + STEP_SIZE
iii. Top right point in quadrangle:
X: =X+ STEP_SIZE
y := Height(X + STEP_SIZE, Y + STEP_SIZE)
z:=Y + STEP_SIZE
iv. Bottom right point in quadrangle:
X=X+ STEP_SIZE
y := Height(X + STEP_SIZE, Y)
z:=Y

In figure 12.2 the scheme for loading the data and creatingubdrangles is visu-
alized.

A consequence of the algorithm is th@ner at eTer r ai nMbdel uses quad-
rangles. Since each quadrangle must be connected to theboeing quadrangles
in order not to have gaps in the surface, the same height waluée used for
4 different corners in 4 different quadrangles. This wayhepoint will have to
be retrieved from the array up to 4 times. This will happert iSia point with
neighboring points on all 4 sides of it in the DEM map.

In figure 12.2 the process of first loading the values from tl&Vifile into the

array and then creating a 3D terrain consisting of quadesng shown. In the
lower right corner the height values for each corner in thst fwo quadrangles
are created. Correspondingly the remainder of the quatrarapuld be created.
The numbers in the square to the right indicate in which oedah point will be
calculated. E.g. the points 3, 8, 14 and 17 are in fact the saoelinate in the
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Figure 12.2: The figure shows the way tligenerateDEMTerrain module must
work. First the DEM file data to the left is read into the arraythe middle. Next
the landscape is generated by creating quadrangles for tieeemap. To retrieve
the height in the (x,y) coordinate of the original DEM file, @windexindex =
xz+ (y* WIDTH), must be calculated to retrieve the value from the arrayhin t
lower right corner it is described how the height values foirpp number 1 through
8 are retrieved from the array. It is also indicated which wdinate in the DEM
file that value corresponds to and finally the retrieved heigilue appears. Note
here that points 2 and 5 are actually the same coordinateerDEM file, the same
can be noted about points 3 and 8. Point 3 and 8 is also the saoveioate in the
DEM file as point number 14 and point number 17 in the terraippma

DEM file, but the value needs to be retrieved in iteration dn®, four and five
of the inner loop in the first iteration of the outer loop. ##on one creates the
quadrangle made up of points 1, 2, 3 and 4. Iteration two esetlite quadrangle
made up of points 5, 6, 7 and 8 and so forth.

Since we need to access the height of each coordinate s¢veesl we suggest
creating a method for extracting the height from a specifardimate. We suggest
naming this methottei ght . Basically it must take care of calculating the proper
index in the array and return the height at that index. If gostwalandscape feature
is needed in a terrain generated by the module it could besim@hted in a simple
manner in that all that would be need was to call He ght method with the
current position and the height would be returned. This @pblowever, only
work when the terrain is generated by tGBenerateDEMTerrain module, and a
general method for performing shap-to-landscape wouldeaeled for this.
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In order for theGener at eTer r ai nMbdel method to generate a landscape it
must have access to the scene graph, which is located oni¢gimescl However,
it can be implemented either as a module that generates aigaamodel in a
format which OpenSG can interpret, such as VRML 2.0, or itlbammplemented
as a client module which works by reading the file and then ige¢@g a description
of the landscape, which can be inserted directly into thaeggaph of the client.

By making a VRML file, only one computer needs to run the laagscgenerator
instead of every client having to generate the landscapa tfe displacement
map and then inserting it into the scene graph. However, wesshto give each
client the functionality for creating the landscape sire&¢ are no synchronization
issues in creating a landscape from the same source datathsisame algorithm.
For this design choice to make sense it requires that the D &re shared
between users in the same way as the 3D models, describectimnse2.4.

The GenerateDEMTerrain class can be contained in a single module. The main
methods needed are for reading the input from the DEM filedlamdther for han-
dling the generation of the 3D landscape from the data in t&®le. In order for

the GCVRTClient to insert the terrain into the scene graph Gener at eTer -

rai nMbdel method must return a node pointer to the scene graph desgtié
generated landscape.

GCVRTClient GenerateDEMTerrain
1 0.1| LoadDEMFile

% GenerateTerrainModel

Height

Figure 12.3:UML diagram for theGenerateDEMTerrain class.

12.3 THE RECORDING M ODULE

In order for users to be able to have some form of persisteciirdentation of the
process other than the virtual world at the current time,ggilog module will be
designed. In [JUV02] a save function was planned, theref@evill not design a
new save function, instead we will focus on a log. The purpeselog all relevant
messages sent from the server to the clients in order to leed@bécreate any state
of the virtual world during a session of collaborative workaay given point in
time.

The information sent from the server to the clients are atédl at both the clients
and at the server, so we need to make a choice of where to pladerictionality:

e Server-side log

The logging module could be placed on the server. A reasopléming the
log module server side is that the server has a less compbetojperform
than the clients, so placing it in the server would relieweclients of having
to perform this task. In case that the server crashes or $obsaetwork
connection all clients will no longer be able to communicate the log will
still be complete because it has everything in it that theesesent to the
clients.
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¢ Client-side log
The logging module could also be placed on the clients. Tlag the log
would be saved locally. However, if the client looses theawmtnection or
crashes, the log will be incomplete, since messages selhiebsetrver after
the crash will not be logged and even though the client congdl lhis log
to recreate the virtual world up to the point of the crash, @wd not be
identical to the log of the clients which did not crash.

Due to the reasons mentioned in the list, we will design aeseside logging mod-
ule. In order for such a logging module to be of any use, theuleohust make
it possible to restore the state, to the state describedeblpthentries. Apart from
the messages needed in order to restore the state a furtbenation namely the
time a given message was sent would be of interest.

In order to restore the state the following is needed:

e In order to determine time, place and person responsiblarfgrevent, the
client ID must be saved along with all change messages, aasvaltimes-
tamp for each message. By logging the change messages wabtaith the
position and orientation of each object in the virtual world

e In order to restore the world’s state the add and remove rgessaust also
be saved so that we are able to add and remove objects duandatk.

In regard to the first item, a way of being able to determinecihiser did what
we could introduce a new mapping on the server. Even thoudiemt evill have
a unigue ID at any given time, it can be difficult to identify isfm user was con-
trolling that client, therefore it should be possible toritfy which user did what
and not just which client ID did it. In order to do this, a mapgpibetween the user
name and the client ID is needed on the server.

In the log file, the client ID that performed the action couidn be replaced by the
name of the user and make it easier to see which person did ®aeause of this
information need, a new message is needed in the networkqmiodf [JUV02]
containing the name of the user and the message type. Ther s identify
the client by the socket the 'name’ message was received berefore, it is not
necessary for the client to send his client ID in the message.

Locks should not be saved since they are of little importanben it comes to
restoring the world to a previous state. Also, avatars irvitteal world are repre-
sented as any other object in the real world. Therefore ibisiecessary for the log
module to save an avatar's position explicitly since thialisady done in the first
step. However, in order to be able to see who moved a certgatiplthe avatars
must be visualized so it is possible to see which object theywarking on. This

visualization could e.g. be a line from the avatars handeattject or similar. This
functionality is however not something the logging modiewdd contain, it is a
job for the designer of the avatar to provide such infornratiothe visualization.

With the information mentioned in the list, the system isedtol recreate any state
of the world, and it is even possible to see how the world hadved over time.
This way it would be possible to play the log back at a certaieesl to see how
work progressed in either real time or a predefined speemgetf the world has
evolved over a great period of time, the log will eventuallgcome very large.
However, we do not see this as a problem unless disk spaceagoaissue, since
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the contents of the text file is very basic and only contaires dbntents of the
messages sent by the server.

From the needs identified above we can say that a method ftingvidg entries to

the log file must be made available. This method we shall name eLogEn-

t ry. Also a method for playing the log back must be made availakids method

we shall callpl ayLogBack. Correspondingly a message must be added to the
protocol that is able to start the playback.

The main class of the logging module, should be named acwydand we shall
give it the namé.og. The logging functionality in thew i t eLogEnt r y method
should be called by th8erverCom class every time th&erverCom receives an
add, remove or change message and thus create a log enteylogtfile.

Thepl ayLogBack must contain functionality to start the playback. Sinceldue
is located on the server, the playback could be performedasito when a client
joins a virtual world after others have already worked iroit §ome time. That is,
a series of add and change messages will be sent to the dlieginlg its virtual
world and AWM up to date. By utilizing the same functionalite could have
pl ayLogBack send the messages from the server, and then use the timestamp
to indicate when to send the messages. InLibg module a variable should be
made available indicating how fast the playback should fakee. This speed
setting could e.g. be encapsulated in the message sent ftbemgindicating that
he wishes to play the log back, so apart from a message congdime playback
command, it must also contain a number indicating the spéplthgback.

From the description above, the UML diagram in figure 12.seflog module can
be made.

ServerCom Log

1 0.1

WriteLogEntry
C PlayLogBack

Figure 12.4:.UML diagram for theLog class. The greyed out module is the existing
class in GCVR, and the darker one is the new module.

As mentioned, when a restore is executed the entire world tmeisipdated in
much the same manner as when a new client connects to amgxgualization.

A series of add, remove and change messages are sent to esthoeerwriting

their existing world. The existing world is however not Ie#tice it also exists in
the record module on the server, so if need be the replaceld wan be restored
as well. If a stop request is made during playback e.g. if #@suwish to continue
working from this point, a new log should be started in ordehave log that
reflects the work made on the restored world.

12.4 HLE DISTRIBUTION

In the system, which we are designing, there is a need fotiafits to have access
to the files which contain representations of the 3D modeds &ne part of the
shared virtual world. There are basically two ways to endgbet these files are
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accessible to all clients:

e Network transfer: The user of all clients use mainstreantifdlesfer utilities
to get the needed files before a session of collaborative isdr&ing started.
This is a very inflexible solution because it will require a&us switch ap-
plication to actively ensure that the files representing B8xmodels added
during work are accessible. A similar solution would be toarporate the
file transfer program into the GCVRT system and enable theesy$o dis-
tribute the files automatically. This requires some amotintesign, imple-
mentation and test and does not bring up any new technologpitdethe
amount of work put into it.

e Network sharing: Network sharing techniques have a majeaaihge over
transfer techniques. Network sharing methods allow mleltiisers to access
the same copy of a file from a single location (although onlg oan have
write access to the file at any particular instant). In essematwork shares
allow for a file on a remote computer’s disk drive to be accgsseif it was
on a disk drive in your computer.

The network sharing solution requires next to no work to iempént since it is a
well-established general technique. Therefore, we wikped with that solution.
The next problem is to select the specific system. The GCVRiesy is aimed
mainly towards the Linux and Irix operating systems which both instances of
Unix. Therefore, the immediate choice would be the Netwdhi System (NFS).
It is typically used for Unix to Unix file sharing although etits exist for Win-
dows and Macintosh. NFS generally requires administratoess on both server
and client which may be a problem for some users. Anotherilpiigsis Samba,
which is a clone of the Microsoft SMB filesharing system. Usystems can serve
"SMB" shares to Windows and other SMB clients using the SaB8id& Clone.
Since the GCVRT system has been designed to be portable V&imdiaws version
of the GCVRT system may come up one day, we recommend the Ssysatsan.
However, since the file sharing system is not a part of the GCS&tware, ulti-
mately the choice is up to the users of the system.

Common for all file sharing systems is that a directory nammddels" should
exist in the directory containing the GCVRT software. Anyasdd drives should
then be mounted as this directory.

This approach enables all users to have immediate acceds3D anodels in-
troduced into the system. No new network protocols are rieéalesupporting
this strategy - the add and remove messages defined in [JUMD2)ffice. The
physical drive which is shared can be located on the compuitgring the GCVRT
server or any client. The only restriction is that possilie Walls and proxy servers
must not prevent the drive to be mounted across the differetworks.



13 ASSEMBLING THE SERVER AND
CLIENT COMPONENTS

At this point, the design of the modules, which form the GC\8y§tem has been
completed. In this section, we will describe the assembltghefserver and client
parts of the GCVRT system from the building blocks describethe previous
sections.

13.1 ASSEMBLING THE SERVER

The design of the server does not differ much from the origieaign of the GCVR
server described in [JUV02] because the vision and hea#litiguénformation is

handled by the master client. The advantage of this apprisattiat the server is
not dependent on the scene graph and is able to run on a carspstem which is
not configured especially for this purpose.

The main difference lies in the recording system which iddatkd in the right
upper corner of figure 13.1 which also shows the entire clesaitthy of the server
component. Théog class is able to log all add, change and remove messages sent
from the server. In order to ensure modularity, the modulstésted up by the
centralGCVRServer module and is then associated with BerverCom, which

is then able to use it for logging the traffic.

[ Sgrver_(:oﬁpon_ent]

GCVRTServer

771

|
AbstractWorldModelMgr ServerCom IDControl

I —cl -

»
GeoObject ServerSocket ServerldQueue Client Socket Log

L. - _"-"——-"=- _ - - -—" - _ - -~ - — -~ —-“"——“"T“""—-"-—“"T™""—™—"———°"-

Figure 13.1:The assembled server component.

Apart from the issues mentioned, the responsibility of teever is (as originally
designed) to keep the abstract world model consistent gfmawt the network of
clients which have logged on to the server.
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13.2 ASSEMBLING THE CLIENT

The original responsibilities of the client were the foliog:

e To ensure that the global (the one on the server) abstradtwioodel is
constantly updated with changes generated by the users ofiémts.

e To generate a scene graph on the basis of changes on thectbabréd
model, which are received from the server.

e To visualize the virtual world on the basis of the abstractldvanodel and
the 3D models involved.

e To receive input from interaction devices.

These are still the main responsibilities of the client. eger, all clients must now
be able to act as master client. That is, the clients museadlthe to receive infor-

mation from head and vision tracking systems, interprefnigmning and translate
it into the messages which are part of the GCVR protocol. Addiclients must be

able to generate landscapes from commonly used file forni&is. is handled by

the GenerateDEMTerrain class.

In order to be able to receive head tracking information,We&JDPSnd module
has been added to both the vision tracking system and to #wthecking client.
Also, these systems have been altered such that they ar@atalasmit the tracked
information on the network. In order to receive iiCientComUDP class has been
added to the system. It is started up by @@VRClient and should be used in two
ways:

e When used for receiving head tracking information, @eentComUDP is
used by theGCVRClient module, which is able to implement the changes
to the head position.

e When used for receiving vision tracking information, t&VRTClient
module should use thelientComUDP module and thénteraction module
for determining the association between the PHO and a Viotojact. Once
the association has been made, @lntCom module should send a lock
request to the server, and when an accept message is redbetianges re-
ceived by theClientComUDP module are transmitted to the server through
the ClientCom module. Finally, the server implements the changes into its
abstract world model and distributes the changes like h#rothanges to all
clients (including the master client, which actually gexted the change). In
this way as few as possible inconsistencies between theshee generated.

The complete class diagram for the client component istittisd in figure 13.2.
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Figure 13.2:The assembled GCVRT client component and its associatecahdad
vision tracking components.






Part Il

TEST, STATUS AND
CONCLUSION

This part contains four chapters. Chapter 14 contains a gjpation of the
way we wish to test the system. In chapter 15 the status ofiquiementation
is evaluated, and in chapter 16 the future work that shoulgpédormed on
the system is identified. Finally, in chapter 17 the condusiof the project
can be found.






14 TESTING SPECIFICATION FOR
THE GCVRT SYSTEM

Now that the design has been completed a specification of bdest the system
will follow in this chapter.

However, first we will introduce different ways of testingoguded from the Extreme
Programming (XP) paradigm:

e Functional testing

Functional testing is a test of the functionality specifieding the analysis
and especially the requirement specification. In XP theycally use sto-
ries, small descriptions of what a module should be able tmsiead of a
requirement specification. However, we are confident thainatfonal test
is what is needed in order to evaluate how the system works fdirctional
tests are basically a test of whether the system provideitiwtionality the
users wanted it to provide. The test cases should be statadubgr and it
can be performed by either a user or a programmer of the system

e Unit testing
Unit testing is applied on a method by method basis. If a neeibigpecified
in the design, then during implementation it must be testetl the method
performs as designed. This means that a unit test is pertbbyi¢he pro-
grammer(s) who implements a method.

e Performance testing
During performance testing the performance of each modulested. This
test must be performed and specified by the programmers.

e Stress testing
In a stress test we test what happens if a module is overloadkis test
must also be performed and specified by the programmers.

e Parallel testing

Since our objective has been to merge GCVR with the roune: tsdxnario
a parallel test is required in order to determine whetheiGIR/RT system
is still able to perform at least the same duties it was abjeetéorm accord-
ing to the GCVR design. This way we can be confident that the BCV
system can replace the old design without trouble. A testladtvihe round
table scenario was able to do, and if it is still able to be dsineuld also
be performed in order to determine this. This test must beiSpé by the
programmers in close contact with the user since they utétp&now how
the system behaves in work setting.

The test types mentioned above will be applied to the GCVRtesy and we will

make a section for each of the above bullets. However, giveroverall nature of
the design, it does not always make sense to perform a uhitnesach method in
the design as much of the functionality is described on a neobasis and not a
method basis. Instead of the method by method unit test Wweeriflorm a module

based unit test.
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Also, a test for how well the GCVRT system supports transgitowards the co-
constructive level of collaborative work could be perfoameHowever, a test of
this type requires that users use the system for quite someeiti order for us to
be able to evaluate what happens on a general basis. A sp#oifiof such a test
would require us to first analyze how collaboration actutdlyes place and then
compare the new work form with the first analysis. This tesknat be performed
because it is not within the immediate scope of this proetrtalyze several areas
of application in detail in order to be able to determine tawthegree the different
transitions are supported.

14.1 HFUNCTIONAL TESTING

In the requirement specification in chapter 7 a number oftfanal requirements
are mentioned. We will now list these and specify a succasarion for whether
the requirement is fulfilled or not. The functional requiremts should all be eval-
uated by the users of the system since the requirementsts&tegoals for the
system. If the users regard a functionality as not perfognas it should, the func-
tionality is incomplete and needs further work, and showgsibly be redesigned.
However, if the users agree that the functionality is in grtlee requirements have
been fulfilled and the system is able to perform the actionsg intended to do.

In the following list all the functional requirements foratGCVRT system are
listed:

1. The first functional requirement we need to test is whethersystem ac-

tually solves the problem of providing users at the roundetatith a per-
spectively correct visualization of the virtual object$iginvolves the head
tracking system as well since it delivers the position ofuker’s head.

(a) The success criterion for this requirement is that wetrtast whether
the user’s viewpoint in the virtual world is moved accordinghe head
movements. It will be a subjective evaluation by each usestidr
the perspective is correct for them. As a guide some physigjgicts
other than the PHOs could be placed on the table and the usénea
compare the perspective of the physical object to the petispeof the
virtual object and use this as a reference for their evalnati

. The second functional requirement that needs testinpéhver it is possible

to associate PHOs and a virtual object, and whether it isiiples® remove
the association.

(&) The success criterion for this requirement is whetheruer can grab
an object and later on release it using the description givexmapter
11.

. The third functional requirement that must be tested istivr it is possible

to receive the changes of PHO states and move the virtuattsbggound
accordingly.

(&) This requirement will be seen as fulfilled when the movetsef the
virtual objects match those of the PHOs. The users must lea givest
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case in which they have to map a virtual object to a PHO and rtieve
virtual object to a predefined location, on which they areglease the
virtual object of the mapping. The users should also evaludtether
they felt like the virtual object followed the movements beEtPHO
fast enough. If they are able to perform the actions and teelthe re-
sponsiveness of the object movements is fast enough, teédoality
will be seen as working successfully.

4. The fourth functional requirement we must test in ordecdovince our-
selves that the customer can use the system is whether threlireg feature
provides a complete log of all the necessary information.

(a) This functional requirement is harder to test. We imadinwever that
a video recording of an entire work setting in which the logttee has
been enabled all the time should be compared to a playbatiedbg
from the server. If what can be seen is identical we evallmddature
as being successfully implemented.

5. The fifth functional requirement that needs testing is tiwbiean external
speech transmission system is actually good enough foidingvthe users
at the round table with a way of communicating with usersidatthe round
table, and vice versa.

(&) This test must be done by the users of the system. Theysubjgc-
tively evaluate whether the quality of the speech is goodighpand
they must evaluate whether network latency is to high. Ifwloeds a
user utters do not get spoken until a few seconds later it inigimore
confusing than helpful. If the users evaluate the sounditgjued being
OK, and the latency as not being a problem we regard the featsir
being successfully incorporated.

6. The sixth and final functional requirement that must b&etéss the terrain
generator. Is the generated virtual terrain sufficientlguaate, or must the
terrain have further improvements such as trees and otljectsbsticking
out of the ground.

(a) This system must be tested against images of the aceeml Are the
hills in the correct location, the lakes, the valleys etshibuld be tested
by a user who is used to working with landscapes since theynare
aware of what details are needed. If they evaluate the teasibeing
accurate we will regard the module as being implemented.

(b) The user should also evaluate whether it is necessamstatitrees
and other objects sticking out of the ground. If it is it candome by
loading and positioning them like other objects in the \dttworld. It
should not be the task for the terrain generator.

Some further tests of the functionality could be thought sfirrcluding testing
which arena that provides the best work setting: The CAVEs panorama, The
PC or The round table. The test could be performed in such atlatthe same
task was given to people in each arena and then the time orapénvwhich they
solve the task could be measured and compared. If users ieaa & performing
much better or worse than the other users in the other arbeagéason should be
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located and it should cause improvements for the arenaslithabt perform well,

so that they are equally good at supporting collaboratiortfe GCVRT system.
However, since the GCVRT system does not support the CAVEl@g@anorama
we do not yet feel the time is right to perform such a test. tudth be performed
when the support for the CAVE and the panorama is ready, thoug

Another functionality that should be tested is whether th#égydmode is a good
enough mode for working at the round table, or a more schemay of working,
such as in a CAD system would be better. The expert users swllighly not mind
the more schematic way, however, new users that see thersf@t¢he first time,
might find it intimidating and will be reluctant to work withif it is too technical.
This test would require further user testing, and would exa test case to be
implemented so that the users could compare the two ways kivgo At this
time, however, we feel that such a test should not be perfdrorgil we have
heard dissatisfaction from the users with the deity mode akimg in the virtual
world.

14.2 WNIT, PERFORMANCE AND STRESSTESTING

As mentioned in the introduction to this chapter, the undt te a test of each
method in the design. However as also mentioned in the inttizh to this chap-
ter, we will in some cases specify a test of the module sinoetionality is de-
scribed by a large number of small methods. It must be detetnivhether or not
the method or module performs as intended. Also we have éédcwmlinclude the
performance and stress tests in this section since theywiierformed on some
of the same modules.

TRACKING SYSTEMS

The methods for the external head and vision tracking sysfenterest are:

e WsUDPSNd

— enqueue:
Is responsible for putting either VT or HT messages in a queue

— dequeue:
Is responsible for removing the VT or HT messages from theugue
and sending them over the network.

These methods should be tested for their behavior when ahighybut realistic
amount of messages is enqueued. The result of the testapieue should show
that even though the queue or buffer is floodeddbgueue will continue to send
the latest messages in the queue. If this does not happemarsgstem crashes,
the module has a flaw and must be debugged.

Currently both the head tracking system and the vision trackystem only con-
tain a small amount of tracked objects. The VT system onlyeRIOs it is able to
distinguish between and the HT only has 8 receivers so thatore than 8 heads
can be tracked at the same time. Therefore it will be hardgbgerformance and
stress testing with only these modules, which is why a sépatass for generating
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the same messages as those generated by the VT and HT sydtem®WO and
head changes are received should be implemented. This weyivbe able to test
just as many messages as we need to. The class should havenpuwpose than
to function as a testing module.

GCVRT CLIENT FUNCTIONALITY

In the GCVRT client the messages sent by the tracking systenss be received,
and applied. The methods made for doing this are:

e AbstractWorldModelMgr

— get Per pendi cul ar:
Responsible for finding out which object directly above théCPis
closest to the PHO.

— whi chQbj ect :
Responsible for finding out which object intersected by @gilime is
closest to the avatar/user.

e ClientComUDP
The class is responsible for receiving the messages fromm thet vision
tracking system and the head tracking system. It must citbatsockets
on which communication is to take place, and then it must camoate the
messages further on in the system.

e Interaction
The class is responsible for receiving user input, from ¢hg mouse or a
wanda. Thdnteraction class is responsible for incorporating the scale and
shift values defined in section 12.1.

The way for testing thget Per pendi cul ar method is to perform mappings on
the boundary of the vision tracking area. If these can beopmed flawlessly then
the function must work. A performance test of this methodlddae to call it in

a loop in a very large virtual world in which it would have to gwough a large
search area. A stress test could be to have it in an infinige éow have it search
through the large virtual world after intersected objectd aee how it would react
to the stress load.

TheClientComUDP module could be tested by sending one of each type of mes-
sage to it. If it understands and implements the message$§uynictionality of the
class is correct. If it does not, something basic is wrondnwhe class and further
design and a reimplementation of it is necessary. Afterstlbeen established that
the module is capable of receiving and handling the messamesctly it could

be tested whether the system is capable handling heavytogfitausing another
module to generate messages very fast and send thé&tettComUDP to ob-
serve what happens when there is buffer overflow. If the metdahdles overflow
nicely the module can be considered complete and ready &or us

The Interaction module should be tested by testing whether it receives et in
from the input device. If it does then it should be tested Wwaethe values received
are corresponding to the movements made with the input dew¢hen this has
been established further testing of how these values shmmuftaled or shifted to
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make sense in the virtual world could be performed and thasdéfault values
could be determined this way. There is bound to be very litda on this module
even if it has to receive input from the input devices givest tihe calculations it
must perform are so simple, so a stress test of it would noersakse.

3D LANDSCAPE GENERATOR

In the GCVRT client the&senerateDEMTerrain class is a very important class as
to providing the users with an accurate terrain. The metlobd#erest in the class
are:

e GenerateDEMTerrain

— LoadDEMFi | e:
This method is responsible for retrieving the data from thieMDfile
and inserting it into an array.

— Cener at eTerr ai nhModel :
Is responsible for generating the 3D terrain out of quadesg

The method_oadDEMFi | e should be tested by giving it DEM files of very large
sizes. If it is able to parse them with no problems, it worksit Is too slow it
should be reimplemented and made faster. However, as medtiao section 12.2
the design is made so that the time complexity of the indeisngery low and

it is not necessary to search through the array but rathévithal values can be
accessed directly. We expect the access time to be very ldw, $hould be tested
nonethelessGener at eTer r ai nModel consists of an inner and an outer loop
which each iterate the same amount of times. Therefore tmang time of this
loop isO(N?), where N is the amount of iterations in each loop. The conifylex
of each operation in the loop is very low since it only accest& ght four times

in each iteration. The method should be tested on very laig® Pnaps, and it
should be measured how long it takes to generate the 3D mbdetse worlds,
compared to smaller worlds. The method is only meant to Heatahce so it does
not have to be done in less than a second. However if it takes timoe than the
user is willing to wait, we will have to reduce the running &@rmof the algorithm
further.

THE RECORDING MODULE

This module only has two methods of intere$t it eLogEntry andPl ay-
LogBack.

The requirements are:

e LOgQ

— WitelLogEntry:
This method must write each and every add, remove and chaage m
sageServerCom sees, to the log file.

— Pl ayLogBack:
This method must send all the messages in the log file to altdhe
nected clients. According to the timestamps delays betwaeh mes-
sage should be inserted.
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The way of testing this module should be to stress testwhiet eLogEnt ry
method, since it is very important that it is able to write gvenessage to the
file with the correct timestamp. If it looses messages orgyivessages incorrect
timestamps, the method should be considered inadequatmasidbe subject to
redesign and optimization in order to solve the problemshdfvever, the method
is able to write all the messages to the log file, the methoghhssed the stress test.
ThePl ayLogBack method does not need a stress test in that will only be called
very rarely. The method should only be tested for whethey d@tile to read the log
file and send the messages in it orSterverCom which must then distribute them
to all the clients. The method must insert pauses betwednreassage according
to the timestamps in the log in order to visualize the prag@sthe work during
the playback.

FILE DISTRIBUTION

This module is entirely based on Samba, so therefore thetbirlg we wish to
test is the transfer time for a file on the server to the cligdnd if multiple add
messages are received how will this affect the transfer.time

We therefore propose to stress test the module by adding G@ydifferent 3D
models of a relevant size at once and then measuring how totada@s on the
LAN, and how long it takes on a WAN. If either takes more tharuareasonable
long time (longer than the user wants to wait), we should meter the use of
a shared file system service and perhaps reimplement thgtihof having the
clients download the models to a local library prior to staytcollaboration. If it
takes less than the user’s threshold on both the LAN and W/ANrtbdule will be
considered as conforming to the design and it is regarded<as O

OVERALL PERFORMANCE TESTING

The overall latency of the system, with regards to sendisgnmitracking informa-

tion through the server, should be tested. The test shoutd duntain the actual
delay in milliseconds and the users’ evaluation of the fegbf the delay. If it is

too high for the users to find acceptable a redesign of the veyniaster client han-
dles VT changes is necessary or other optimizations mighidx out first before

changing the system structure.

Another performance testing issue is a test of how many tbjbe system can
handle. How many objects is the AWM capable of handling leefobecomes
too hard so search through it for tiget Per pendi cul ar andwhi chObj ect
methods. Or will the load of the rendering system be the mpjoblem before
this becomes an issue. These tests must also be performedkeinto say that the
system is conforming to the requirements and design of theRBICsystem.

Further it should also be tested how many users the systeapabte of supporting
given the bandwidth requirements.

Finally the GCVRT system should, like the GCVR system, beetksn an ADSL
line. The test should indicate whether the new functiopdddve caused the client
to be unable to perform on the same amount of bandwidth oreift@ndwidth
requirements have increased.
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14.3 PRALLEL TESTING

In order to perform a parallel test of GCVRT and GCVR we needisowhat
GCVR was capable of and compare this to what GCVRT does inaie situa-
tion. If they both do the same, then the merging of the GCVRthrdound table
scenario has been successful and GCVRT can be consideredessiul merge of
the two scenarios.

Normally in XP such a parallel test is run over the course eésd months in order
to make sure the new system behaves exactly as the old onetter)bhowever
since GCVR was never completed such a lengthy test is notip@s®ue to the
lengthy nature of such a test, we suggest waiting until GCVW&3 been imple-
mented entirely before testing what the behavior of theesyss. Therefore the
parallel test should not be performed until this is the case.

14.4 HNAL REMARKS

There are two reasons for not including the test results enrédport. First of all

the tests require much time, and secondly, since we are @ncktain time strain
we have prioritized executing the tests lower than impleimgnthe system and
specifying the tests which eventually must be performedothar reason why the
tests have not yet been performed is that the implementgioot yet in a state in
which it is possible to test and evaluate the complete system

In the following chapter the status of the implementatiofi lae explained further.



15 STATUS OF THE | MPLEMEN -
TATION

The main focus in this report has been on analysis of the pnolomain and a
corresponding design of the GCVRT system. However, in thigign, we will
describe the progress of the implementation of the desigawW do this in the
following sections, each describing a specific part of theigte

TRACKING SYSTEMS

The common module for transmitting data from the head andwisacking sys-
tems calledWsUDPSnd has been implemented on the Microsoft Windows plat-
form and is fully operational. At the time of writing, it hagén used in the vision
tracking system and the appropriate alterations to thiteaysiecessary in order to
use the transmission system has been made.

Regarding the head tracking system, we will soon be in pegsesf the code and
we will then be able to implement th@sUDPSnd module in this system too.

CLIENT FUNCTIONALITY

The ClientComUDP module for receiving data from the head and vision tracking
systems has been completed. Theeraction class has almost been completed:
The part needed for maintaining PHO mappings is finishedhaupart responsible
for calibrating the coordinate systems has not been started his does not seem
to be a very time consuming task. At the time of writing, the@Pmapping works
even though it is imprecise and there are problems with nggtkia system perceive
when a user wants to remove an association between a PHO &id a V

The system is almost complete regarding the functionadityétting the right head
position. The part of the system performing this task justdseto be merged with
the rest of the system. This does not seem to be a major taslcaambe tested in
practice as soon as the functionality for transmitting thtads implemented in the
head tracking system.

Finally, the GCVRT client must be able to communicate atierato VOs associ-
ated with PHOs to the GCVRT server. This has not yet been imgféed but most
of the needed functionality has already been implementetdroriginal GCVR
system. Therefore, this should also not be a major task.

In conclusion, the GCVRT client is not fully operational. dept for the imprecise
PHO mapping problem, the individual problems have beereshbut the solutions
still need to be combined and tested.
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COORDINATE SYSTEM CALIBRATION

Only a skeleton method for applying the scale and shift \v&tloemovements by
e.g. the mouse has been made. The exact functionality haghbeen imple-

mented. The structure is there, however the functionastgtill not complete.

After the functionality have been implemented furtheritesis necessary in order
to evaluate which default scale and shift values should bd.us

L ANDSCAPE GENERATION

The landscape generator is currently capable of reading Oilelsl and save the
height values in an array. Also, tltéei ght method is functioning according to
the design. The algorithm of th@ener at eTer r ai nModel method is also in

place, however the integration with the scene graph is nisb e transformation

node is not yet inserted, but this will be a small task oncecthrenection to the

scene graph is established.

THE LOGGING SYSTEM

The functionality for creating the log system is completet ib has not yet been
incorporated into the server. The functionality has begreermented with on the
client on which the method have been tested to work as intend# that needs
to be done is implement the module into the server and BaveerCom call the
method for creating a log entry at each relevant message. furtationality for
playing back a log is already there, all that needs to be dete go through the
log and create add, remove and change messages accordiegfoorhat and send
these messages to the clients, then the functionality dbthenodule is complete.
The last thing that needs doing before the module can be gsedincorporate
the playback message into the protocol. If it should be ptes$0 stop playback
half-way through, a stop message should also be implemehtgdhis was not
intended in the design.

15.1 CQCURRENT STATUS

At the time of writing, most of the features necessary foedaining the feasibility
of the design have been either completed or are at least iata isidicating the
amount of work, which needs to be put into it:

e The common module for transmitting data from the tracketesys has been
completed and integrated into the vision tracking systeinis ias not yet
been done in the head tracking system, meaning that in thnelriale sce-
nario, the virtual world will not be correctly mapped ontettable because
the user’s view point in the virtual world cannot be set cctlserelative to
the user’s point and direction of view in the physical wor@ur experience
with the vision tracking system indicates that implemegptime module into
the HT system will not be a major problem.
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e The client part of the system has access to modules for iiageilata from
both the vision and the head tracking system and the abditynplement
these data into the scene graph. However, regarding thdrdatahe vision
tracking system, the GCVRT client is not perfect. There aoblems with
removing an association between a PHO and a VO and the dabcutd the
mapping is also not precise enough. Further experiments lmeusonducted
in order to perfect this interaction technique. Calibmatmf the coordinate
systems may be the key to resolve this problem. The sameeagplimouse
interaction. The connection between the PHO mappings aa@GBVRT
server has not yet been implemented.

e The functions for calibrating the coordinate systems hayebbeen imple-
mented. These are very important for creating a higher @egfesability.

e The landscape generator is at an experimental stage, whahsaand-
scapes to be generated, but not yet to be inserted into the gcaph.

e The logging system is able to log all information, but nottgeplay it back.

In general, the system is not yet operational. However, aftspof the design,
except for the calibration of coordinate systems, have le@emented and ex-
perimented with to a degree where one can say that the owsigin of each
module is viable.
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The design and implementation of a VR system is a very laigledéien involving
multiple external systems. In order to get a system, whiaksable in practice, it
is necessary to make the design and implementation aniveefabcess in which
every iteration is followed by a test. Due to time constrgithis has not been the
case in this project - but in order to get a usable system, #trba. Apart from
making a full implementation of the GCVRT system and a fakde test, we have
encountered some subjects during the analysis and desageglof the project,
which require further work. We will describe these subjentthis section.

INTEGRATION WITH A VR LIBRARY

One of the main problems in this project and its predecesBerGCVR system,
has been to integrate a VR library into the system, which le &b provide an
abstract support layer for input and output devices. Speadliji we are interested
in getting the GCVRT system to work with VRJuggler, which is @en-source
VR library. Unfortunately the use of VRJuggler presented@bfem because the
GCVR system on which the GCVRT system is built, is based o®ihenSG scene
graph API, which was not until recently supported by VRJeggrhe GCVR sys-
tem was based on OpenSG because it was a complete, portablsoprce scene
graph and because the VRJuggler development team pronssindiiuV RJuggler
support for OpenSG would exist in the 3rd quarter of 2001 sTms not the case.
We could have changed to another scene graph API, but thé gioihis project
was not necessarily to implement a fully operational system

Now, support exists and has been confirmed by developergdeutse VRJug-
gler development team. Therefore, an important part of theré work lies in

integrating the GCVRT system with VRJuggler in such a way ihput and out-
put devices can be perceived as simple abstractions. Thepog for CAVES,

panoramas, stereo vision using HMDs and a variety of differgput devices can
be accessible and it will be up to the users to choose.

FURTHER TESTING

Once the VRJuggler integration has been performed, futdsting becomes rele-
vant and the following questions must be answered:

e Which arena type works best and do the different types sugamh other?
At the time VRJuggler has been integrated, support for CAv&horama,
PC and the round table should exist.

e Does the working habits of the people involved become momorstructive,
co-operative or co-ordinated?

e Isitin fact possible to collaborate in a meaningful way mgvboth VR users
and round table users in the same virtual world?

It seems that the success of a system like the GCVRT systeandemn whether

it can improve on or contribute in some way to the way peopldaxally. If this
goal can be achieved, the real goal - to enable people toboolite even though
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they are located far away from each other - will be far easiexchieve. If people
close to each other can be persuaded into communicating ascomputerized
medium (that is, they communicate in a virtual world), thedalistance version is
not far away.

MEANS FOR ENCOURAGING CREATIVITY

In a system such as the one designed in this project, theitdesbom for being

more creative than what can be described by manipulatirepdyr existing 3D
models. Therefore, a more mature system should providest teo new types of
manipulation:

e Manipulation of sub-models: It should be possible to takeraqf an already
existing 3D model and treat it like it was a complete modelerEtrare several
ways to do this - one of them is described in [JUV02].

¢ Interactive 3D modeling: In a mature version of the GCVRTisgg many
interaction devices should be supported. One of those d&itrg of hand
gestures, which could be used for enabling users to form 03D models
with their hands alone.

Especially the second item would greatly improve the oppoty to find creative
solutions to problems being solved in a virtual world - bug thtegration of such
a module would require at least a set of complex messages B@VR protocol,
or in the worst case a complete redesign of the networkingubesd

INTERACTION

We have not paid much attention as to how users can contrahpaers of the VE -
for instance changing scale of a wind turbine or color of asgoiMost applications
in which user interaction is required have a minimum of usenflly interfaces to
functionality, but up until now we have assumed this add@idunctionality could
be accessed through a terminal. This approach would bedregifiin the long
run so we need to integrate these interfaces into the emaieah more seamlessly.
Therefore, we propose two different ways of accomplishihig that would be
interesting to investigate in the future.

e External GUI generator
We can use a GUI generator to create buttons, sliders, menasreas etc.
Many different generators exist, capable of generatinigiint source code.
This means that work has to be put into finding the optimal @nehe job,
both in terms of its ability to integrate with the existingsggm and in terms
of how it looks as opposed to what people would expect.

e Extend GeoObjectOSG
Another way could be to integrate the interfaces in the exgS6CVRT code
by extending the clas&eoObjectOSG and letting menus and buttons be
just another node in the scene graph. Whenever these objedstivated in
some way they would themselves know what to do - for instaetersng a
menu item would cause a cube to appear, textured with fileaameoving
a slider would make a turbine larger or smaller.
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Also, it should be considered, which approaches can be Utstdieely in stereo

visualizations and which cannot. To ensure portability ibwd be evaluated
whether or not the selected approach can be used withoulepnslin all the are-
nas we have discussed (the round table, CAVE, Panorama angdithGut major

changes.

From the different arenas we have a lot of ways to interadh wie virtual world
and, in reference to this section, with menus, buttons addrsl From what we
have discussed in this report the PHO stands out. PHOs gasteuse or wanda,
could be used to interact with the interfaces. For instadaeimpg a PHO under a
virtual button would activate said button. The immediatelgbem with the current
status of the tracking system is that it does not allow PHQ®tacked anywhere
else than in the plane - either the users must look down upsteatile in order to
be able to place a PHO under a certain menu item or anotheadtiten method
must be devised. An interesting question that could be amslwgith future work
is whether or not users want their interfaces the same plihd¢beatime (i.e. on
the table in front of them) or whether they want the abilityriove the interface to
anywhere they deem appropriate. If the latter is chosentandger is in the round
table scenario the question arises on how to place the PH®ctlyrin relation to
for instance the menu.

It should be analyzed what functionality users need acaeasd how that func-
tionality can be made available in all arenas (both to maimaodularity and to
reduce the learning curve of the interface system). Thiddea two possibilities -
either all interfaces could be made in one common way forrathas or maybe it
would be advantageous to optimize the interfaces for esamimageparately.

INFORMATION OVERLAY

In cases where the ability to move objects is not adequatee méormation is
needed than can be inferred from the objects in the virtualdvo

One way to provide such an overlay feature would be to duigitiee landscape
layer and make the duplicate transparent so that it doesdubfuather load to the
rendering process. This transparent layer could then Isedaabove the ground
level of the actual landscape and all information about pctidn or whatever the
user wants to show in the information layer could be drawnyritten on this layer.
Since the layer is a duplicate of the original landscape rf@ination written in
that layer will follow the contours in the landscape and whills always be visible
since they are raised above the ground level.

However, in certain situations the users might rather baout the information in

this layer, so it should be possible for the users to seleethdr they want the layer
visible or not. The easiest way to provide the users with suchoice would be to
have a menu for it. In WindPRO multiple information layers applied instead of
just one, each containing specific information which cantm if the user turn

the layer on through a menu. Similar functionality in GCVRdwd make sense
given that users are then able to enable several types omatmn to be overlaid

or just a single type of information.

If it is not of interest to have the information written at tberrect position in the
landscape, then another way to provide the users with theeideaformation could
be to have a small text area always visible to the user in lbegupper right corner
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of the display.

No matter if the layer option or the text area option is chosemill require that
new functionality must be added to the GCVRT system. This utediust be
capable of calculating things specific to the applicatieaaAt EMD it would as a
minimum have to be able to calculate the production of thiites, and possibly
the amount of noise at given points and maybe the amount dbsh#ickering for
neighboring houses. However, in an architect scenario evtieay are designing a
new office building that must provide a specified floor area,tttal floor area of
the building must be able to be calculated and shown in a datgd area as they
stretch or otherwise alter the structure. In this scenanoight also be interesting
to know how many floors there are in the building which couldshewn together
with the floor area information and it might even be interggtior the architects
to know how much ground area the building takes up, which isrtoér variable
that could be shown in the designated area, there are masybpities. In any
case, such an application area specific module must be ge¢klm order to have
the information overlay feature functioning. We imaginettm a future revision of
the GCVRT program, the implementation could include anrabstlass which the
programming division from e.g. EMD or some other firm who hadirgerest in
using the GCVRT system could then extend and provide methsitig the same
interface, so that it would not be a concern of ours. Ratlmer,people with the
knowledge of how to perform these calculations who haveadiyamplemented
the algorithms should also implement the functionalityi®@CVRT , instead of
us having to reimplement it and possibly introduce errorthéocalculations. This
strategy would also leave the GCVRT system maintainingdtsegc features and
it allows companies to extend the system with a module farutating application
area specifics, which in our minds is the best solution.
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As described in chapter 1, the goal of the project was to dewvisystem, which by
the means of the GCVR system allows individuals to collateovath groups (and
groups to collaborate with other groups) in a common thiiegedsional world by
manipulating three-dimensional virtual objects. Spealfic three scenarios of use
were defined and the users in each scenario should be ablégioarate with users
in the other scenarios as well as users in their own scen@tie.scenarios were:
The round table scenario, the single-user scenario and titteuser scenario. In
essence, the problem became to merge the concept of caitaeovirtual reality
with the concept of the round table and the associated soenfause.

We have analyzed how the GCVR system and the round table gboea be

merged both by investigating the theoretical CSCW aspefctoltaboration as

well as by identifying the technical implications of thishi¥ resulted in the design
of the GCVRT system.

During the analysis of the implications of the scenarioss#,we discovered that
a system supporting the scenarios mentioned should praevjgisistent environ-
ment such that both synchronous and asynchronous coltaleoveork can be per-
formed. However, due to the nature of collaborative workivaelements were not
perceived as being necessary - especially not in a geneal ¢ae system should
mainly be oriented towards the field of work, because thewitteal world would
represent that which users are collaborating on and enhbla to make changes
atwill. The system was also classified as being state oddrgeause of the design
of the GCVR system, which it is founded on. Regarding the tlastpoints, the
system was made more process oriented and also orientedvbatm®wards the
work arrangement by designing logging functionality, whaould enable users to
determine who was responsible for a specific change, as wedlcalling the entire
work flow.

We will now evaluate the design and implementation of the ®T\system in
relation to each of these concepts:

e Persistent

The fact that all messages must be sent through the sergdgdhthat if the
server is not turned off the state is preserved, and thelacdl the relevant
messages are logged in theg module all add to the persistence of the
data in the system. However, regarding the implementatietave not yet
implemented features for loading the created log, whichiernily renders
the Log module inoperable, and therefore in effect the only peraist in
the system is that the server maintains the state of theabivtorld in the
abstract world model.

e Passive
We have purposely not made any active layers since it is ndtérscope
of this project. The design of the GCVRT system is conscioushde very
modular, which allows additional modules providing actiagers to be im-
plemented if or when the need appears. It will be up to dewspho are
experts in their specific fields to implement these layers;esthey may be
very different depending on the specific area of application

e Field of Work
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The system is in its foundation oriented towards the field ofklbecause of
the abstract world model, which describes the state of aalitvorld. The
virtual world and therefore the abstract world model areespntations of
the field of work. The design and partial implementation eflthgging func-
tion does, however, pull the system slightly towards theknarangement
because it describes who is responsible for making sped¢iaoges in the
virtual world.

e State
The system is state-oriented in its foundation becauseecélistract world
model. However, when theog module is able to play back the log, the sys-
tem moves towards being process oriented. According toetvisad process
definition given in section 4.7 the system will be processmed when this
feature is implemented.

In section 9.1 the three fundamental problems are descnieidh the design had
to solve in order to incorporate the round table scenarichin GCVR system.
These were PHO-mapping, correct perspective and consysteBolutions have
been designed but due to time constraints, the system haseratfully imple-

mented and a well-defined test has not yet been performede edmplemen-
tation and tests have been performed, it will also be necgs$saverify that the

design is able to support transitions between the thredslefecollaboration (co-
ordination, co-operation and co-construction).

For the system to be usable in practice, it will in additioriite existing design be
necessary to design a user-friendly interaction schemth (wenus, for instance)
in cooperation with actual users. Also, the GCVRT systenmukhbe integrated
with VRJuggler or a similar system in order to provide supdor a variety of
arenas, which each have strong and weak points regardimgthetscenarios of
use as well as the mode of interaction (deity or mortal mo@g)ly then will the
features designed be usable in actual situations of pehatiork. The features
designed for the GCVRT system are those identified as beingmman for most
application areas. Nevertheless, if users wish to use théRIGystem in a sce-
nario where further information is required, the inforneatioverlay should also be
implemented.

At this point, we have proposed a new paradigm for collabegatvork, which
allows people who are not physically present to participateeetings on almost
the same premises as those who are. In order to enable peaméaborate over
long distances in a system such as the one described inloig,reollaboration in a
local setting must be done in a virtual or at least partialiyual world. When users
have been convinced that they can benefit from this locdilt is they have an
incentive to put on their HMDs etc., they may choose to do sp @ften. Once this
situation is common, the goal of enabling collaboratiomlaein people located far
away and people physically present at a meeting is easi§iradtle. Collaboration
between people in a purely virtual environment as descringdUVv02] is still
possible. However, to create a system, which convinceslgdbpt the trouble
of starting up the system for collaborating is worth it, isexywbig task. Such a
system must be very mature in all aspects in order to enabls tssolve problems
effectively. From that point of view, this project only resents the beginning.
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APPENDIX






A SPEAK FREELY CODECS

The codecs available in Speak Freely are: ADPCM, GSM, LPCL&@-10 and

of cause the default uncompressed speech transmissioailddetxplanations of
the different codecs can be found on the web page of the Corcations Re-

search Group, University of Southampton in Engfanth the following list we

will present the main idea in the codecs.

e Simple
When Speak Freely is in simple compression mode the compreisdossy,
since it ignores every second sample, and siogpleprovides a reduction
of the required bandwidth by a factor of 2.

e ADPCM and ADPCM+Simple
In Adaptive Differential Pulse Code Modulation the codedérthe differ-
ence between a predicted signal and the actual signal. @narihe pre-
dicted signal is correct, it can be described with fewer thiem the speech
signal. On the receiving end the subdivided signal is addelde predicted
signal which gives the reconstructed speech signal.

ADPCM + Simple is the above codec in which every second saispiet
transmitted, and thus halves the bandwidth usage of theccode

e GSM and GSM+Simple
Global System for Mobile communication - GSM.

The GSM audio codec describes a compression technique baged/sio-
logical characteristics in audio signals. The codec is grity known for its
use in mobile telephones.

GSM + Simple is the above codec in which every second samj@é isut.

e LPC,and LPC-10
Linear Predictive Coding is a codec for audio signals whilhased on a
model for human speech and therefore only stores the neggss@ameters
for the model. In this way a very high compression is achieffemivever
only for speech). The cost is that some of the charactesgigtithe voice is
lost and it has a metallic robot-like cling to it.

See http://www-mobile.ecs.soton.ac.uk/ for further deta
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B THE INTERSENSE

The information contained in this appendix is taken digeftthm the site http://www.isense.com/.
It concerns the InterSense IS-600 Mark 2 Plus.

IS-600 MARK 2 PLUS PRECISION MOTION TRACKER

The 1S-600 Mark 2 Plus delivers high-fidelity 6 Degree-oé&adom (6-DOF) po-
sition and orientation tracking without the issues asgediavith other tracking
technologies. Utilizing a hybrid of inertial and ultrasorsensing technologies, the
IS-600 Mark 2 Plus achieves performance and robustnessisufeany single-
technology tracking device.

The Mark 2 PLUS offers millimeter resolution, improved stityy and increased
noise immunity from environmental interference. The Rentiprocessor allows
four fusion mode stations to track simultaneously at 180H&rdwired SoniDiscs
provide maintenance free operation with a battery powengtbio available for
configuration flexibility.

SUPERIOR ACCURACY AND ROBUSTNESS

The 1S-600 Mark 2 Plus uses InterSense’s SensorFasMgorithms to obtain su-
perior orientation accuracy, through accelerometry wittasonic drift correction,
not just the pure time-of-flight trilateration used by othefl his results in vastly
improved update rates, resolution, and immunity to ultnésaterference

MoOTION PREDICTION

The 1S-600 Mark 2 Plus predicts angular motion up to 50 ms énftiure, com-
pensating for graphics rendering delays and eliminatinguator lag. InterSense
is the only company to employ the proven benefits of inertigjudar rate and ac-
celeration sensors to provide accurate feed-forward mairediction.

JITTER -FREE

The InterSense IS-600 Mark 2 Plus tracker virtually elinésathe simulator sick-
ness from jitter common to other systems.

FAST RESPONSE

The InterSense IS-600 Mark 2 Plus provides update ratesiifiz8vith extremely
low latency. Tracker-induced lag is removed from your \attenvironment.

NO SLOSH OR DRIFT

InterSense’s proprietary micro-machined inertial sensorand signal processing
virtually eliminates the sloshy response common to inchieters and the accumu-
lation of drift error that plagues ordinary gyroscopes.

DISTORTION -FREE

The InterSense 1S-600 Mark 2 Plus offers smooth, steadynsgp even in noisy,
metal-cluttered environments. Our patented inertial isgntechnology is not sus-
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ceptible to the electromagnetic interference that plagoespetitive tracking tech-
nologies.



