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Abstract

Collaborative work can be performed in many ways. One
way is to have a meeting with the people involved. How-
ever, this way of collaborating requires people to be physically
present at the same time in the same place. This report pro-
poses a scheme for transcending this constraint by introduc-
ing a way of performing and enhancing types of collaborative
work, which take place at a meeting table and can be described
by manipulating objects in a 3D world. It also enables people
who are not present to participate in the collaborative workon
the same basic premises as those who are.
The problem is analyzed using CSCW frameworks based on
coordination mechanisms and activity theory. The result of
the analysis is that a system, which provides a persistent but
passive environment describing the field of work and is mainly
state oriented, can support collaboration on a co-constructive
level.
On the basis of the analysis, a design based on the GCVR
system is made, which supports a combined short and long
distance approach towards collaboration. Also, the designal-
lows users to interact using common physical objects as input
devices by the means of a vision tracking system. The current
state of the implementation indicates that such a system canbe
constructed in practice and that it will be possible to improve
the collaborative work in both a local as well as a remote set-
ting.
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Synopsis

Samarbejde kan udføres på mange måder. En af disse måder
er at arrangere et møde mellem de involverede parter, men
denne type samarbejde kræver at parterne er fysisk til stedepå
samme tid og sted. Denne rapport foreslår en måde at omgå
denne begrænsning på ved at introducere en metode, hvorpå
møder omkring et bord, som kan beskrives ved at manipulere
objekter i en 3D verden, kan forbedres. Denne metode giver
også parter, der ikke er til stede omkring bordet, mulighed for
at deltage i samarbejdet på de samme basale præmisser, som
dem der er.
Problemet analyseres ved at bruge CSCW-metoder baseret
på koordineringsmekanismer og aktivitetsteori. Resultatet af
analysen er et system, der stiller et blivende, passivt miljø, der
beskriver arbejdsområdet og som hovedsageligt er tilstand-
sorienteret og som er i stand til at understøtte samarbejde på
et co-konstruktivt niveau, til rådighed.
På basis af analysen præsenteres et design baseret på GCVR-
systemet, som understøtter samarbejde både lokalt og over af-
stand. Designet tillader desuden brugerne at interagere med
systemet ved hjælp af almindelige hverdagsobjekter vha. et
computer vision baseret system, der oplyser objekternes po-
sition. Den nuværende tilstand af systemimplementationen
viser, at systemet kan konstrueres i praksis og at det vil være
muligt at forbedre eller understøtte samarbejde i både lokal
sammenhæng og over afstand.
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PREFACE

This report serves as documentation of the work done by the project group during
the first term of 2002. The project is a continuation of the Generic Collaborative
Virtual Reality (GCVR) project (described in [JUV02]), which took its origin in
the project proposal "Virtual Environment for DistributedCollaboration" proposed
by Erik Granum, Henrik Rojas Nagel and Peter Bøgh Andersen.

The report is divided into three major parts: Analysis, design and finally conclu-
sion. The third part explains the status of the implementation, a specification of
how to test it, suggestions for further work on the project and finally the conclu-
sion of the report.

Throughout the report, specific standards are not necessarily kept in the figures.
However, when describing class hierarchies, the UML standard will be kept.

When referencing an external source of information, the references will keep the
following format: [JUV02]. The exact reference can be seen in the bibliography
on page 124. In order to improve the readability of the report, function names
are emphasized like this:someFunction. Class names are written like this:
SomeClass.

During the project, a number of people have contributed. Especially, we would like
to thank:� Moritz Störring at the CVMT research group at Aalborg University for help-

ing the project group to use the vision tracking system, which he is involved
in the development of.� Per Nielsen, president at and co-founder of EMD for evaluating features
proposed by the project group and allowing us to analyze the working habits
in his company.

Without the contributions of these people, vital parts of the project could not have
been completed.

Flemming R. Jønsson Jens Peter Vester

Jacob K. Uhrenholt
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1 INTRODUCTION

Today, systems providing interpersonal communication aremainly focused on long-
distance communication. Examples are email, telephone, collaborative virtual re-
ality systems etc. That is, systems which enable users to collaborate despite the
fact that they may be located far away from each other.

Short-distance communication, however, has not yet received the same attention
because human beings are equipped with means for performingthis task effec-
tively. Nevertheless, some collaborative tasks involvingshort-distance interper-
sonal communication can sometimes be improved.

Imagine a situation where a group of people, say five, need to make an agree-
ment concerning the placement of a number of buildings at a new city plaza. They
would sit around a table and see a perspectively correct three dimensional visual-
ization of the plaza in the center of it. The city planners would be able to visualize
three-dimensional models of the buildings which should be placed at the plaza and
interactively change the position and other attributes of the buildings. In order
to easily and intuitively interact with the sub-models of the visualization, the city
planners would place a physical object at the position on thetable where they want
the virtual objects to be placed. The software would then visually track the physi-
cal object and map it with the virtual object. In that way, when a physical object is
moved, the virtual object follows it.

Imagine a somewhat similar example where two groups of city planners, sitting at
two tables located in different buildings, cities or countries. The two groups would
be able to see the same visualization and interact with it in the same way as if they
were sitting at the same table.

Now imagine that several groups of city planners and some people living near the
plaza were going to reach an agreement on this matter. The groups of city planners
would be able to sit at tables and see the visualizations. Theremaining people
would be able to sit at home at their PCs and via their network connections be
able to see a representation of the virtual world. Furthermore, they would be able
to enlarge the virtual world and move through it just about the same way as they
would, if the current plan had been carried out. These peoplecould also very well
be invited to take part in the discussion by placing them in a panorama arena or
allowing them to experience the plaza from a CAVE.

For these scenarios, two modes of interaction would be interesting (both concepts
are described in [LJDV96]):� Deity mode: The city planners would be very interested in watching the city

plan from a schematic point of view and they would need to be able to move
and make other changes to the three dimensional models.� Mortal mode: The users of the city plaza would mainly be interested in
experiencing the plaza, as they would if it had already been built. They
would, however, not be allowed to move the structures in the scene.

We cannot take credit for all of these ideas. The Virtual Round Table project (VRT)
described in [BMS00] has already proposed the short-distance communication part
of the described scenarios. What we propose, however, is a combined short- and
long-distance interpersonal communication system allowing a variety of arenas to

1



2 Introduction

be available. We have already described a design which allows this: The Generic
Collaborative Virtual Reality system (GCVR) (described in[JUV02]). The chal-
lenge which we will take up in this project is by the means of GCVR to create a
system which enables all of the above scenarios to be carriedout.

1.1 SCENARIOS OF APPLICATION

In this section we will describe some scenarios, which are possible in a system such
as the one described in the introduction. We will base this system on the GCVR
system, which we have developed and which provides a wide range of basic fea-
tures which are needed in a collaborative virtual reality system. We will not list the
features of this project here but merely refer to the GCVR report (see [JUV02]) for
an in-depth analysis, design and discussion. The system, which we will describe in
the present report, will therefore include all of the features described in the GCVR
report. We will now focus on some basic features which separate this project from
the GCVR project.

One way of making a user see a perspectively correct 3D visualization is to equip
the users with partially transparent head-mounted stereo displays (HMDs). An-
other way is to place them in CAVEs or in front of a panorama or astandard PC
monitor and equip them with shutter glasses. What we need is acombination of
these possibilities in order to enable users to collaborateas independently as pos-
sible of their specific arena1.

At this point we propose three basic scenarios for using the system which could be
combined in any way:� The round table: The users sit around a table and see a visualization on the

table between them. This visualization can be made by the means of partially
transparent HMDs. That is, when there are no objects in the virtual world or
a user does not look at an object, the HMDs are fully transparent. When the
user looks at an object in the virtual world, the object appears before him,
but all other parts of the HMDs are transparent.� Single-user: One user per arena interacts with the system. The arena could
be a standard PC or a CAVE. The user will see only objects whichare loaded
into the virtual world.� Multi-user: Many users are able to watch a session of collaborative work
from one common viewpoint in the same way as a single user. In this case
the arena will be a panorama. Interaction will be available for one user at a
time.

The system must support the interaction possibilities defined in the GCVR project
(movement and interaction by the means of mouse, keyboard and wanda). Also, it
must be possible to move physical objects and map their positions into the virtual
world. A vision tracking system providing the necessary data is already under de-
velopment at the Computer Vision and Media Technology research group (CVMT)

1We will use the term arena for the combination of input and output devices which determines
a user’s interaction possibilities - for instance a PC with akeyboard, a mouse and a standard PC
monitor.



1.2 The Report 3

at Aalborg University and we will integrate a development version of this system
with our own. A variation of the round table scenario would beto use physical
objects to manipulate the geometric patterns of 3D models, but show the result on
a computer screen or using a projector. This variation may beuseful in situations
where HMDs and various tracking devices are not options.

1.2 THE REPORT

In the next part of the report, we will analyze the area of collaboration in the context
of the scenarios and problems stated in section 1.1. We will introduce the classifi-
cation framework of coordination mechanisms and a theory ofcomputer supported
cooperative work (CSCW) based on activity theory in order todetermine the exact
requirements for making a system capable of supporting the scenarios mentioned.
Also, a company (EMD), which is involved in the development of wind farms will
be consulted in order to ensure consistency between the analysis and actual user
requirements. The analysis will be followed by a design, which describes how a
system supporting the requirements can be constructed. Finally, parts of the sys-
tem which prove the viability of the design will be implemented and a test will be
specified.





Part I

PROBLEM DOMAIN ANALYSIS

AND FUNCTIONAL

REQUIREMENTS

In the analysis existing technologies are investigated after which the classifi-
cation method of coordination mechanisms is introduced. The method is then
applied to three scenarios (round table, single- and multi-user) and it is de-
scribed how the systems differ in some places and how they aresimilar in
others. This results in the conclusion that the three paradigms can be com-
bined and a new system takes form. A discussion of possible features in such
a system follows. Then a selection of essential features is made on the basis
of meetings with a company, which is involved in designing wind farm lay-
outs. Finally, the requirements for the new combined systemwill be identified
and a classification of this system using the described classification method
concludes the analysis.





2 EXISTING TECHNOLOGIES

Since this project in part builds upon the conceptual framework of the Virtual
Round Table (VRT) project (See [BMS00]), a project concerned with the devel-
opment of an augmented reality (AR) workspace, we will in this chapter introduce
the state-of-the-art for related systems. The covered topics fall into the area of
virtual reality (VR) and AR in a distributed collaborative setting.

2.1 AUGMENTED AND V IRTUAL REALITY� Virtual Round Table
The VRT system was developed as a proof of concept that semi-transparent
head mounted displays and place holder objects (PHO) could be utilized for
creating a new way of interacting with a virtual world. The concept of PHOs
was about assigning a virtual object to a physical object, thus forming what
they define as an interaction unit. By moving the PHO the virtual object is
affected by a corresponding movement in the virtual environment.� ARTHUR
ARTHUR is strictly speaking not an existing technology as itis still under
development. It is, however mentioned here because it uses avision tracking
system from which input data can be obtained.

The ARTHUR project has been developed with a local collaborative work
setting in mind. It is thought of as a tool for architects, whowill use it during
the design phases. It is supposed to work as follows: A group of architects
are gathered in their normal work setting, with all the normal appliances.
Putting on shutter-glasses connected to a PC and a vision tracking system,
they will be able to see 3D graphical models of arbitrary objects (house,
tree, car, wind turbine etc.). It will make available tools for altering and
positioning the models.

The ARTHUR project is being developed by some of the same people who
were involved in the VRT project and makes use of some of the best ideas
from the VRT system, but adds further functionality to it. The most impor-
tant parties in ARTHUR compared to VRT from our perspective are: Saab
Avionics, which is developing a high resolution head mounted display and
the CVMT research group at Aalborg University which is developing the
computer vision tracker system.

The ARTHUR project use PHOs much in the same way as the VRT system -
to influence the data one must influence the physical object. This notion lim-
its collaboration to a local setting, in as much as the virtual objects coupled
with physical objects are concerned.

The new GCVR system will differ fundamentally from ARTHUR because
it will make available the same functionality in a remote setting as well.
As mentioned in the introduction future inhabitants of a city plaza can make
their opinion available to either the architects or the cityplanners - an opinion
derived from having actually experienced the new plaza fromtheir private
computer (not necessarily situated in the same room as the architects). In
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8 Existing Technologies

addition, if applicable, remote users will have the opportunity of altering the
virtual environment (VE).� DARCDA1

Distributed AR as presented in [AKea95] augments a video stream of the
real world with virtual objects. The augmented video is thenstreamed to
each user who sees the result on a high resolution monitor in 3D. Our ap-
proach uses similar techniques. We use existing information about the phys-
ical world (ARTHUR uses vision tracking of PHOs) to act as information
brokers to a remote VR environment. Given knowledge of each physical
object our approach will enable a 3D stereo experience at theremote site, in-
stead of a 3D video feed. Additionally, we incorporate the benefits users get
from actually sharing the same physical space, DARCDA does not. Users
in DARCDA would still look at a monitor even though collaboration takes
place locally.� Office of the Future
The futuristic ideas for the office of the future presented in[RWC+98] offer
many ideas on how CSCW can be supported in a local as well as remote set-
ting using the same equipment. They use spatially immersivedisplays (SID)
in a non-intrusive way (also known as ubiquitous computing). Previous SIDs
(i.e. CAVE) required highly specialized equipment but gavethe user a 3D
stereo view of the virtual world - the office of the future doesnot. In Office
of the Future the traditional SID is replaced by existing surfaces (i.e. walls
and tables). The imagery displayed on the SIDs are then rendered in 2D. All
imagery is comprised of a video feed enhanced with virtual data - that is, all
users and their offices are captured on video.

The idea of this office coupled with ubiquitous computing is that it can act as
a normal office when no distributed collaborative work is required. The fact
that the office is capable of much more is invisible. It is whendistribution is
required that the office comes to life. Images of remote offices and users are
projected onto existing surfaces, so that it appears to users that everybody
are located locally.

This application does not use PHOs. Manipulation of the virtual environ-
ment is done directly to the virtual object. We wish to keep PHOs as the
interaction unit when collaborating locally, in addition to the ability to col-
laborate from a remote location. Keeping the third dimension also has the
advantage that users can move around, over and into objects in the VE at
their leisure. In addition GCVR provides both an AR and a VR setting -
GCVR is still applicable when collaborating locally.� Studierstube Workspace
The Studierstube Workspace as described in [FS] and [FSH00]is a toolkit
extension to the Studierstube system. The Studierstube project resulted in an
AR system capable of supporting multiple co-located users working on a sin-
gle model (called data context in [FSH00]). The workspace extension adds
two distinct functionalities: Multi-context and multi-application. They try to
make a (as much as possible) general toolkit to use with AR applications.

1Distributed Augmented Reality for Collaborative Design Applications.
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Like our approach they see the benefit of incorporating physical objects into
a VE. In the Studierstube project the physical objects act astactile interfaces
to the VE, much like ARTHUR uses PHOs. Each user is equipped with a
pen and a pad through which interaction is accomplished. However, PHOs
in ARTHUR and GCVR are shared among all local participants, encouraging
users to use every day turn-taking techniques.

In many ways the Studierstube Workspace project is like whatGCVR will
eventually become - multiple users can work on the same graphical 3D
model from remote sites. Each user is able to see the model from his own
point-of-view and interact with it using the pen and pad (or PHOs in GCVR).
The world is seen through shutter glasses worn by each user.

The major differences are that the new GCVR system will use both AR and
VR technology, whereas they only use AR.� CAVERNSoft
CAVERNSoft [LJD97] is a collaborative software system which runs on the
CAVE Research Network which uses CAVE-based virtual reality hardware,
high-performance computing resources and high-speed networks. The aim
is to support collaboration in the areas of design, education, engineering and
scientific visualization.

The CAVERNSoft system is similar to the GCVR system in some respects.
However, where the GCVR system is in part aimed at low-end computers
residing on low-end networks, the CAVERNSoft system is aimed at state-
of-the-art hardware and supports collaboration within most of the areas men-
tioned above.

In general, one could say that where the GCVR system is a smalland rel-
atively simple framework on which collaborative VR systemscan be built,
CAVERNSoft is a large, full-featured, customizable VR system aimed at
both stand-alone and collaborative VR applications.

As can be read from the above description technologies capable of accomplishing
some of (or similar) effects of what GCVR set out to do alreadyexists. How-
ever, we believe that the new GCVR system can provide an alternative to all those
projects in some way (as described above). The major difference is that the GCVR
system combines a pure VR and an AR-like environment, enabling users both in a
local and a remote setting to collaborate on arbitrary models. This in addition to
the capabilities of the earlier GCVR system as described in [JUV02].

2.2 TYPES OF REALITY

The design of the GCVR system was intentionally made as widely applicable as
possible, which is why the GCVR system can be applied in both an AR context
as well as a VR context. In fact the GCVR system can be applied in the entire
mixed reality (MR) spectrum as shown in figure 2.1 as well as VR. In the article
[MK94] Milgram and Kishino defines what mixed reality is and how the differ-
ent types of reality relates to the virtuality continuum. Most people are familiar
with what VR. However MR comprising AR, and augmented virtuality (AV) will
be introduced according to the definitions in the article. Infigure 2.1 Milgram’s
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virtuality continuum can be seen. It shows how the paradigmsare distributed in
the continuum.

Augmented
Reality

Augmented
Virtuality

(AR) (AV)

Mixed Reality (MR)

Virtual
Environment

(VR)

Real
Environment

Figure 2.1:Milgram’s Virtuality Continuum.

M IXED REALITY

Mixed reality covers the entire paradigm of merging the virtual and the physical
and is a very broad definition. Mixed reality covers the definitions of augmented
virtuality and augmented reality but not the completely artificial reality.

An advantage with regards to how users perceive the reality of the 3D experience
is that it is easier to show the user what a given scenario willlook like in real life
after the proposal have been implemented in MR than it is in pure VR. E.g. when
planning wind turbine sites one of the requirements is typically that the turbines
are not allowed to be an inconvenience to people living nearby. By using some
form of MR it is possible to show users how the turbines will look from their house
- how big it will seem, how the turbine will cast shadow at a given time of day of
the year etc.

AUGMENTED REALITY

In [MK94] the definition of AR is that:

”As an operational definition of Augmented Reality, we take theterm
to refer to any case in which an otherwise real environment is“aug-
mented” by means of virtual (computer graphic) objects. . . ”

When talking about real environments, we define it to mean alltypes of existing
physical environments that one can see, both directly in thereal world or by way
of a video feed on a screen.

Typically an AR environment can be obtained by using see through glasses in
which only a small part of the glasses are filled with virtual objects.

AUGMENTED V IRTUALITY

AV is closer to a completely virtual environment. In this context, what is being
augmented is no longer the real world, but a computer generated world. In AV the
virtual objects can be augmented by e.g. overlaying the faceof an avatar with a
video feed of the human that the avatar represents and thus convey facial expres-
sions in the virtual world. An AV environment is primarily created using conven-
tional immersive or non-immersive graphic displays.
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V IRTUAL REALITY

In VR, the computer is responsible for creating everything the user can see. In AR
the system either receives an image of what the user can see ora semi-transparent
display is used. The computer’s task is then to place the virtual 3D objects in this
image.

In a VR context, much effort would have to be put into creatinglife-like 3D models
to present the user with as much information as in MR and AR in particular. E.g. it
requires much computation to render facial expressions andhaptic feedback in VR,
while these factors can be seen directly in AR, and thus no processing is necessary
to accomplish this. What is important to note here is that in [MK94], VR is defined
as being a pure computer generated world. It is very hard to create a very realistic
computer world without augmenting it with textures or images from the real world,
and thus moving the framework towards an AV context as definedby Milgram and
Kishino. However it is common today that VR is used as the terminology for such
virtual worlds, and we will therefore adopt this definition.

2.2.1 GCVR IN THE REALITY -V IRTUALITY CONTINUUM

In our project we wish to support platforms using MR, as well as platforms us-
ing VR. This way we will be able to support collaborative workbetween e.g. a
round table collaborative system and a collaborative VR system in the panorama
or CAVE. In round table sessions, the hardware will typically be much slower than
the dedicated hardware available in the VR arenas.

Even though the hardware is slower the round table users muststill maintain a good
level of immersiveness so that users feel they are present atthe site. Head tracking
for the individual users is necessary so that they can move their head and look at
the virtual objects from different angles. As input in the ARsystem where users
are in a real world context it is natural to use real world objects to interact with
the world. One could imagine computer vision based interfaces, or even simple
interfaces such as keyboard or mice present at the table or maybe a combination.





3 APPLICATION CONTEXT

An objective of this project is to determine which features are necessary for the
system to be usable in practice. For this purpose we have contacted a Danish energy
consulting company - EMD1. Amongst other things they present suggestions to
customers and in this process some iteration is involved. Itis our intention to use
EMD for supplying the use case and a scenario in which our system can be applied
to assist in cooperation. The following section contains anintroduction to the areas
of work EMD performs in which we can apply our system.

3.1 EMD

EMD’s primary task is designing wind farms, small as well as big, and they work
with both land-based and sea-based wind farms. Their main tool for assisting them
in this task is a software package they have developed in-house, but at the same
time it is also sold to clients who wish to do the calculationsthemselves, instead of
hiring EMD consultants.

3.1.1 EMD’S WORK PROCESS

The final result of EMD’s work is a presentation for the customer and other inter-
ested parties, but for EMD to be able to do a presentation the following needs to be
carried out:

1. Site inspection

(a) A site inspection is performed during which pictures of the surround-
ings are taken from the selected viewpoints.

This means that the viewpoints are static and therefore mustbe de-
cided upon in the beginning of the process. Otherwise the consultant
will have to do another site inspection which is a costly affair for the
customer.

(b) During the site inspection it is also noted whether or nottrees, hedges
and structures in the area fit with the map information for that site.

2. Creating the energy map.

(a) The map of the area is analyzed in the office. In this analysis hedges,
houses and other information that has influence on the wind flow is
entered into their calculation model in order for it to be able to calculate
the wind flow on the site more accurately. Together this information
forms what is called roughness data.

(b) Height contours of the area are entered into the system together with
the roughness data. They provide the model with a calculation model
of the area which is as accurate as possible.

1EMD was formerly known as Energi- og MiljøData, however the name was changed to the
abbreviation in 2000.
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(c) Wind statistics from the national weather service is applied to the land-
scape model and together with the roughness data and the height con-
tours an energy map of the site can be calculated. This energymap is
static once it has been calculated, unless information in step 2a or step
2b is changed.

3. Positioning the wind turbines

(a) The consultant’s next job is to place the wind turbines inthe area so
that noise requirements are met and production is optimized. This step
can be iterated over and over without having to perform step 1and step
2 again.

4. Calculating the production

(a) After having placed the turbines, the total production for the wind tur-
bines is calculated, based on the energy map and the data of the wind
turbines, and a data sheet of the site is printed on a poster for the pre-
sentation.

5. Creating the visualization

(a) A visualization, a so-called photo-mockup, of the area is made. The vi-
sualization can only be made from the viewpoints from which pictures
were taken in step 1a.

6. Presenting the results

(a) Finally the project results, the calculations and the visualizations, are
presented to the customer, the neighbours and the authorities. Usually
it is not until this point that objections to the site layout are made.

As can be seen from the above process, it is a cumbersome job for the consultant to
do such a site calculation. If changes are made in step 6, he will have to redo steps
3, 4, 5, and finally the presentation in step 6. However, the amount of presentations
are kept to a minimum, since they are quite expensive for the client, and also rather
difficult to arrange in that all parties have to attend and approve of a design in order
for it to be accepted. Therefore, the final decision on the site layout may not be
what is the optimum solution in which all parties are happy with the results. Our
contact at EMD has stated that tight budgets in the projects often inhibit the amount
of meetings. This is because all parties must travel to the meeting, a presentation
must be performed and if alterations have to be made, EMD goesback to the office
and creates a new presentation after which another meeting is scheduled. In an
attempt to improve this process, they often present two suggestions at each meeting
and then the customers and the critics can better describe which type of site they
prefer so that the consultant has a better idea of what is required.

It all boils down getting the acceptance of the government, the neighbours and
environmental organizations if it is close to an area in which they hold a special
interest. Therefore, the visualizations are imperative and must be performed in
order for EMD’s customer to get their project accepted. One such photo mockup
can be seen in figure 3.1.

In such a mockup the image is static and for each time of day andeach viewpoint a
new mockup must be created and a new photo must be taken. This means that the
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Figure 3.1:Example of EMD’s photo montage tool. The top image is the original
picture taken on site, and the bottom picture contains a mockup showing the site in
a future representation.

client can only get a visualization that shows the site at thetime of year and day
the picture is taken. If they wish for visualizations duringboth the fall, autumn,
summer and winter, or simply just in the morning and in the afternoon - different
photos will have to be taken. Apart from the fact that it will have to take place over
an entire year or day, it will be quite expensive for the client to have a consultant
go take the pictures since an entire day is spent each time. One could argue that
the clients could take the pictures themselves. However, this requires intricate
knowledge of photography and how EMD’s photo visualizationsoftware works,
since it is crucial for the visualization that the correct focal length is used and that
the camera is focusing on the exact same point during all photo sessions. This is
not a simple task. Together with the cost, this is probably why it is rarely done this
way.

3.1.2 COLLABORATION

By the means of a system based on this report, EMD will be able to provide the
client with a mockup of the wind farm very early in the consulting process, which
the client can then show to the affected parties, so that theycan better consider
the effects of the layout visually as well as geographically. Large wind farms often
meet resistance in the community due to the fact that wind turbines are so large and
that wind turbines generally disfigure the environment. However, criticism is often
based on maps of the area and dots on that map and visualizations from predefined
viewpoints. This is typically a time- and money consuming process. If people
were able to see what the environment would look like by beingin deity mode
or mortal mode as described in section 1.1, it would provide both the proposal
advocates and opponents with a much better reference frame for their arguments
concerning the visual impression. Also, it would be possible to see the site from all
the viewpoints one could imagine since it is a virtual model in 3D. Also, one could
show different times of year simply by changing the texture of the landscape and
the artifacts in the landscape. An inexpensive method for creating 3D landscapes
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and the use of standardized 3D models could lower the consumption of time and
money considerably.

In the realm of collaboration, a GCVR-like system would introduce the possibility
to have meetings over the internet in which many intermediate suggestions could
be shown over a short period of time and with a relatively small effort. Thereby
such a collaborative system could possibly improve on the result since people have
had more options and by being able to see the site from all angles it will make it
much easier to say what they like and do not like about a project.

A third possibility would be that a consultant is located in his office and some
of the meeting participants are located in a meeting room in another county or
country while others are located in their homes. In this setting they could then use
the network to communicate and show each other solutions andask questions and
they will then be able to alter the suggestions during the meeting and see the results
right away since the consultant does not have to do a new photomockup. There are
many possibilities in such a system and more of them will be explored in section
5.2.



4 COORDINATION M ECHANISMS

In this chapter we will describe a method for analyzing meansof coordination. We
will then apply this method to the GCVR system, the VRT project, and EMD’s
current procedures in order to place them in the context of CSCW. On the basis of
this classification, it will be possible to determine whether or not the systems are
compatible, and to associate common CSCW concepts with the problems encoun-
tered.

The fundamentals of the method were developed by Kjeld Schmidt [SS96] and
have been applied to several projects, such as bug reportingwithin the S4000
project at Foss Electric and others. A more recent study [ACN00] has identified
four key areas that must be analyzed in order to classify a system.

It is the method applied in the article [ACN00] that we will adopt throughout the
rest of the analysis. In the article, a comparison is done between an artifact based
coordination system in the form of the bug reporting system used on the S4000
project, and a verbal coordination system used on the bridgeof the container car-
rier M/S Sally Mærsk. From this comparison they reach the conclusion that co-
ordination in a CSCW system can be classified from a pragmaticpoint of view:
Persistence of the communication versus non-persistence and active versus pas-
sive. And from a semantic point of view: Process versus stateand field of work
versus work arrangement. The definitions are given later on in this section.

As our project applies coordination between different co-located and non-co-located
people utilizing verbal as well as artifact based coordination (alterations to the 3D
world) the method developed in [ACN00] can be adopted in thisproject.

For an in-depth description of the method, the following articles must be consulted:
[SS96], [SCSD96] and [ACN00]. As an introduction to these definitions we will
start out with the definitions as given in [ACN00].� Persistence/Non-persistence

”By a persistent medium we mean a medium that maintains its
information over time. In non-persistent media, information is
lost and must be recorded elsewhere.”� Active/Passive

”By passive media we mean media that cannot cause actions to
happen by themselves, whereas active media can do this without
human intervention (i.e. when executed on some machine).”� Process/State

[ACN00] describes a process oriented mechanism as also defining the proto-
col by which collaboration and the future is achieved. From [SS96] we have
an abstract description of such acoordinative protocol:

In proposition 5 of this article it says

”A coordinative protocol is a resource for situated action inthat
it reduces the complexity of articulating cooperative workby pro-
viding a precomputation of task interdependencies which actors,

17
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for all practical purposes, can rely on to to reduce the spaceof
possibilities by identifying a valid and yet limited set of options
for coordinative action in any given situation.”

Our interpretation is that a protocol is simply a set of procedures and rules
defining how collaboration should proceed. Additionally these rules stipu-
late what must be done to achieve the future and what happens during i.e.
break-downs.� Common Field of Work/Cooperative Work Arrangement
In [SCSD96] they define the common field of work as follows:

”The interdependent tasks and the world of objects and processes,within
which they are performed, are referred to as the common field of
work in an attempt to underline the difference between isolated
work phenomena and work tasks that have a bearing on actors,
and beyond the field of work of the individual actor.”

From all three of the earlier mentioned articles we have the following inter-
pretation that the common field of work is defined as the above definition and
that the cooperative work arrangement isa system of multiple actors who are
interdependent in their work.

The following section contains our interpretation of the above four terms constitut-
ing the domain of coordination mechanisms.

4.1 PRAGMATIC DIMENSIONS

In [ACN00] it is argued that the classification mechanism canbe split into a prag-
matic and a semantic part. The pragmatic classification mechanisms describe fea-
tures of the medium through which communication takes place.

The features describing the medium are the persistence and non-persistence, and
whether the system is active or passive.

4.1.1 PERSISTENT OR NON-PERSISTENT

What decides whether coordination is done in a persistent ornon-persistent way
is the type of communication. If the communication is artifact-based, that is e.g.
written down or shown in schematics or otherwise persistent, then the method is
also persistent. If, however, the communication is performed verbally then the
communication is non-persistent.

The main difference between the two types of communication is that in artifact-
based communication the present state of the field of work, its history and possibly
its future are made persistent and thus publicly available.This is not the case in
verbal communication.

When considering the two methods of communication, it appears that a persistent
method is preferable. However, it is not so in all cases, which the following exam-
ple shows. In [ACN00], an example of this is the analysis of the communication
on board the M/S Sally Mærsk. In the analysis it is noted that even though it would
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improve the work setting for the people to communicate usingan artifact based
communication method in which information become persistent it is not a flexible
enough method for the scenario. On board the ship, decisionscan have a serious
impact and it must be possible to alter the wrong decisions ina very fast manner.
Therefore, communication must be very swift and efficient. Persistent communi-
cation is not very flexible since it requires the informationto be transferred to the
field of work or to the medium before people receive the information.

In the rest of the report, we will denote coordination where all information is some-
how transferred to the medium as being persistent. This means that the commu-
nication is artifact-based and therefore the medium maintains its state over time.
E.g. the communication is written down on paper, or described as alterations to a
3D model. Non-persistence shall be known as the opposite, inwhich information
is lost.

4.1.2 PASSIVE OR ACTIVE

Decisive for whether the system is passive or active is whether the system can
cause actions to happen on its own. In [ACN00] there is an example of an active
system used for monitoring ships on the river Elb, Germany. The system is located
at the vessel traffic service (VTS Elbe) station in Bremerhaven. This system is an
active system, since it updates the position of ships without human intervention. It
also warns the operator if two ships are in a one-ship only zone. The system also
predicts whether or not two ships will need to pass each otherin a one-ship-only
zone.

We define an active system as a system, which causes actions tohappen by itself,
as described in the example above. A passive medium is a medium which cannot
cause actions to happen by themselves.

4.2 SEMANTIC DIMENSIONS

The semantic dimensions relate to the meaning of the medium:Process and/or state
and field of work and/or work arrangement. The semantic dimensions can be seen
as a continuum. In several cases both of the opposing dimensions will be present
in some more or less dominant way. In these cases the dominantdimension will be
selected.

4.2.1 PROCESS OR STATE

The concepts of process and state are a bit more loosely defined than the pragmatic
dimensions. Therefore, we use examples of classifications of process and state
systems and explain why they belong to one or the other.

The VTS system is a system for indicating possible problematic situations on the
river Elb. The system does not explain how to solve the problem, it only gives
information about the state. Therefore, the VTS system is a state oriented system.
That is, a system wherein the current state and possibly future states are described,
but it must not have any descriptions of other parts of the process whether future
or past.
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In the S4000 project, the computerized bug reporting schemecontains, not only
the current situation, but also the history and what the nextstep is according to the
protocol. Therefore, the S4000 project is a process oriented system, since it defines
what actions should be taken from here, but it is also a state oriented system, since
it describes the current state.

We define a process oriented system as a system in which a description of the
process and what to do next is explained.

4.2.2 FIELD OF WORK OR WORK ARRANGEMENT

We will adopt the definitions of [ACN00] for field of work and work arrangement.
A work arrangement is classified as a group of people performing a set of tasks.
A cooperative work arrangement is a work arrangement in which the tasks are
interdependent. This means that a cooperative work arrangement is defined as a set
of tasks and who those tasks should be performed by.

Tasks oriented towards the field of work are the interdependent tasks, the processes
and objects within which the tasks are performed. Field of work is thus a classifi-
cation indicating a state of the real world.

We will adopt the definition made in the introduction to the current chapter.

In the following section we will apply the described framework to existing tech-
nologies such as GCVR, VRT and EMD’s own software. This way wewill be able
to classify these systems in a way that allow us to determine whether the systems
and the way work is done with them are compatible with the other systems.

4.3 DISCUSSION OF THE V IRTUAL ROUND TABLE EN-
VIRONMENT

The VRT is - in the words of its inventors - a collaborative augmented multi-user
environment. It is based on:� Collaboration between multiple users.� Augmentation of the working environment of the users (AR).� Interaction with 3D objects.

The basic idea is to produce a perspectively correct 3D stereo visualization of a
virtual world within the physical working environment of the users. The users are
intended to be able to see each other and use normal human behavior (e.g. speech,
gestures, facial expressions) for communicating with eachother despite the fact
that they are wired up for using the VRT. The VRT developers classify their idea
as being within the scope of augmented reality.

According to the definition in section 2.2, the VRT system canbe classified as an
AR system. However, in this report we will classify the VRT paradigm as being
within the scope of virtual reality. This is due to the fact that the augmentation
of the physical world takes place without associating any significant real-world
objects with virtual ones. The only physical objects associated with objects in the
virtual world are place holder objects, which in turn represent the actual, real-world
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objects. If the system was an augmented reality system, it should be able to utilize
real objects in a more general way than just as input devices,which is the case in
the VRT paradigm. That is, the objects in the virtual world should be associated
directly with the objects, which are represented by place holders in the current
system. In section 2.2 the AR-VR continuum is described and the VRT does not
fit perfectly into any of the categories.

In order to be able to determine the usefulness of VRT in relation to this project, we
will classify it using the powerful framework described in the previous sections.� Persistent/Non-Persistent

The VRT-article (see [BMS00]) does not make clear which of these proper-
ties that characterizes the VRT. However, the nature of a system like the VRT
indicates that a virtual world is persistent as long as it is not being restarted.
That is, if and only if it is possible for users to leave and join the virtual
world at pleasure. Since the VRT seems to be aimed at small groups of con-
current users who use the system for explaining something orfor reaching
an agreement, it does not seem likely that some users will leave the system,
turn off their terminals, but come back later and join the session again. The
nature of the VRT with regards to persistence has not been made explicit in
the article describing it in its purest form. Also, there does not seem to be
an immediate need for total persistence1 since the scenarios for its use take
place in a local setting. Therefore we will characterize theVRT as being
non-persistent.� Active/Passive
The VRT is intended to support collaborative work, which makes the inter-
action of people its primary task. Therefore, the system is basically passive
in nature. One might be able to find active elements which could enhance
the collaborative work. However, since the article only describes the very
basic elements of the VRT concept such specialized featureshave not been
mentioned. We will classify the VRT as being passive.� Work Arrangement/Field of Work
Systems such as the VRT are basically maps with tangible objects on them.
The maps describe the field of work. The responsibilities of the users, par-
ticipating in the decision of how a map-state is configured isnot described in
any way - or taken the least bit of interest in. Therefore, theVRT is oriented
towards the field of work.� State/Process
The article describing the VRT system does not mention any methods for
recording the actions of the users in virtual worlds, nor does it describe what
they should do in the future. Therefore, one must assume thata basic imple-
mentation of the VRT must be state oriented.

The results of the discussion of the items above are summarized in table 4.1.

The VRT collaboration method is non-persistent, passive and oriented towards the
field of work in a state oriented fashion. These characteristics do not necessarily

1The term "total persistence" will be used for describing thekind of persistence which allows the
user to shut down the system and restart later in the same state and also allows users to join and leave
the virtual world at will.
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VRT
Pragmatics +non-persistent, +passive
Semantics +field of work, +state

Table 4.1: The properties of the Virtual Round Table.

mean that the idea cannot be developed into a powerful tool for improving tradi-
tional collaborative work.

4.4 DISCUSSION OF THE GCVR SYSTEM

The GCVR system provides a basic API for establishing distributed collaborative
virtual reality systems. Its main features are:� Distribution of the Abstract World Model (AWM) [JUV02].� Visualization of the AWM.� An API for performing changes on the AWM.

The basic idea was to make available a fundamental system on top of which special-
ized collaborative VR systems could be constructed. The main parts of the system
are a networking protocol which enables communication on consumer-level con-
nections, a visualization part which is able to perform wellon low-performance
equipment but also to increase its performance on high-performance equipment
and a server part which is able to keep the visualizations of the virtual world con-
sistent across the network.

As with the VRT, the GCVR system will be classified in terms of the framework
described in sections 4.1 and 4.2:� Persistent/Non-Persistent

The GCVR system can be classified as being persistent becauseit enables
users to leave a running virtual world and rejoin it later. The server part of
the GCVR client/server structure ensures this. Meanwhile,other users are
able to make changes to the virtual world. In addition, plansfor making
available a scheme for saving the virtual world to a file and torecord each
change made to the virtual world exist. Therefore, the GCVR system clearly
provides a persistent environment.� Active/Passive
As is the case with VRT, the GCVR system is a passive environment. Since
the system has not been aimed towards any specific application, no need for
active functionality has been encountered.� Work Arrangement/Field of Work
The GCVR system is like the VRT because it also basically enables the users
to manipulate objects which are located on a map, which in turn represents
real-world locations and constructions. That is, it is oriented towards the
field of work. However, GCVR supports a scheme for locking objects. This
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scheme is a very small and simple step towards the introduction of turn tak-
ing techniques which would make the GCVR system more oriented towards
the work arrangement. Nevertheless, this step is too insignificant for the
system to be classified as being oriented towards the work arrangement.� State/Process
The fundamental data structure of the GCVR system is the abstract world
model, which describes the state of the virtual world created on the basis
of it. As such, the AWM does not record the actions of the usersinvolved.
Therefore, at the current state of the GCVR system, it must beclassified as
being state oriented. Because of the close coupling betweenthe network
protocol of the GCVR system and its AWM, it would however be relatively
easy to support a partially process oriented approach by logging the network
communication.

The results of the discussion of the items above are summarized in table 4.2:

The GCVR system
Pragmatics +persistent, +passive
Semantics +field of work, +state

Table 4.2: The properties of the GCVR system.

The GCVR system is persistent, but passive and oriented towards the field of work
and the state of it. Collaborative VR systems are difficult toturn into coordination
mechanisms - and that is not necessarily the point of making them. The main
reason for this is that VR systems like the GCVR system and theVRT are aimed at
making it easy to manipulate virtual representations of thereal world. Their focus
is to introduce the way people think about things into the waypeople discuss things
- to visualize their thoughts. The goal is not to put constraints onto the thoughts of
the users, but to set the users free of the physical constraints of manipulating the
real world to try out an idea. That being said, coordination of work is still necessary
and the introduction of turn-taking techniques can supportwork arrangements.

4.5 DISCUSSION OF EMD

In the following section, we will discuss and analyze the mechanisms utilized by
EMD in order to communicate with customers. This analysis will end up with
a classification of the work form of EMD in relation to the scheme described in
sections 4.1 and 4.2. We will bring into focus the artifacts used by EMD while
cooperating, as these are instrumental in obtaining fruitful cooperation and com-
munication.

Because we are only interested in the collaborative aspectsof EMD’s work, we
will focus the analysis on identifying by which means EMD collaborates with cus-
tomers. These are the areas where the new GCVR system can improve their work
process.
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4.5.1 THE ARTIFACTS

EMD currently uses two methods by which they communicate andcollaborate with
external sources. The first one is pictures of a future wind turbine site overlaid with
computer generated images of wind turbines. The second is a newly developed ap-
plication capable of run-time alteration of a group of variables (energy output, vi-
sualization etc.). Currently they are not using this application during collaborative
sessions with customers. The artifacts will be described inthe following sections.

THE PICTURES

EMD currently visualizes wind turbines on a future site using still-pictures. It
is their way of showing, from a few points of view, how the aesthetics of wind
turbines placed in a particular way on a particular site willbe. Examples of these
pictures can be seen in figure 3.1 on page 15.

So far as to show aesthetics these pictures have proven adequate in most cases.
However, they have two inherent problems, as we see it, both of which stem from
the fact that they are static in nature.

1. Aesthetics
As they are static they cannot be manipulated on-the-fly. If acustomer wants
to see the turbines from a slightly different angle or wants to see how they
will look in the evening, a new set of pictures must be made anddistributed
to customers. The more visible the wind turbines become the higher is the
likelihood that many angles need to be observed. As such theyare only able
to visualize a glimpse of what might be.

2. Information
EMD can put as much or as little additional information into these pictures as
they deem necessary to communicate whatever they want to communicate.
Let us assume that a customer in addition to aesthetics also wanted noise
and energy output visualized. EMD could handle this in two ways: Put all
data into the same photo or into three distinct photos. If oneis used and
the customer at some time during discussions only wanted to observe the
aesthetic aspect, EMD would have to create an additional photo. If multiple
photos are used, there is the possibility that the photos will be useless due to
information under- or overload.

What it all boils down to is that what is shown in those pictures is there to
stay. If additional data is needed or other points-of-view are required new
photo sets must be created.

In relation to the coordination mechanism method we will nowclassify the picture
artifacts within the four areas:� Persistent/Non-persistent

The picture sets are persistent in as much as they maintain the data they are
meant to convey at the point in time where they were created.� Active/Passive
As also mentioned above they are static - the pictures in themselves cannot
do anything. This means that the picture sets are passive.



4.5 Discussion of EMD 25� Process/State
The pictures do not tell us how to achieve the future nor what has passed.
They show us the state of the project in a possible future.� Work Arrangement/Field of Work
They show state information on different interdependent objects, hence they
represent what is known as a map, see [ACN00] for details.

The pictures contain no information about a work arrangement as there are
no mutually interdependent actors involved. Relating to how we defined field
of work in 4.2.2, the pictures do describe objects, namely the aesthetics of
the whole but they do not define any processes by themselves. Looking at
their intent however we find the processes. They are meant as information
brokers during meetings. When discussions turn to pros and cons about what
they tell us, we start an interactive process of refining those pictures.

The results of the discussion of the items above are summarized in table 4.3:

Pictures
Pragmatics +persistent, +passive
Semantics +field of work, +state

Table 4.3: The properties of EMD’s photo-mockups.

The picture sets represent a method that is persistent, passive and oriented towards
the field of work in a state oriented fashion.

THE APPLICATION

The application (WindPro2) has been developed in-house at EMD over the last
few years. It is meant as a combined calculation and visualization tool capable of
drawing upon different data sources (wind flow charts, turbine models, noise areas
etc.). A screen shot can be seen in figure 4.1:

The upper half of the picture shows a visualization of the area in which the wind
turbines are scheduled to be placed. The lower half shows theaesthetics of the
placement from a given point-of-view which the user can change at any time. Users
are able to move turbines around in the bottom half and, by clicking an appropriate
button update energy gain and noise areas. The application will on-the-fly update
the visualization above based on commands and attribute changes made by the user
(wind turbine attributes, roughness data, additional windturbine, point of view
etc.).

One of the features relevant to our system is the history feature. It displays a history
of state information of all wind turbines. Whenever the userwishes he can recall
an earlier state.

WindPRO has no support for collaboration, local or distributed, other than addi-
tional viewers can see what happens on the screen over the shoulder of the one
controlling the mouse, or the display from the screen can be projected onto a wall.
It is not meant to replace the picture sets, but more as an additional mode of visu-
alization. It is also not meant to be used during every session of all projects, but in
the beginning only in high-profile projects.

2WindPRO and documentation can be obtained from www.emd.dk
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Figure 4.1:Screen shots from the WindPro application. Both windows areshown
simultaneously. The top one shows the wind turbine site in 2D, with various objects
indicated (wind turbines are blue crosses.). The bottom picture shows the same site
rendered in 3D

In relation to the coordination mechanism method we will nowclassify the appli-
cation within the four areas:� Persistent/Non-persistent

In so far as users remember to save their session the application is persistent.� Active/Passive
As with the picture sets it is also primarily passive. However, it also has
features that turn it towards an active application. Depending on how the
user issues select-move-select commands on wind turbines,it can on-the-
fly update energy output and noise production. This feature can be dis- or
enabled as it requires a lot of computational power.� Process/State
Together the top and bottom displays in addition to the underlying data struc-
tures describe the current state of the application. The history feature men-
tioned in the description contributes to also defining the application as being
process oriented, as it is possible to recall any previous state.
The history feature mentioned in the description could contribute to also
defining the application as providing a process. However thehistory feature
is only a collection of earlier states, it does not stipulateprocedures or future
actions nor how that state was obtained. As such we define the application
as primarily state based, slightly orientated towards process.� Work Arrangement/Field of Work
Basically the application defines a set of objects and attributes. It is a map
of the part of the world that users cooperate around. These are the defining
qualities of field of work.

The results of the discussion of the items above are summarized in table 4.5.1:
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WindPRO
Pragmatics +persistent, +passive
Semantics +field of work, +state, (+process)

Table 4.4: The properties of WindPRO.

WindPRO represents a method that is persistent, passive andoriented towards the
field of work in a state oriented fashion. It has features which orient it towards both
active and process, though.

The picture sets and the application have a very similar classification. Because
they are both oriented towards field of work, they will be ableto fit very well into
a collaborative VR environment like GCVR. Additionally we can see that EMD
has also expanded their own field of work to encompass processoriented features.
This tells us that GCVR should also support these (process) features in the future.

4.6 COMPARISON OF THE APPROACHES TO COOPERA-
TION

In this section we will compare the approaches to cooperation and collaborative
work reflected in the three cases discussed in the previous sections. Two results
will appear from this comparison:� A description of the gains of incorporating the Virtual Round Table approach

into the GCVR system.� A description of how EMD’s approach can be related to the combined GCVR
/VRT system and be valuable both regarding EMD’s work and thefurther
development of GCVR.

In order to reach conclusions on these matters, we will discuss them in the follow-
ing two sections.

4.6.1 COMBINING THE VRT WITH THE GCVR SYSTEM

When looking at the property tables for table 4.1 on page 22 and table 4.2 on
page 23 it appears that with respect to these properties, theonly difference between
the systems is that the GCVR system supports persistence, whereas VRT does not.
The combined table is shown in table 4.5.

GCVR and VRT combined
Pragmatics +persistent, +passive, (+active)
Semantics +field of work, +state, (+process)

Table 4.5: The combined properties of the VRT and the GCVR system.

The immediate conclusion which can be drawn from this fact isthat the two sys-
tems can be combined into one powerful framework for collaboration. A represen-
tation of the virtual world which is easily understandable and manipulatable can
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be extracted. From the GCVR system, a framework for enablingusers to collabo-
rate in the same virtual world can be extracted. Another conclusion which can be
drawn from the comparison is that the conceptual framework used does not cover
all of the features of the two concepts. There are, in fact, great differences between
the two systems which do not appear from the comparison of coordination mech-
anism properties. However, the similar properties mean that the two sets of ideas
are compatible.

Nevertheless, when combining the two sets of ideas, a framework appears in which
it is possible for people located near each other as well as far away from each other
to participate in what appears to be a real world meeting. Some advantages and
disadvantages appear for the people located near each other:� Advantages:

– They are able to cooperate in a virtual world, enabling them to manip-
ulate virtual objects.

– They are able to cooperate with people located far away in pretty much
the same way as they would if they were located at the same table as
themselves (assuming that the system is used in that situation).

– They are able to see facial expressions and gestures on people located
at the table.

– They are able to participate in discussions using normal speech.� Disadvantages:

– They must adapt themselves to performing certain kinds of collabora-
tive work in a way which is limited to the way it is supported inthe
virtual world.

– They must wear HMDs and head tracking devices.

The advantages and disadvantages for people located far away from the meeting:� Advantages:

– They are able to participate in a meeting located far away from them
on almost the same premises as those located near each other.

– They are able to participate in discussions using an external speech
application.

– Depending on their way of participating, HMDs, head tracking devices
etc., may not be necessary or even interesting.� Disadvantages:

– No facial expressions and only few simplified gestures will be available
for supporting speech.

– They may only appear as a form of "ghosts" in the meeting, not taking
any primary roles in a session of collaborative work becauseof their
limited presence.
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The combined system can be implemented on the basis of the GCVR system, which
provides some of the fundamental features necessary for implementing the round
table concept in addition to some features which enable functionalities outside the
round table concept. The union of the features of both concepts can be extended
with a recording system, which makes the system more processoriented (if we dis-
regard the fact that the definition of process orientation requires that future events
must be part of the system - as described in section 4.7). Also, when aiming the
system towards a specific area of application, active features will be interesting in
the combined system. In case these ideas are implemented, the properties of the
combined system will be as indicated in table 4.6.

GCVR and VRT combined and extended
Pragmatics +persistent, +active
Semantics +field of work, +state, (+process)

Table 4.6: The combined properties of the VRT and the GCVR system extended
with a logging or recording system and active application-specific features.

4.7 DISCUSSION OF THE PROCESS/STATE CONTINUUM

During our analysis of coordination mechanisms in the GCVR system, the round
table and EMD, we have encountered an unfortunate effect of the restrictions of
the terms process and state. We have been faced with the fact that a mechanism
must either be classified as process or state oriented. This has led to classifications
of the systems in which for instance they were said to be stateoriented, where in
fact they were state- and part process oriented.

Let us briefly sum up what these terms cover. A mechanism is process oriented if
it states facts about the past and stipulates how to obtain the future. This is often
accomplished by rules and protocols. The state represents asnapshot of the field
of work at a given point in time. Neither the past nor the future is represented in a
state. Something worth noting about the two is that process describes the field of
work in an almost abstract manner (i.e. protocol), while state describes an instance
of the field of work.

It is our belief that we can (and must) redefine the two terms tosome extend. This
redefinition should not be seen as our way of removing an obstacle that is in the
way - rather, what we are doing is to refine the terms, because we believe that the
current definition is not clear and specific enough to describe two terms that in
some instances fall so close to each other. Following is the redefinition that we
wish to make:� Process need not stipulate the future. Imagine an application that need not

describe the future (GCVR at EMD for instance). The whole idea with this
setup is that users are not aware of the future, the future is undefined to them
so to speak. Labeling the new GCVR system as state oriented will be wrong,
as it can describe the process by which users have reached thecurrent state
(using a recording feature).

When removing the future from the term process we broaden thedefinition - we
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weaken it in some sense. We can however still describe the original process term
by making use of the termsmapandscript as they can help describe to which end
of the continuum a mechanism belongs to. [ACN00] describes the two as:

”Map is a representation in which the state is the structuringfactor,
and the process must be inferred, whereas a script is the opposite.”

The GCVR system describes a map, for instance. The new GCVR describes both
a map and a script (when using the recording feature) in addition to being process
oriented.

4.8 RELATING THE GCVR SYSTEM TO THE WORKING

HABITS OF EMD

In this section we will divide the way EMD works as described in section 3.1
into the three scenarios introduced in section 1.1: The round table, single- and
multiuser. Following that we will describe the three scenarios again, but with the
addition of the GCVR system. This will provide us with a framework from which
we can see in which instances and by what means the GCVR systemwill be able
to assist EMD in the way they collaborate with customers.

Let us start with a short description of the three concepts. The round table refers
to instances during collaboration where all users are gathered in the same room,
and all users are able to interact with the world. Single userrefers to users situated
in separate arenas, collaborating over distance. Multi-user is when more than one
user is gathered around the same arena, but only one is able toedit the world.

EMD’s working habits can be subdivided in the following way:� The Round Table
During presentation of the ideas to the customers, they are all situated in the
same room. In addition to the picture sets, EMD explains prosand cons for
the selected layout - this also involves showing expected energy production
and aesthetics. Artifacts in use could be the picture sets for visualization, pa-
per notes and black boards for calculations, new ideas and thoughts. Anyone
can comment the result, posing new ideas, wishes or objections.� Single User
EMD currently has no collaborative tool capable of distributed communi-
cation. If communication over distance is required it is accomplished us-
ing standard existing technologies like e-mail, standard mail, telephone or
screenshots for instance. An additional way of visual communication could
be to send project files from their own simulations application WindPRO to
other users. This way distant users are able to see both a visualization of the
wind turbine site and the data basis on which the calculations are based. The
issue of how to communicate multiple changes to EMD in a useful manner
remains though.� Multi User
Over the last few years EMD has created what could constitutea multi-user
scenario - WindPRO. It is a complex editing and visualization tool in which
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all variables and objects needed to create a virtual wind turbine park can
be represented. One could imagine a session in which the display from the
computer on which the application executes is projected onto a wall. In this
way a master placed by the computer could show-and-tell the creation of a
wind turbine site. Another angle could be to project the picture sets onto a
wall - again the master could then show-and-tell ensuring that all participants
have focused their attention to what he is explaining.

As can be seen from the above description, EMD can be represented in all three
scenarios, which is fortunate as it means that EMD and its customers are, if not
already, then at least on their way towards a way of thinking that will help make
the addition of the GCVR system more easy.

In reference to chapter 1, concerning deity and mortal mode,the fact that EMD is
represented in all scenarios has the direct consequence that both modes of inter-
action are utilized. For instance when EMD employees are in the act of creating
the wind turbine site they would adopt the deity perspective- in these instances an
overview of the entire site is the most useful. People livingclose to this site does
not need to see the site from above - their concerns are how thesite will look from
their backyard. This will make them use the mortal mode.

When introducing EMD to the GCVR system we see the following subdivision. In
all scenarios EMD is able to create a perspectively correct 3D representations of a
wind turbine site.� The Round Table

During sessions where participants are gathered around thesame table, users
are equipped with HMDs which will enable them to see a perspectively cor-
rect 3D image of the wind turbine site. Anyone can change attributes of the
environment (i.e. position of a wind turbine). A master having access to
advanced controls has access to a computer on which the server executes.
Three modes of interaction can be chosen:

– PHOs are associated with graphical objects. Users have a relatively
large freedom of movement, so they are able to see the site from differ-
ent perspectives. They are able to move individual objects by moving
their physical counterpart, the PHO.

– PHOs are not associated with graphical objects. Users can besaid to
have total freedom of movement as they are able to rotate the world, for
instance to see the site ’from the other side of the table’. Inthis mode
individual objects cannot be altered.

– PHOs are associated with functionality. This means that moving PHOs
results in changing i.e. size, complexity, position, zoom etc. of virtual
objects. Users can still physically move relative to the world however
they all see the world ’through the same eyes’ - that is all users share
the same point-of-view at all times. Only the person designated as
administrator can change the point-of-view (of the entire group).

Additionally EMD will now be able to show additional data during presen-
tations. Customers may want see how far away the noise from the turbines
can be heard, or see the site during sunset. They may also wantto see di-
rectly how the impact on energy production will be when moving the site
200 meters east.
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At any time EMD, the government, customers and citizens can meet in the
virtual world, though they may be separated by great distances. Instead of
having to explain an alteration through the phone or over mail, EMD can
show the impact of an alteration on the spot while communicating verbally
through an external speech application. Meetings can even be held without
the interaction of EMD as mediator, in which those present can come up with
a visual representation of their ideas and wishes where after they can present
their arguments to EMD in an intuitive and informative manner.� Multi User
EMD can take participants on a round-trip tour of the site showing all rele-
vant point-of-views, surroundings and any additional datacoupled with those
sites. They are able to fly over, through and around the site and show to all
present how the aesthetics of the site will actually presentitself with the
added insurance that everybody sees things from the same point-of-view.
This enables EMD to describe aspects of the plan a layman may not under-
stand at first. Users in other countries can even participateon almost the
same level as all others present. These remote users could berunning the
GCVR client using shutter glasses on their own computer. Verbal communi-
cation can be accomplished through an external speech application.� Additional
We will only touch the subject here, as a full description of the additional
features that GCVR enables EMD to utilize will be made later in the report.

One of the obvious benefits enabled by the use of a computer visualization
system is the ability to add dynamic real-time behavior to objects. Anima-
tion for instance opens up a whole set of functionalities enabling EMD to
immerse customers deeper into the illusion of reality and thereby obtaining
better results and better feedback.

The GCVR/EMD scenarios have been extrapolated from the way EMD works
presently and as can be read from the scenarios we see a definite possibility for
the new GCVR system to be applicable in the context of EMD. Thenext step is
to analyze these scenarios in a more abstract manner which will enable us to state
facts about the functionalities and design perspectives weneed to consider further.
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ITY THEORY

Using the framework described in chapter 4 we have been able to classify the differ-
ent systems which we are working with. However, the classification says nothing
about how an organization will perceive computer support, how it will utilize it
nor exactly how individuals in the organization behave whenworking in groups.
All these areas are crucial in order to be able to introduce more complex computer
support in an orderly manner. We need an understanding of thedynamics of co-
operative work and how groups handle break-downs and unforeseen events. We
will base this analysis on activity theory (AT) which we believe is capable of de-
scribing these dynamics in such a way as to be beneficial for the development and
introduction of the GCVR system to EMD.

Let us begin our discussion of cooperative work by defining exactly what it is.
We will use two different sources for this definition: Schmidt [SS96] and Bardram
[JB].� Schmidt

In his first proposition he writes:

”Cooperative work is constituted by the interdependence of multi-
ple actors who interact through changing the state of the common
field of work.”� Bardram

When describing AT he writes:

”AT describes cooperation as a collaborative activity, withone
objective, but distributed into several actors.”

These theoretical definitions coincide very much with our own interpretation of
cooperative work. Our interpretation is that collaboration is a joint venture (of
multiple actors) towards some common goal. Each individualhas a set of tasks
that must be accomplished to enable all individuals to achieve this common goal.
These tasks are in some sense shared in that on some level theyare interconnected.

We can say that the goal can be diffuse because it might not precisely define that
which all parties strive for - but on some level they all sharethis common goal.
This can be seen from i.e. the point of view of a project group:All members
(should) want to finish the project in a good and timely manner(the common goal).
Individuals have differing roles in the greater scheme or even differing ideas on
how this should be accomplished (the diffuse aspect of the goal). Also, individuals
may have a private idea as to what should be accomplished.

When designing collaborative systems, which depend upon computers to achieve
this collaboration, we need to consider, and preferably anticipate, how users will
perceive such a system, in addition to how they can and will collaborate using it.
Theory from the area of CSCW research based on activity theory can help us do
just that.

We need to gain knowledge about not only the intentions of users, but also about

33



34 Collaboration and Activity Theory

how collaboration between a number of people is accomplished. So we will con-
tinue by identifying what collaboration is from an abstractpoint of view.

AT focuses on the dynamics in the interaction between a groupof individuals and
their activities with human activity being of central importance. Another important
concept in AT is the notion of objects around which individuals shape their work
and groups shape their interaction and collaboration. In a way the object defines
the activity.

From AT we have a way of dividing the concept of collaborationinto three distinct
groups: Co-ordination, co-operation and co-construction.� Co-ordination

The interface between users, the way they collaborate, is static. They col-
laborate according to a set of rules or predefined roles in theorganization.
Objects are private in that they are only of concern to the individual using
them.

An example could be two teams working shifts at the same company. Team
one relays information about the day’s work to team two, by way of a stan-
dardized solution - a status report for instance. Another example is a project
team in the final stages developing a system: The analysis anddesign phases
are over and the project can be split up into distinct modulesthat need im-
plementation. Given a module the role of the individual is well defined -
adhere to the analysis and design. The means by which this is accomplished
are based solely on the abilities of that individual.� Co-operation
Collaboration is directed towards a common goal. Individuals still have a
distinct role in the whole and a set of rules to abide by. The task(s) the indi-
viduals are supposed to manage are not necessarily shared but they do over-
lap. This way collaboration is dynamic because users have tocontinuously
adapt to the way other users act. Objects are shared in that all individuals are
able to influence or change all objects involved.

The way politicians negotiate the details of the tax legislation could be an
example of co-operation. The goal is to enable a country to financially sur-
vive for another year - one politician wants to finance the newhospital by
raising taxes, while another wants to reduce social support. Again the ex-
ample of the project team can be applied: All the way through analysis,
design and implementation individuals are given smaller tasks collectively
supposed to make up the whole project. Both the means by whichthese
tasks are assigned (discussions and meetings) and the meansby which they
are evaluated (seminars, midterm evaluation etc.) are co-operative in nature.� Co-construction
Co-construction is characterized by shifts in focus. At this level of cooper-
ation the object around which the individuals are gathered might not exist.
Words like reflection and iteration comes to mind in an effortto bring a
common object to life or alter an existing one. If objects do exist they evolve
continuously, changing shape and behavior.

The project team can again be said to exhibit co-constructive behavior. It-
eration and reflection during collaborative group work is one example of
co-constructive behavior.
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Figure 5.1:A graphical display of the three activity theory concepts. From left to
right: co-ordination, co-operation, co-construction.

In figure 5.1 three individuals are shown: I1 is individual one and so on. The small
black dots represent objects each individual utilize in order to reach the goal (the
top-most letter ’G’) The vertical row of black dots represent an amount of objects
that each individual uses to reach his or her objective. The arrows in the middle
figure (co-operation) show that the collection of objects are shared between users.
In the right figure (co-construction) they show that existing objects are shared and
that they change continuously. The dashed lines in the rightmost figure indicates
that the path to the goal is not well defined (it changes continuously).

These concepts where also used in [Sch94] a few years earlierin a more detailed
manner. Basically the author divided collaborative work into five areas, some of
which are i.e. part co-operation, part co-ordination. We will proceed with the
assumption that the above grouping is adequate.

However, this division is very coarse, so we need a way to movebetween the
three as most work areas cover more than one of the three. It isimportant to note
that this subdivision is purely analytical - they describe different aspects ofthe
sameactivity. Imagine a case in which a group of people are gathered around a
monitor, discussing and arguing about the objects visualized. At this point they
exhibit co-operative behavior. Finding a fundamental error in those objects they
turn away from the monitor to look on each other to start a dialog on ideas of
how to proceed - how should or could the objects be changed to eradicate this
error. Now they exhibit co-constructive behavior. This transition from co-operation
to co-construction happens seemingly effortlessly and continuously. So for our
application to be used in a cooperative setting it needs to beable to support these
transitions.

When trying to introduce our application to an organizationwe must face the fact
that what we might be doing will radically change the way theyperceive their work.
Not only that, but we may introduce a totally different way ofaccomplishing their
goal. We must not be blind to this fact as it may result in the eventual rejection of
our application. We face either of two problems should the organization not want
to change their work arrangement:� Either we must make sure that the application stays within the boundaries

(as mentioned above) and abides by the same set of rules as theorganization
has previously used,� or we must make a transition between work arrangements - for instance by
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standardizing the way users communicate changes to a designwe move to-
wards co-operation.

In general we will want a transition:� Towards co-construction
This is to enable a more dynamic and flexible work arrangement. Either
the reason is in anticipation of how the future will evolve orthe wish to
broaden the application context of a work arrangement. Schmidt in [Sch94]
uses a similar argument when stating the reason for the need of advanced
information systems to facilitate distributed decision making in modern work
arrangement organizations.

If the introduction of a CSCW system drives the collaboration towards a
more open forum in which the human-to-human interface becomes more
dynamic and complex, the collaboration is driven towards co-construction.� Towards co-ordination
We can also move towards co-ordination. The area of work might not neces-
sarily be highly dynamic. In cases where the work is aimed at amore or less
well defined common goal, the application can benefit from specialization.
This is where a move towards co-ordination will help us gain more control,
reduce the work to a more simple representation. Our application could in-
troduce a dynamic work environment but still be co-ordinated in that it gives
all parties a common ground with a set of shared rules.
If the human-to-human interface is relatively static and based on some form
of formal agreement, as in the case of an employer - employee relationship
[BN99] for instance, the design of the system should reflect this - for instance
with the help of standardized solutions.

In this section we have introduced one model for structuringa collaborative work
environment. We have stated that any work arrangement is dynamic, continuously
changing focus - in the course of a collaborative session, individuals inter-operate
on differing levels reflecting the requirements of tasks andsubtasks. In the next few
sections we will focus on identifying whether the new GCVR system will support
cooperation, coordination and/or co-construction when introduced into an actual
application context.

5.1 SUPPORTING TRANSITIONS

In this section we will describe how transitions are or can besupported by the
new GCVR system. We will begin by describing the set of possible transitions
and continue with a discussion on how each transition fits into GCVR from the
point-of-view of a possible scenario.

Three sets of transitions can be readily identified:� Between co-ordination and co-operation� Between co-operation and co-construction� From co-ordination to co-construction (or the other way around)
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CO-ORDINATION AND CO -OPERATION

A scenario could be as follows: Two people are sitting in two different buildings
working on the same general project - this is co-ordination.They have agreed
that coordination meetings should be held at certain intervals during a week. The
purpose is to keep one another up to date on the status of each subtask. Not having
the time to meet in person they meet in a virtual environment like the one offered by
the new GCVR system. They can show graphically how much work they have done
and talk about it verbally. This only covers the co-operative level, not the transition
though. We can support the transition by using a scheme where3D models (which
the above two persons are working on) are automatically distributed. As such a
server could be running all the time with both persons running a client. Models are
updated all the time and these changes will take effect in thevirtual environment
automatically. Additionally changes made to the whole scenario could be saved -
when the two users return from their meeting they could have the ability to visualize
the scenario in their own office.

CO-OPERATION AND CO -CONSTRUCTION

Using the same scenario, the GCVR system in its current statesupports co-construction
to a limited degree. One can argue that for the GCVR system to be able to support
true co-construction three features are needed:� The system must be able to reflect the changing nature and behavior of the

artifacts to be co-constructive. This could for instance beaccomplished by
being able to edit 3D models or dynamically create them on-the-fly.� Being able to attach additional information not explicitlyaffecting the aes-
thetics of 3D models. This is needed in order to reiterate in an orderly fashion
for instance. A need for being able to trace the paths taken arises, in order
for the implicated people to be able to chose the best one at some point.� Being able to bring up previous states - for instance being able to have three
different proposals for how a certain city plaza should lookcould be neces-
sary. This could be accomplished by being able to save and load models or
entire scenarios.

The GCVR system supports co-construction in a limited way: When multiple users
are located in the same virtual environment, they are able totalk to one another
(they can present ideas and different view-points concerning a model) and they
can move models relative to each other - having all the building blocks of a house
different users can place the windows in differing ways.

CO-ORDINATION AND CO -CONSTRUCTION

This transition is only present in our discussion in order toget the whole spec-
trum of transitions. It contributes nothing new to what has already been mentioned
above. In the case of the GCVR system it is indifferent as fromwhat level users
start out on.

SUMMING UP

We will use this opportunity to mention the differences in moving between the
three levels of collaboration. In fact in the GCVR system there is little difference
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in the way people should behave in the virtual environment. There are no buttons to
press or phrases to speak in order to move to another level. Itall boils down to what
features and functionalities they decide to utilize. As such we can say that if the
above mentioned additional features are accommodated, transitions are seamless
and transparent to users.

5.2 THE APPLICATION

The GCVR system as it presents itself now has the potential totake many different
directions - it has been tied to no specific application area.As described in chapter 4
we will move towards an area of interest that will challenge the GCVR system both
technically and in a CSCW aspect. To enable us to make that move we start out by
talking about how collaborative work is accomplished independent of application
area1. Following that we turn towards the GCVR system in referenceto theory and
practice.

5.2.1 COLLABORATIVE WORK

In order to understand collaboration which takes place overdistance, we first turn
our attention towards co-located collaboration. When working with persons face-
to-face we as humans utilize a number of skills, consciouslyand subconsciously, as
means of coordination. These are speech, gestures, and facial expressions. These
are the defineables, however there is also an undefinable aspect to collaboration. It
can be covered by the term ’tacit knowledge’, defined in [Bar]as

” ...knowledge that enters into the production of behaviors and/or the
constitution of mental states but is not ordinarily accessible to the con-
sciousness.”

This definition covers what is ’between the ears’ of individuals that they cannot
or do not access consciously. Everyday words like experience, implied, skill, per-
spective or shared understanding [SR96] have been applied in an effort to describe
it. Whatever it is it cannot simply be put to paper, but it is part of what enables two
persons to solve a task better than two individuals.

Within the scope of this project we will look more closely at speech and gestures.
As for the undefineables we will turn a critical eye towards our chosen application
context. We will apply activity theory to EMD in order to helpus understand not
only tacit knowledge in the context of EMD, but also the dynamics of their work.� Speech

As also mentioned in [JUV02] we recognized the need for audiocommu-
nication. We still have no intention of implementing any form of audio -
that is as for the design we don’t want to add an entire submodule integrated
into our protocol. If time allows we will integrate an already existing speech
transmission technology.

Speech is imperative during co-constructive collaborative work, more than
in any other area. As this level of work is highly dynamic participants must

1It is not totally independent as we require a human element present in the collaborative work.
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be able communicate - this is how individuals express experience, desires
and wishes. As Bardram described in [JB] this form of speech is covered
by the term ’articulation work’, describingthe work actors do, caused by
their interdependency, in order to coordinate, schedule, mesh, integrate, etc,
their cooperative work. This should not be mistaken for the cooperative
work arrangement which describes the actors who are interdependent in their
work.

This does not exclude the fact that we need some form of basic graphical
communication - along the lines of what we described in [JUV02]. These
were basically just acceptance and rejection. What we need to consider later
in the design is how to separate a system reject from a user reject, for in-
stance.� Gestures
Gestures could possibly be introduced into the system by an external source
as gesture recognition is a possible future extension to theARTHUR project,
so far as the new GCVR system is concerned the vision-tracking part of
ARTHUR project will handle that for us. Gesture recognitionas a function-
ality in GCVR is beyond the scope of this system though.

Object tracking could be introduced by adapting the way interaction was
done in the Studierstube project [FS] and [FSH00] - by means of a pen (and
a pad). The pen is thus a simplified representation of the user’s hand. Com-
bined with added functionality like color and mass changes,we can create a
relatively powerful tool by which users can communicate hand commands.
In a CSCW perspective this way of interacting is clearly co-ordinated and
in accordance with [SS96] we can call such an item an artifactto denote its
special nature. As such we are able to dedicate a particular graphical 3D
model with a very specific purpose to articulate hand commands.

So far we have introduced a CSCW theory based on activity theory which we
will use to analyze an application area. We have stated that the basic units of
operation are human activity and the objects they utilize. We have described the
basic concepts of that theory and explained why dynamic behavior (transitions) are
needed in order for the theory to be applicable in real life. In addition we have
described some general attributes of the existing GCVR system, that we need to
consider when applying theory to practice later on.

5.2.2 COMPARING THEORY AND PRACTICE

In this section we will apply AT to our application context, EMD. This part of the
analysis is carried out in relation to chapter 3 in which the design aspects of EMD
are discussed and in part section 4.8.

The structure of the rest of this section will be to use the bullets listed in chapter 3
and apply one (or more) of the three groupings of collaborative work, co-ordinated,
co-operation, co-construction, to that context if applicable.� Site inspection

The site inspection is conducted by a person from EMD. One of the cus-
tomers could be accompanying him to ensure that they have talked about the
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same site. The EMD consultant has two tasks in this situation: Take pictures
and ensure persistence between the actual world and the geological2 data
EMD has on record. Prior to the inspection EMD employees may move to
the co-operative level of collaboration - they use their collective experiences
and the data from the initial talks with customers to reach anagreement on
how the site inspection should be conducted. Should the geographical data
be inaccurate the consultant incorporates any changes intothe data records
at EMD and saves that data. If EMD discusses these changes collaboratively
they move to the co-constructive level of cooperative work.� Creating the energy map
Again primarily one person is involved in creating the energy maps. This
is usually also the one who did the site inspection. This person has a set
of tools at his disposal to help him accomplish this task fastand effectively,
many of which are incorporated in WindPRO. The rest are able to interface
with WindPRO. The creation of the energy maps is a one man job as usu-
ally one person is able to handle all these calculations. This phase has a lot
of variables to which the consultant must assign values. Some of these can
be handled by consulting existing data records while othersdepend partly
on the knowledge and experience of that consultant. Should the consultant
require assistance or a second opinion during which they pittheir experi-
ences against each other, they exhibit co-operative behavior. More than one
consultant from EMD might work on the same energy map over a period of
time. However these two persons willnot work on the energy map at the
same time and as such these instances are only co-ordinated if information
on how one employee changed the energy map is handed over to the second
employee, which it is.� Positioning the wind turbines
As with the above two mentioned, positioning the wind turbines also only
requires one person - putting this phase into one of the threelevels of col-
laboration would thus be wrong. The tasks of creating the energy map and
positioning the wind turbines are interrelated, so generally the same person
who created the energy map also positions the wind turbines.However, this
is not required as the energy map has a distinct protocol and syntax so any
competent person should be able to position the turbines given the energy
map.

Another way of positioning the wind turbines is to execute anoptimization
routine. This tells WindPRO that is must try out every possible combination
of turbine placement with the sole goal of achieving the optimum energy
production. No aesthetics are considered in this calculation, so if a customer
does not think that the placement is pleasing to the eye, changes might still
have to be made by EMD.� Calculating production
All formulae used to calculate energy production are accessible from Wind-
PRO. As such the consultant just ’presses the button’ and thecalculated pro-
duction is shown. However, at this stage in EMDs work there isthe possibil-
ity to return to ’creating the energy map’ and ’positioning the wind turbines’
for either of two reasons:

2Both the structure of the earth and obstacles such as houses and forests.
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– To make changes to data basis. Experience could tell EMD thatsome-
thing is wrong with the calculations in which case they wouldhave to
iterate to resolve the situation, or

– to make additional calculations on the existing data basis.This en-
ables EMD to see additional configurations. Coupled with thehistory
feature, EMD develops a database of different settings.

These different configurations serve as a basis for in-housediscussions for
selecting the most appropriate configurations. Often though, only one possi-
ble configuration is created, but it happens that multiple equally useful con-
figurations exist.

As with the rest, this way of working primarily requires onlyone person. If
problems or errors are encountered the employees move to theco-operative
(i.e. have another employee look over the data basis) or evenco-constructive
level (i.e. change the data basis) in order to reach the goal.� Presenting the results
In our estimation this is the most dynamic stage. This stage is character-
ized primarily by shifts from co-operation to co-construction and back. The
material that EMD provides acts as information broker between EMD, cus-
tomers, government and other relevant parties. In decidingwhich configu-
ration is best, discussing pros and cons they participate inan co-operative
endeavor. When or if any participant comes up with new data ornew ideas
(i.e. one less turbine or different turbine model) - something that requires
everyone involved to change their perception of the field of work (reconcep-
tualize the field of work) this requires a move to the co-constructive level,
not just co-operation. If changes are required, these changes (might) impact
on the entire project, requiring EMD to reiterate to one of the first steps as
described in chapter 3.

What we have described is that EMD during an entire project with exception to
the last stage relies heavily on the work done by one man. Theyoccasionally use
co-operation when problem solving is required along the way. Errors occur and
to solve these they use co-construction. However, with exception to the last stage
these shifts to co-construction are rare and far between.

The last stage is the largest possible source of shifts between co-operation and co-
construction. In a way, the way EMD’s work is done now is that their experience is
used to reduce the amount of time spent at the co-constructive level in addition to
the number of times collaboration reaches co-construction. This is not to say that
EMD tries to avoid co-construction, but we believe that EMD does not actively
seek the co-constructive level.

This leaves the question of how they actually coordinate their individual efforts.
As also described in [JB] and mentioned earlier in this chapter even the most static
and well organized organization cannot operate solely on one or the other of the
three levels of collaboration, which is why we believe the apparent abundance of
co-ordinated behaviors is not indicative of the whole spectrum of events that EMD
go through in order to bring a project about up to but not including the last stage
where they present their results to customers. We do not see this as a problem as
we are not trying to help EMD coordinate their efforts in the first steps, but help
them visualize certain aspects of their artifacts.
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The last stage where iteration and communication is used to achieve the common
goalis a possible target for a mock-up tool which the GCVR system is certainly ca-
pable of. Using the GCVR system as a mock-up during this stagewill enable EMD
to give customers and government alike a more dynamic environment in which to
express themselves. If it enables users to quickly make different suggestions read-
ily available not only during the presentation, but certainly also during the initial
talks at the start of the project the gains will be twofold:� EMD is able to move to co-construction more rapidly and easily. They can

make the transition more times over, that is create more mock-ups. In addi-
tion users will be able to visually present their opinion run-time so to speak.� EMD is also able to utilize the dynamics of co-construction already during
the initial stages. This way of working is not used presently. It will enable
EMD and other participants to both show ideas up front.

In the following section we will locate the design issues which are consequences
of the findings during the past chapter.

5.2.3 DESIGN I MPLICATIONS

From this chapter, and the last sections in particular we canextract the following
general characteristics which will have implication on theway we do our design:� Interfaces

Should EMD want to use additional data - more specifically thedata they
already have access to through WindPRO for instance, a need arises for the
new GCVR system to have interfaces to- or loaders for that data.� User interface
Not a whole lot of UI functionalities have been identified other than it must
give access to an amount of functionality enabling the user to alter basically
everything in the world. We can lean on Kjeldskov (see [JK02]) for a de-
sign pattern on how to organize the virtual desktop3. This will only give an
indication on how, not what to organize though.� Communication (speech and gesture)
For GCVR to be useful for EMD in the way we intend it to be used there
is a definite need for verbal communication. The definite needfor speech
was stated in section 5.2. We see no need for creating an additional interface
between collaborating people when they already have speech, which we can
readily support through an external speech application. Having to translate
ones thoughts to graphical objects (or gestures) and for thetarget of the com-
munication to reverse the procedure is complicated for the implicated people.
To be useful it will require some form of protocol which in theend would
only impede communication (see [SS96] or [Sch94]). See section 6.2.6 on a
discussion on supporting communication in GCVR.� Visualization
GCVR must provide a means for visualizations that enables useful transi-
tions to the co-constructive level of collaboration. The need for seamless

3Shared space for coordination, seperating shared and physical space, zones in the shared space
and shared documents and tools.
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transitions was documented in section 5.1 and concluded in section 5.2.2.
This implies at least visualization of height contours, turbines and additional
objects affecting aesthetics. A thing worth mentioning is that we do not have
enough data to make a self conducted theoretical foundationon the visual-
ization of remote users. We can however lean on the work of Kjeldskov (see
[JK02]) for instance and his design pattern on mutual focus in interpersonal
communication for information on what constitutes a ’good’avatar. We need
to show avatars in a way that enables other users to see direction of view and
focus of the remote user.

This will have to be tested visually as we have no immediate means of grad-
ing this feature.� History and save/load
For EMD to be able to retrieve what has been agreed upon duringthe co-
constructive sessions or the effects of new ideas surfacing, GCVR needs a
save and load feature. The functionality would be much like the history
feature of WindPRO and was found to be a valuable addition to the system
in section 5.1.� Attach information
As stated in section 5.1, to be able to move to the co-constructive level of
collaboration users need to be able to document the process (the whys and
the hows) of how a certain state of the VE came into existence.This could
be accomplished by attaching messages to objects in the VE.� Edit models on the fly
Also as concluded in section 5.1 the system should be able to reflect the
changing nature and behavior of objects. As such the system must support
changing objects themselves or be able to reflect such changes seamlessly.

The features described above will be discussed in detail in the following chapter.
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The purpose of this chapter is to determine the consequencesof the theoretical
analysis described in chapter 4 and 5. The results of the analysis described in these
chapters were that the system should be persistent, passive, describing the state and
oriented towards the field of work as described in table 4.6. Also, it should support
transitions towards the co-constructive level of collaboration.

We will start out by taking a practical point of view on the combination of the
GCVR system and the Virtual Round table analyzed in section 4.6.1. We will
describe the basic structure of the combination and the basic features which must be
present in order for the system to work as intended. On the basis of this description
and the analysis of EMD we will suggest additional features which can support
EMD employees in doing their job. Following this, we will have EMD evaluate
the features and provide feedback in section 6.3.

Finally, we will discuss which features are necessary or interesting when taking
into account the classification of the system performed in chapter 4 and perform a
selection based on this classification.

6.1 MERGING THE PARADIGMS

In this section we will describe how the general concepts (the GCVR system and
the VRT) described in chapter 4 can be combined from a technical point of view.
We will base the combined system on the GCVR system, since it contains the basic
properties needed for such a system.

Specifically, we will outline a basic design of the system structure which identifies
the general components of the system and a network topology which makes it pos-
sible. The final selection of features will be based upon the results of a presentation
of the outline and a discussion of user-needs in this context.

Basically, the system must provide interaction in a shared virtual world using a
combination of three basic scenarios - the round table, single-user and multi-user
as described in section 1.1. We are in possession of three components which can
be helpful in achieving this goal:� The GCVR system is able to create a representation of the shared virtual

world, distribute it to clients and keep it consistent throughout the network.
Also, it is able to visualize the virtual world and handle user input.� A vision tracking system which is able to determine the position and orien-
tation of physical objects with a certain well-defined appearance.� A component which is able to track the head positions of the users. This in-
formation is crucial for coordinating the viewpoints of theusers when look-
ing at the same virtual world from different angles.

At this point, we suggest running the vision and head tracking systems as servers
separate from the GCVR server since they currently run on different operating
systems and at least the vision tracking system is very dependent on CPU resources.

45
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A possible structure of a system with the capabilities described is outlined in figure
6.1.

GCVR state info (both ways)

head positions (from server to clients)

PHO positions (from vision server to GCVR server)

GCVR serverVision server CAVE

Panorama

PC

Figure 6.1:A possible system structure.

The users in the round table subscenario will each be wearinga HMD which is
connected to a personal computer - a laptop, for instance. The client programs
of these users need two types of information: PHO data and head positions. The
head tracker is connected to the vision server which transmits the head positions to
the round table users using an unreliable protocol1. The head tracker information
should mainly be transmitted on the local network of the round table users, since
this is where it is most important. However, other users may be interested in seeing
head position and direction of view of the round table users,as described in section
5.2.3. Therefore, it should be sampled at some rate and transmitted to the users in
the single- and multi-user scenarios.

The main purpose of the vision server is to track the positionand orientation of
the PHOs (indicated as small line segments on the legless table of figure 6.1).
This information is needed by all clients in the system. Therefore, it should be
transmitted directly to the GCVR server which ensures that all clients have an
updated version of the state of the virtual world. It is not imperative that the vision
tracking information is correct at all times. However, it isimportant that all users
see the same virtual world. Therefore the GCVR server could relay the data stream
to all users of the system and only sample the latest changes of each 3D model
at some rate (i.e. 10Hz) and then implement that change into its own instance
of the virtual world and using a TCP connection to ensure thatall clients have
a synchronized abstract world model. In that way all users can receive as much
state information as their network connection allows. In addition, the system-wide
consistency can be kept as good as possible. In both the head and vision tracking
cases, the unreliable datagram protocol (UDP) is a good candidate for transmitting
the data.

1An unreliable protocol does not ensure that packages arriveat their destination. However, unre-
liable protocols ensure that if a package is received, its contents are valid. The packages sent using
unreliable protocols generally use less space, since theirheaders are smaller, and therefore an un-
reliable protocol allows more packages to be sent. In the case of this particular part of the GCVR
system, it is not crucial that all head and vision tracking information arrives, but it is important that
as many packages as possible are received with as little delay as possible. Therefore, we choose an
unreliable protocol.
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6.1.1 BASIC DESIGN TASKS

In this section, the basic design tasks which must be completed in order to incorpo-
rate the VRT into the GCVR system will be identified. When these features have
been implemented, a functional system is available, which supports both the VRT
and GCVR approaches towards collaboration and on top of which a specialized
system can be constructed. The needed features include:� Incorporation of the vision tracking system: This will provide a basic inter-

action method which can be used in the round table scenario. It should work
as follows: When a user moves an object on the table, a line perpendicular
to the table going through the position of that object is generated. The 3D
model closest to the object being moved which is also on the line will follow
the movements of the object. The approach is illustrated in figure 6.2. We
hope that this will be the preferred interaction method, butfurther testing is
required in order to evaluate it.

Figure 6.2:The PHO interaction method. The PHOs (the grey wooden pieceswith
colors on top) are associated with 3D models by determining which objects are
intersected by a line going through each place holder.� Mapping of placeholder states to the states of the 3D models that they repre-

sent: Some scheme must be developed which enables a number ofPHOs to
be mapped into the set of 3D models in a useful way.
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virtual world: Some procedure for coordinating the relative movements of
PHOs with the relative movements of the 3D models in the virtual world
is necessary because PHOs and 3D models reside in different coordinate
systems. This also applies to a users head position in the real world relative
to the virtual world.� Implementation of a simple pointing device interaction scheme: The mouse
interaction scheme will be a basic input method for the scenario where the
user is located at an ordinary PC. By positioning his mouse, aline will be
generated automatically in the system and the 3D model closest to the user’s
position which is also located on the line will follow the movements of the
mouse. Interaction facilities for performing changes on other attributes of 3D
models supported by the communication protocol (scaling and orientation)
will be described later. For the CAVE and Panorama arenas thepointing
device would be a wanda.� Development of a heterogeneous network topology: A heterogeneous net-
work topology allows the vision tracking system to be located on a dedi-
cated computer system and transmit changes of the state of the real world to
the GCVR server (which maps the changes into the AWM) througha net-
work. Also, it will enable us to use a head-tracking system running on a
dedicated system for coordinating the viewpoints of the round table users
with the physical world.� Utilization of headmounted stereo goggles: This step is necessary in order
to create the illusion of a spatial 3D stereo projection in the round table
scenario.

Also, 3D models which represent the items needed for a specific session of collab-
orative work, must be constructed.

When these tasks have been completed, we are able to present aworking system
(as described in section 4.6.1) to users who will then be ableto comment on the
existing implementation. Also, they will be able to suggestnew features, which
will enable them to do their specific tasks.

6.2 ADVANCED FEATURES

We have already described movement and interaction in the virtual environment
at great length in the first report on GCVR [JUV02]. In this section, we will de-
scribe some features which seem interesting in general or have come up during our
research of EMD.

6.2.1 MOVEMENT IN THE V IRTUAL ENVIRONMENT

We will focus our attention on three patterns of movement: The rollercoaster
metaphor for automatic movement, flying and teleporting. All three of these were
also described in [JUV02].
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The rollercoaster metaphor will be most applicable during the last phases
of a project in which most (if not all) of the world has been built and all
pertinent objects are present. Preferably also after any animation has been
activated. This could be used when i.e. EMD wants to show ’thebig picture’
to a large group of people in a panorama-like environment. The controller of
the rollercoaster is thus free to speak and use his hands while the computer
makes sure that everybody sees what needs to be seen.� Flying
Flying entails users to mark a point (or object) in space and then over some
time frame be moved towards that point (or object). This is basically to make
it easier on users to move great distances. An addition to this flight metaphor
could be to also select a focus - as the avatar flies through theenvironment,
it will at all times look straight at what the user selected tobe in focus.� Teleporting
Teleporting provides an alternate way of movement. A more complicated
and perhaps useful teleport could be the one mentioned in [JUV02], in which
we had the idea that a teleport could be used to travel betweenworlds. A
twist of this interpretation would be to teleport between different instances
of the history. Making a gradual teleport could be used to flick between two
possible configurations, in a way overlaying one history instance over an-
other. Thus teleporting can be movement in the both time and space. The
possibility to move between previous states (movement in time) of the vir-
tual world makes the system more process oriented because itis possible
to investigate the work process at a later point in time. In order to make
teleporting possible, a logging system could be designed, which records and
timestamps all changes made in the virtual world by all users.

As for the usability of the first two methods of movement they will be most usable
in a setting where the arena is either the CAVE, the panorama or a standard PC -
in general everywhere the mortal mode (see chapter 1 for a description) is chosen.
In deity mode you don’t fly through the world, you observe it from above. This fits
better with the semi-transparent HMDs applied at the round table.

6.2.2 INTERACTION IN THE V IRTUAL ENVIRONMENT

From [JUV02] we also have two functionalities that will be required according
to our knowledge of EMD: Selection of objects (including mass selection) and
the ability to change turbine model on-the-fly. Additionally we have a large area
pertaining to changing the total set of attributes of the objects and data we have
mentioned in this chapter. This functionality is aimed at manipulating the virtual
world, and ultimately the physical field of work representedby the virtual world.� Selection of objects

Users must be able to move objects around. In WindPRO, EMD areable
to select multiple objects. This is very usable when wantingto move mul-
tiple turbines all at once. There are basically two methods for interactively
selecting multiple objects - either select the objects individually or mark an
area as described in [JUV02]. Another method would be to specify a set of
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attributes (i.e. all turbines lower than 30 meters), from which a result set
would be generated. This set of objects could then be moved collectively.
The two first mentioned methods will probably be the most intuitive as these
are heavily used in operating systems today. The last methodis more rele-
vant in the single- and multi-user scenarios. As already described, users in
the VRT environment will be able to select objects by taking hold of a PHO.� Change model
The ability to change turbine model on-the-fly will also be very useful for
EMD. EMD must be able to change the model - different customers might
have a preference towards different turbine models. The ability to shift be-
tween these models enables EMD to show the aesthetic impact on the envi-
ronment immediately. If the system had access to the formulae for energy
production it would be possible to also show gain and loss between different
models. This will most likely be used during the initial phases, when the
discussion turns to model selection. We will not take this feature into further
consideration due to its context specific nature.� Change attributes
From what we have seen at EMD it is specifically the ability to move tur-
bines relative to the ground level that will be useful. Additionally, if height
contours are used, the need for movement straight up or down also shows
itself - the bottom of the turbine should be on the ground, notunder it. This
placement is not something on which there is much to debate, so this should
preferably happen automatically as users move turbines in the plane. As for
direction and orientation, the user should not be allowed tochange these -
they should be adjusted automatically. These variables canonly have one
state, namely that which shows the turbine as protruding straight up from the
ground.

6.2.3 DEITY AND M ORTAL M ODE

As mentioned in chapter 1, it is important that users are ableto experience the
virtual world from two different perspectives. One perspective should enable users
(mainly in the round table scenario) to interact with the virtual world in the same
way as when one moves around objects on a table or reads a map. This is the deity
mode.

The other perspective - mortal mode - is interesting when evaluating a virtual world
from the viewpoint of those people who inhabit the physical world represented by
the virtual one.

The deity mode enables general planning to be done, whereas mortal mode enables
users to evaluate it from a natural perpective. In the single- and multi-user scenarios
it should be possible to switch from mortal to deity mode, butin the round table
scenario, the main mode of interaction will be deity mode because of the semi-
transparent HMDs. By adjusting the transparency and interpret the head tracking
data differently, it may be possible to support mortal mode for users who are mainly
in the round table scenario.
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6.2.4 ENVIRONMENT FEATURES

In this section we will describe a set of features which contribute to the realism
and therefore in some cases to the usefulness of a visualization. In general, they
improve the realism of the virtual world, which in turn makesthe representation of
the field of work more complete.

WEATHER

The weather effects will improve the quality of a visualization because they enable
the user to evaluate the aesthetics of a scenario under different weather conditions.
The weather effects in question are:� Rain, snow, etc.: An animated visualization of these effects could be in-

cluded.� Fog, clouds: An animated visualization of clouds moving at arate deter-
mined by the velocity of the wind.� Wind: In a very realistic scenario it could be possible to change the direction,
velocity and other wind properties and let it have effect on the virtual world.
For instance, the number of revolutions performed by a wind turbine could
be visualized on the basis the velocity of the wind and the friction between
the air and the terrain around the particular wind turbine.� Season: A feature which enables the user to view a landscape at different
times of the year could be useful when discussing or experimenting with for
instance the color of objects being placed.

Common for these factors is that questions regarding the aesthetics of objects being
placed in a landscape under different weather conditions could be discussed by
using a concrete example as opposed to the pictures appearing in the minds of
different people.

L IGHTING

Realistic lighting effects and the shadows which are a consequence of them could
be of some importance in the EMD case. For instance, imagine being able to
position the sun relative to the time of year and day. A realistic simulation would
predict where the shadow of a wind turbine would fall. This would be useful in a
negotiation where a wind turbine was to be placed near a placewhere people live
(if other issues such as sound are of less importance).

TERRAIN

The generation of terrain visualizations which are consistent with the terrain which
they represent are crucial in a system in which decisions arebased on the placement
of objects in those landscapes. Therefore, in a specializedsystem, this feature or
some equivalent procedure must be present. One could imagine a terrain generator
which generates a 3D visualization on the basis of a map and the height contours
indicated on it. The terrain generator ensures that the virtual world contains a well-
defined representation of the field of work.

Another issue which comes up in this context is the issue of auxiliary objects.
These include objects which are present in an environment but which are not nec-
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essarily tangible. Examples are trees, bushes, houses, lakes, parking lots, roads,
etc. When evaluating the placement of a wind turbine, it may often be interest-
ing to perform the evaluation in the context of the location of a house owned by a
certain participant. Also, this participant might also want to know whether or not
he would be able to see the wind turbines despite the fact thata group of trees is
located in the line of sight.

This requires a tool which is able to generate realistic objects for creating custom
made auxiliary objects. Also, it would be necessary to support realistic texturing
of these auxiliary objects in addition to texturing of the terrain itself.

ANIMATION AND I NHABITANTS

In order to provide support for rain and snow and automatic movement of the wings
of a wind turbine, some scheme for supporting animation is required. In the current
form of GCVR, this would be possible by loading a 3D model for each drop of
rain. This is not a viable approach due to the immense overhead which would be
the result of the current architecture. In the case of rotating wings of wind turbines,
it would be possible to load the tower of the wind turbine and the wings separately
and then use a timer for updating the rotation of the wings using the GCVR API.
This, however, would also not be a viable approach because (unless a grouping
scheme is developed) movement of a single turbine would require the users to move
two objects and place them very precisely together at their destination. Another
solution could be to use "flip-book" animation, switching between fixed models
of a turbine having its wings in various positions. However,this approach would
not take advantage of the scene graph, which is used in the GCVR system. The
conclusion is that animating objects with moving parts requires a new scheme to
be developed, whereas movement of entire objects is very well supported already.

When discussing animation, the idea of supporting inhabitants in the virtual world
comes to mind. It would be possible to support traffic and animals in the virtual
world, increasing the realism even more. The next step wouldbe to equip these
critters with artificial intelligence, thereby increasingthe realism of traffic or the
movements of flocks of animals.

SNAP-TO-LANDSCAPE

Supporting a feature which makes objects snap to the surfaceof a landscape would
make the placement of objects easier in a two-dimensional scenario where all ob-
jects are placed on the terrain. However, this particular feature may not be espe-
cially useful in scenarios where this is not the case. For instance, if one was to
explain how the internal parts of a wind turbine are assembled, gravity would not
necessarily be an advantage.

BACKGROUND NOISE

Yet another set of features which would contribute to the usefulness are those re-
lated to background noise. In the EMD context, 3D sound couldbe supported in
order to give the users an impression of the noise level at different locations in the
terrain. Another way of achieving this, which may lead to more objective observa-
tions would be to visualize the noise levels. One way of doingthis is to show noise
lines on the terrain. Another method which utilizes the medium more effectively is
to use semi-transparent spheres or series of them located inside each other which
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are located with center in the source of the noise. In the windturbine example,
the center of noise would be somewhere near the center of the wings. The noise
level could then be visualized by generating the semi-transparent sphere in such a
way that the color intensity increases proportionally withthe intensity of the noise.
That way, the sphere would be very colored near the wind turbine and very faint far
away from it. People would then be able to see intensity of thenoise they would
have to live with in case the wind turbines were placed at thatparticular location.

I NFORMATION OVERLAY

In situations where precise figures, messages using human language or information
not being a part of the virtual world is necessary, one could imagine an information
layer between the user and the virtual world. In the case of wind turbines, the in-
formation overlay could display a number for each turbine indicating the predicted
power production at the current location. Using the coordination mechanism ter-
minology, this makes the system more active because the system autonomously
performs the updates. A Post-It-like strategy (see section5.2.3) can be useful
during both co-ordination and co-operation, enabling users to attach messages for
each other to the information overlay about what has been done (co-ordination),
why is has been done (co-operation) and which aspects need specific attention (co-
operation). Finally, each user could color his map according to different indexes
(e.g. energy production, avg. wind speed etc.).

6.2.5 ACTIVE L AYER

If the application area of the software is within an area in which rules govern, a
layer or module in the system that could contain rules would be an advantage for
the users. It can help collaboration by describing simple rules on how to change the
state of the common field of work that everybody must adhere to. The rules are in
many cases already part of the process and it would only seem natural to implement
these rules in the system itself so that it could react on actions that have an impact
on a rule. One scenario in which this feature could be desiredare architects who
could position a new structure in a town and in real time they would be able to be
warned that the underground was not strong enough for a building of that weight.
Other rules such as maximum height, or minimum distance to neighboring houses
etc. would also be able to guide the architects as they position the building. In the
wind turbine perspective rules regarding noise, minimum distance to neighboring
wind turbines, shadow flickering etc. could also be put into the system making it
easier for the consultants and especially clients to place the turbines.

An active layer would thus provide the system with a very usable feature in which
actions take place based on input from the user. Even a very inexperienced user
would ultimately be guided towards a correct site layout obeying the rules. How-
ever it is not in all scenarios in which the active layer is needed and therefore it
would be best to make it an optional module in the system so that users in no need
of rules can remove these from the system.

If one takes a look at first person shooter games today, such rules are already part of
the process in that users hit by a bullet or users who fall a great distance lose health
points due to such actions. That is, in first person shooters the rules are static and
set from the beginning. In a cooperative system context in which rules are subject
to changes it would however be more appropriate to have a module that is able
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to check whether user defined rules are violated - the user should then have the
possibility to alter the levels of which the rule module should act. What is common
for the above descriptions is that it is implicitly assumed that the system warns the
user. In the following section a short description of the possibilities of providing
the user with feedback when a rule is broken.

As the addition of an active layer would give the applicationthe ability to act on its
own this layer would move the application towards being active.

RULE FEEDBACK

There are many alternatives as to how to give the user feedback when a rule is
broken or a rule is about to be broken. Both audio and visual feedback could
be provided and possible combined. An indication of something serious could be
anything from a line of text in the command prompt to flashing objects in the virtual
environment. If audio and visual feedback is available at the same time a warning
could be sounded when the rule is broken after which a visual indication such
as color overlay or flashing objects could indicate the area in which the rule was
broken. Even force feedback could be applied to give an indication to the user that
he has done something wrong and that he must stop and take notice of the system
warning. However these are all post operation warnings, if the rule system could
also monitor when a rule is just about to be broken the system could visualize this
by one of the mentioned possibilities. However this kind of pre-operation warning
should be easy to tell from the other more serious warning - a warning that is issued
before the rule is broken could e.g. be visualized by coloring the area in slightly
more contrast and thus indicate to the user that he is close tobreaking the rule.

6.2.6 SPEECH AND 3D AUDIO EFFECTS

No interpersonal audio communication capabilities have sofar been mentioned, so
in this section we will introduce the options and tradeoffs regarding audio in the
application.

Basically there are two options concerning audio in the application, one is integrat-
ing the audio closely within the application and giving virtual objects sounds or
otherwise integrating sound into the world. The other is keeping the audio outside
of the virtual environment and run it as a separate individual module.

3D AUDIO

In this case the sound can be used for enhancing the immersiveexperience in the
world, e.g. by giving cars in the virtual world the sound of a car. By associating
sounds to objects the users will experience a more lively environment in which e.g.
birds are singing in the nature and the wind blowing in the trees can be heard. By
integrating sound into the virtual world it is possible to associate the location with a
sound so that the intensity decreases the further away from the source the user gets.
This type of audio could also be applied to dialogues betweenco-located avatars.
Even though the people controlling the avatars are located far away from each other
they could have a private conversations by talking in the part of the virtual world
where they are located. This however presents the problem that when a user wants
to talk to a person whose avatar is located in the other end of the virtual world he
will have to move his own avatar to the area of the virtual world in which the other
person’s avatar is located. However it has the advantage that when cooperating on
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some mutual model and the avatars are gathered around that model they can all
hear what is being said by the other avatars (users). Other people whose avatars are
located at a different location in the virtual environment by another model will be
able to converse without hearing what the other team is saying. Thus this method
of integrating audio minimize the amount of audio information each user hears,
and thus the amount of audio information that must be transmitted to each user. A
drawback of this approach is that it requires that the systemis able to support both
audio and graphics. GCVR does not currently have audio capabilities and in order
to support audio a 3D sound module would have to be implemented as well as the
AWM would have to be expanded so that sound is also an option. If we take a look
at the two types of user modes - deity and mortal - 3D audio is not an interesting
option when in deity mode, since there is no reason to be able to hear what kind of
noise an object makes from above. 3D audio is only interesting in mortal mode in
which one can walk around on the ground and hear the sounds.

SPEECH

As introduced in section 5.2, we believe speech is essentialduring collaborative
sessions.

The other option regarding sound is to run an external application that control au-
dio communication. This type of application is the same as what is known in the
computer game world. It works basically like an intercom in which all users con-
nected to a given channel can hear everything all other userson that channel utters.
This type of audio is in no way suitable for providing the users with an experience
of the decibel levels in a given area since it is not linked with the 3D environment.
This type of sound is however excellent for supporting speech communication be-
tween the users no matter where they are located in the virtual world and not matter
whether in deity or mortal mode.

Amongst the most popular voice communication systems for this type of use is
Roger Wilco. Roger Wilco is basically just an internet phone. However what
makes Roger Wilco different is that is builds on a codec developed for the US De-
partment of Defence in the late 1980’s. This codec allows for25 times compression
of the bandwidth usage compared to a non-compressed channel. Therefore even
a modem of 14.4 K is able to use the software and chat with others. However a
28.8 K modem is recommended. A newer and open source internetphone is Speak
Freely. The Speak Freely project started in 1991. After 1996the program was
released to the open source community and it is still under continuous develop-
ment leaving it to be a very advanced and solid tool. Speak Freely exists in both a
Windows and a Linux/UNIX version which also makes it a very versatile tool. In
contrast to Roger Wilco, Speak Freely was developed for not only very low band-
width communication but also for high quality low bandwidthcommunication and
therefore more different codecs, described in appendix A, are available in Speak
Freely.

In table 6.1 a small comparison of the bitrates of the two programs. The values
in the Sound Fidelitycolumn need a bit of explanation. The Speek Freely team
has rated the quality or fidelity of the sound given each codec. They defined a
base value ofPoor as being able to hear what was spoken, but not being able to
recognize the voice.

As can be seen the Roger Wilco protocol is a very good performer if one only wants
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Inbound Outbound CPU req. Sound Fidelity
Roger Wilco 2400 4800/7200 Slow Poor
Speak Freely: No compression 80.000 Slow Best
Speak Freely: Simple 40.000 Slow Poor
Speak Freely: ADPCM 40.000 Slow Good
Speak Freely: Simple+ADPCM 20.000 Slow Lousy
Speak Freely: GSM 16.500 Fast Good
Speak Freely: Simple+GSM 8.250 Fast Lousy
Speak Freely: LPC 6.500 Fast Depends
Speak Freely: LPC-10 3.460 Very Fast Okay

Table 6.1: Comparing speech communication APIs. The valuesare in bits per
second. Speak Freely only published the full duplex transfer rates whereas Roger
Wilco supplies the transfer rate in both directions. The values and the layout of
the table stem from the developer section on http://www.speakfreely.org and the
Roger Wilco row has been adapted to fit within this table. For an explanation of
the codecs used in Speak Freely the website above should be consulted.

transfer rate. However if the system is to be used for coordination it is important
that users can hear what is being said and just at importantlywho is saying it. Roger
Wilco can only guarantee that it is possible to understand what is being said (and
the sound fidelity of Roger Wilco is therefore rated asPoor), they say that higher
bit rates would be needed if one were to be able to recognize the voices, however
they do not state how much more bandwidth would be needed. Therefore it is a
better choice for a coordination application, such as the one we are developing to
choose one of the protocols in Speak Freely that as a minimum has a sound fidelity
rating of Okay in table 6.1. Which codec is ultimately chosen will be a tradeoff
between quality, CPU usage and bandwidth requirements.

6.3 EMD FEEDBACK

In order to be able to evaluate the different features and modes of interaction we
have described in section 6.2 we have had EMD give feedback oneach individual
feature in reference to relevance and usability. In the following we will sum up
this feedback. We will do this by using the same bullet names as in section 6.2 and
whenever possible we will mention any modifications provided by EMD.

Let us start with the different modes of movement in the virtual world:� Flying
As the basic mode of movement nothing about this mode was changed. They
agreed that flying should be the default way of movement.� Rollercoaster
The basic idea as we presented it would be very useful during presentations.
EMD suggested a modified version in which users could point out i.e. four
cameras which they could return to at any time. One could say that this
would enable dynamic snapshots - they are always up to date, presenting the
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world as it is. If what these cameras see could be shown close to those work-
ing it would enhance co-constructive collaborative work and would drive the
application towards being active. The reasoning for the co-constructive as-
pect is that when iterating or changing the objects users cansee multiple
different aspects of the same set of objects all the time. We will not pursue
this subject any further as it is just an extension to flying and we feel there
are other more important features, which we will concentrate on.� Teleport
As the size of the worlds is often small (1 - 2 km2) the need for teleports is not
large. However one could say that being able to mark points inspace with
the rollercoaster, the additional effort put into teleporting would be small
(not taking into account how it should be visualized).

The next set of functionalities is interaction in the virtual world:� Selection of objects, change model and attributes
Nothing was said about any of these that led us to choose one method over
the other or limit the amount of functionality made available to the user. This
functionality basically encompasses everything a user cando in order to in-
teract with in the virtual environment. When EMD was introduced to the
idea of an administrator (the only one able to do complex tasks in the vir-
tual world) it was pointed out that the tasks requiring specialized knowledge
(how a roughness map is created for instance) need not be restricted to the
administrator. Everybody could change these roughness data but to ensure
the correct handling of them an administrator could be chosen by the collab-
orators. As GCVR describes a collaborative environment everybody should
be able to do more than just move PHOs around - change model or add a
turbine for instance.

The next set of functionalities concerns environment features:� Weather and lighting
In general these were given one common label - impressive butgenerally
unusable. They would of course make the environment more lively, thus
immersing user more into the environment. The benefit would be that they
would not so readily throw away the visualization as not being true to life.
We are not trying to make a true to life visualization, so these feature would
be added later should the incentive be present.

EMD added that just showing skies moving by would improve thevisual-
ization (and immersion). The reason being that if the rotorson the turbines
moved one would expect the skies to also move.� Terrain
Generally one of the most applicable features encountered so far, the terrain
generator was a must-have. As the visualization in the system is about aes-
thetics and how the landscape looks with turbines it is crucial that the terrain
is factual.� Animation and inhabitants
As with weather, animations and inhabitants would improve the immersive



58 Feature Discussion

aspect of GCVR. However it would primarily to be able to impress the people
present. As such these were also prioritized less.� Snap-to-landscape
Talking about wind turbines this feature should also be present in the system.
It would not make sense to place a turbine 5 meters above ground and as
such it should happen automatically. However the system might be used in a
context where a helicopter should be visualized. Having it snap-to-landscape
would not be logical in all instances. Our conclusion is thatit should be a
feature in the system but users must be able to turn it on and off per object.� Background noise
Again users being able to hear birds singing and the wind blowing in the trees
would enable users to immerse themselves in the virtual environment better
and it could help impress customers. With the same argument as mentioned
in the weather bullet, sound has been given a low priority.

One exception was the ability to visualize sound (noise lines), however not
using a three dimensional, semi-transparent sphere. EMD proposed just
overlaying these lines on the terrain - that is drawing lineson the surface
- a user does not need to know how loud a turbine sounds 200 meters up in
the air. One addition would be to indicate increments in decibel (i.e. every
10 dB with a line. This way everybody can see that the set of turbines are far
enough away from local inhabitants. In Denmark, for instance, the law states
that no turbine may be placed such that the noise inhabitantsreceive from the
turbines exceed 40 dB. EMD can see these 40 dB line using WindPRO.� Information overlay
This feature can be split into two parts: data indicators (i.e. energy produc-
tion shown on top of each turbine) and interpersonal messages.

Data indicators could also be useful however there are many other ways of
obtaining this data and since we are most concerned with the aesthetics this
too could be down prioritized. Additionally the change in energy production
would be negligible within a few hundred square meters.

Messages would be most useful during sessions where remote users are par-
ticipating. The ability to attach voice or textual messagesto objects or the
entire world was seen as being potentially very useful. Two different people
working at different hours could attach a message to the world explaining
what has been changed and why. As such it was seen as an important feature
during distributed settings that involve users working asynchronously.

This last set of bullets describe the feedback received on the sections pertaining to
active layer, speech/3D audio and menu control:� Active layer

The notion of an active layer was also appealing to EMD to someextent.
Instead of having to wait until calculations are made on the entire site to see
whether or not certain rules have been broken (i.e. someone has placed a
turbine on top of a lake or placed a turbine outside the site area) it could
be advantageous to have these rules checked run-time. This could only be
applied to the most basic of rules as some of them might require extensive
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calculations (noise lines) and would thus impede the visualization. It would
also require a user to be able to understand the syntax of specifying rules
requiring extra knowledge of the user. EMD proposed that therule feedback
only consist of warnings. That is, breaking the rule specifying that turbines
cannot be placed outside the site area should not make the turbine impossible
to move beyond the area (i.e. creating an invisible barrier), but should show
up as a warning color for instance.� Speech and 3D audio effects
Speech should also be supported in GCVR. Users situated far apart must
be able to talk to each other to be able to work together. EMD did not
see the need for 3D audio as they expected that collaboratingusers to work
together when in the virtual world. If the users saw the need for private
conversation it should be done outside the virtual environment. Given the
choice of advanced graphical communication (hand gestures) and speech,
speech was chosen as the only viable choice.

As can be read from the above feedback from EMD these items were of immedi-
ate interest to EMD - flying and rollercoaster, interaction,terrain generator, snap-
to-landscape, information overlay, active layer and speech. According to EMD,
implementation of the above mentioned features will resultin a system which is
capable of supporting their work - both in short and long distance communication
scenarios. Of theses features a subset will be selected in chapter 7.
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The requirements for a system which uses the GCVR system for implementing the
round table, multi- and single-user scenarios and provide the basic features for it
to be usable by EMD will be discussed and then finally determined in this chapter.
The requirements will be discussed in sections dedicated tothe scenarios of use
described in chapter 1 (round table, single and multi user scenarios) and features
useful for EMD as described in chapter 6. Then hard- and software requirements
which are consequences of using the GCVR system and of supporting the selected
scenarios will be described. This chapter will be concludedby a classification of
the final system using the coordination mechanism frameworkdescribed in chapter
4. In the remainder of this report, we will call the new systemGCVRT , short for
the combination of the GCVR system and round table concept.

7.1 SUPPORTING THE SCENARIOS OF USE

In this section we will discuss the implications of supporting the scenarios of use in
relation to hard- and software requirements and functionality. The GCVR system
is the common basis for all sub-scenarios.

7.1.1 SUPPORTING THE ROUND TABLE SCENARIO

Some basic requirements must be fulfilled in order to providethe round table ex-
perience in a suitable way. The basic requirement is (as described in section 6.2.3)
to create a deity mode of the virtual world in such a way that:

1. Several people are able to see the perspectively correct semi-transparent vi-
sualization. The visualization must be perceived as being located on top of
a table and each user must have a point of view which is consistent with his
position relative to the table as described in section 6.1. The GCVR system
was designed to work with 5-10 people or 20 at the highest and this limitation
will continue to exist.

2. It must be possible to associate PHOs with virtual objectsin such a way that
when a user moves an object, the associated virtual object moves proportion-
ally, as described in section 6.1.1.

Regarding item one, some hard- and software requirements can be defined:� The visualization will be made using semi-transparent HMDs. In order to
provide the best experience, they must support active stereo but for a lower
quality experience, HMDs which do not support stereo can be used. In the
case of active stereo, a suitable graphics card for which active stereo drivers
exist must be used.� In order to enable a perspectively correct visualization, some method for
measuring the viewpoint for each user must be available. Onesuch system
exists: The InterSense (see appendix B for a description). It works by the
means of ultrasound. The InterSense emits the tracked information on a
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network and therefore some part of our system must be able to pick up this
information. The GCVRT system should however be independent of the
method for determining head positions. This can be achievedby transmitting
the head positions via a network using a well-defined protocol as described
in section 6.1.

Regarding item two, another set of hard- and software requirements appear:� A vision tracking system has already been made. It requires acamera (its
type and quality not yet defined, experiments must be conducted) and PHOs
of the type shown in figure 6.2 on page 47.� The vision tracking system runs on the Microsoft Windows 2000 operating
system. Therefore, a dedicated system must be set up and a subsystem for
transmitting the tracked information over a network must bedeveloped to-
gether with a GCVRT subsystem for receiving it.� It must be possible to change position and orientation of virtual objects using
the PHO interaction scheme (described in section 6.1).

The GCVR system originally assumed that the VR-Juggler system would support
the OpenSG scene graph which is currently a basic component of the GCVR sys-
tem. At the time of writing, some test versions of VR-Jugglerwith OpenSG sup-
port are supposedly in a more or less working state, which is not adequate for our
purpose. We will not spend more time at this point pursuing the integration of VR-
Juggler, OpenSG and the GCVR system, and in the case of supporting the round
table scenario this integration is irrelevant. The basic implementation of the GCVR
system using GLUT for visualization will be adequate for supporting this scenario.
However, the design must be general enough for the system to use VR-Juggler later
on.

7.1.2 SUPPORTING THE M ULTI -USER SCENARIO

The original design of the GCVR system already supports the multi-user scenario
where multiple users are located in the same room in front of acommon arena such
as a panorama (using either active, passive or non-stereo visualization). In some
cases, a panorama is run by a computer using the SGI Irix operating system. There-
fore, the GCVRT system must be portable to this system. The GCVR system was
designed to be portable but it has not yet been ported to neither Irix nor Windows.
We will support the multi-user scenario on the Linux operating system, but keep
the design portable.

In addition to the features already supported, some interaction features enabling
users to interact via a pointing device must be implemented to support collabo-
ration. In this scenario support for a wanda must be present.Flying will be the
default way of movement in the virtual world in this scenariobut as described in
section 6.2.3, both the deity and mortal modes of use must be supported.

Also, as mentioned in chapter 5, avatars indicating position and direction of view
must be available such that the users in the round table scenario are visible to the
users in the single and multi user scenarios.

Regarding the software requirements for the GCVRT system, we will take the same
point of view on replacing VR-Juggler with GLUT as in section7.1.1.
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7.1.3 SUPPORTING THE SINGLE -USER SCENARIO

The requirements for supporting the single user scenario are almost equivalent to
those needed in the multi-user scenario. The system should,however, work well
on a standard PC as defined in the GCVR report (see [JUV02]) using a low quality
network connection.

The software requirements for the GCVRT system in the singleuser scenario will
also in this case take basis in GLUT instead of VR-Juggler as planned originally.

7.1.4 SUPPORTING EMD

In order to support collaboration in the context of EMD - real-life collaboration,
that is, some features which are not directly related to the GCVR system or the
round table scenario are needed. These features are:� Recording a session of work: In order to determine the details of a session of

collaborative work at a later occasion, it is necessary to beable to record what
has been going on and who did what at any given time during the session.
The need for this feature is documented in sections 5.1, 6.2 and 6.3.� Speech transmission: It is necessary to be able to communicate via a speech
transmission system in order to support collaboration between the single and
multi user scenarios and the round table scenario. As described in section
5, visual communication alone is inadequate for performinglong-distance
collaborative work. Therefore, we recommend Speak Freely based on the
analysis in section 6.2.6.� Terrain: In the case of EMD, precise representations of the landscapes in-
volved in a project are of high importance. Therefore, a method for creation
of landscape representations is necessary for the system tobe usable in prac-
tice as described in section 6.3.

The two first requirements listed will contribute to the general usability, whereas
the last is a special feature introduced for increasing the usability for EMD. How-
ever, the terrain generator may also be useful for other potential users in need of
accurate landscape models.

7.2 SOFTWARE REQUIREMENTS

In this section, we will sum up the software premises which are the results of the
discussions in the previous sections.� Linux: The project will primarily be aimed at running on the Linux operating

system. However, no design decisions will be made, which prevent portabil-
ity to SGI Irix. Also, with as little as possible effort, the system should be
portable to Microsoft Windows.� GLUT version 3.7: Used for creating windows for showing graphics in and
for receiving input from interaction devices.



64 Requirement Specification� OpenSG version 1.0: Contains the scene graph definition, scene manager
and renderer.� The GNU project C and C++ Compiler version 2.95: The final system will
compile using this compiler.

Common for the three last items is that they all run on Linux, Irix and Windows.
Therefore, no compromises on the fundamental software havebeen made regarding
portability.

7.3 HARDWARE REQUIREMENTS

In this section, we will sum up the hardware premises which appear from the dis-
cussions in the previous sections.

Requirements for the round table scenario:� HMDs: We will not specify any particular requirements for the HMDs. The
users must decide which properties are appropriate for their specific use - in
some case a high-resolution monochrome display may be the best choice and
in other cases a low-resolution color display providing stereo visualization
may be the only option.� Head tracking equipment: The GCVRT system must be independent of the
exact method for retrieving head positions and orientations. At least two
possibilities exist for obtaining this information: Head tracking by utilization
of head-mounted stereo cameras or the InterSense.� One standard PC with or without active stereo vision capability per user.� Network connection: A standard ethernet LAN bandwidth of atleast 10Mbit/s
will be assumed.

Additionally, the system will require a camera and PHOs but we will not specify
these items any further, since their specifications are dependent on the vision track-
ing system, which we are not involved in the development of. We will only assume
that the vision tracking system delivers position and orientation for those PHOs
on the table, which comply with the continuously changing PHO specifications.
The PHO specifications can change because the vision tracking system is still in an
early development stage.

Requirements for the multi-user scenario:� Standard PC or SGI computer with or without active stereo vision capability.� Large screen, panorama or projection facility.� Network connection: The network quality defined in [JUV02] will be as-
sumed to be present. The bandwidth requirements are dependent on the
update frequency but the conclusion was that the clients were able to work
on consumer-level network connections such as ADSL, while the server in
most cases would have to use a more powerful connection. Thatis, a con-
nection which provides a total (combined up- and downstream) bandwidth
of 440 KB/s.
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Requirements for the single-user scenario:� Standard PC or SGI computer with or without active stereo vision capability� Network connection: The same assumptions apply as in the multi-user sce-
nario.

7.4 FINAL CLASSIFICATION

In this section, we will conclude the analysis part by classifying the system using
the classification framework introduced in chapter 4, whichwill be the result of the
requirements discussed in the previous sections.� Persistent/Non-Persistent

The GCVRT system is based on the GCVR system which was classified
as being persistent in section 4.4. Therefore, the new system will support
persistence too.� Active/Passive
The GCVRT system is intended to support collaborative work,which makes
the interaction of people its primary task. No software layers which make
the system active have been listed in the requirements.� Work Arrangement/Field of Work
The GCVRT system is based on systems and ideas which we have classified
as being oriented towards the field of work. However, the recording feature
enables users to determine who performed a change at any given time in
the session of collaborative work. This orients the system towards the work
arrangement. Nevertheless, the main concern of the system is still the field
of work.� State/Process
The GCVR system is state oriented in its foundation. However, the new
recording feature enables a user to monitor and analyze the work process
at any time. Therefore, while the system is mainly state oriented, process
oriented features exist in the GCVRT system. If we were usingthe rede-
fined process concept described in section 4.7, the GCVRT system could be
defined as being clearly process oriented.

The results of the discussion of the items above are summarized in table 7.1.

The GCVRT system
Pragmatics +persistent, +passive
Semantics +field of work, (+work arrangement), +state, (+process)

Table 7.1: The properties of the GCVRT system.

In conclusion, the GCVRT system will be a passive, but persistent system, which
is mainly oriented towards the field of work in a state oriented way. The features
pulling in other directions (work arrangement and process orientation) are present
in order to enhance the usability in practice and are closelyrelated to the recording
feature.





Part II

SYSTEM DESIGN

In this part, a design matching the requirements for the system specified in
chapter 7 is described. Each module will be illustrated witha UML diagram.
After a short presentation of the original design of the GCVRsystem, the struc-
ture of the new system is discussed in chapter 9 and the general system design
is determined. The tracking systems needed in order to implement the round
table scenario are designed in chapter 10 and in chapter 11 the functionality
needed for the GCVRT system to interface with the trackers is designed. Then
the design of the selected auxiliary features are describedin chapter 12. Fi-
nally, in chapter 13 the new server and client modules are assembled from the
modules described through chapters 9 to 12.





8 DESIGN APPROACH

The system which we will design in this part of the report takes basis in three areas:� The GCVR system.� The round table approach to collaborative work.� The needs of specific users - in this case EMD.

We will start out by describing the design of the original GCVR system on which
we base the final system in this chapter. In the following chapters we will discuss
possible system structures and network topologies and determine which design will
best support our needs. Then we will describe the design of the modules needed
in order to support the demands listed in the requirement specification in chapter
7. Finally, we will combine the original design of the GCVR system with the new
modules and present UML diagrams illustrating the combinedsystem - GCVRT .
The design, which we will describe, will support all of the scenarios of use (round
table, single- and multi-user). However, some arenas (the CAVE, for instance) will
not be supported until VRJuggler support for OpenSG has beencompleted.

8.1 THE DESIGN OF THE ORIGINAL GCVR SYSTEM

The original GCVR system was designed to support collaboration in a common
virtual world. The design resulted in the system being splitup into two parts - a
client and a server program:
(The remainder of this section is almost identical to section 2.1 in the GCVR report
(See [JUV02]))� Server

The server is responsible for keeping a model of the shared virtual world
up-to-date and distribute the changes made by one client to all other clients.� Client
The clients are responsible for passing all local changes ofthe virtual world
to the server and for providing input and output facilities for interaction with
the virtual world.

This relationship could be illustrated like in figure 8.1. The meaning of the arrows
in figure 8.1 is explained below:

1. The arrows between the input data records1 in the server and clients respec-
tively, indicate that a client which loads a 3D model must make it available
to the server which then distributes the model to all clients.

2. The arrow between the input data records and the local world generator in-
dicates that a model is loaded into the local world generator.

1In practice, the input data records will consist of files describing 3D models using common
formats like VRML and Alias Wavefront Objects.
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Figure 8.1:The responsibilities of server and client parts. Internal data formats
are indicated with rounded boxes. The abstract world model concept is described
in section 2.2 in [JUV02].

3. Then the scene graph generator in the client module is notified...

4. ... and it expands the existing scene graph with the information loaded from
the input data records.

5. The graphics renderer reads the scene graph...

6. ... and the result is shown using some visualization system.

7. When a new 3D object is added to the scene graph, the local world generator
adds a pointer to the node in the scene graph where the new information is
being placed to the abstract world model. This pointer is associated with an
ID which enables us to identify 3D objects across all clients. The abstract
world model also contains information about geographic position, scaling,
rotation etc. of the 3D model inserted. The details of the abstract world
model was elaborated in section 2.2 in [JUV02].

8. This information is communicated to the server which propagates it to all
clients. That is, when a user changes the position of a 3D object in the
virtual world, the new position is transmitted to the abstract world model in
the server. The server then notifies all clients that a changehas occurred and
they receive the information necessary to keep their local representations of
the world up-to-date.

9. When the abstract world model of a client has received new information from
the server, this information is used to update the local scene graph.

10. Input from the user is inserted into to the abstract worldmodel and therefore
into the scene graph.

In the next two sections, an outline of the internal structure of the client and server
programs will be given, since this is the design by which we are going to build the
GCVRT system on.



8.1 The Design of the Original GCVR System 71

8.1.1 THE ORIGINAL GCVR SERVER

The modular design of the GCVR server is illustrated in figure8.2. The system
is constructed around the central GCVR server module which is responsible for
starting up all other services. The properties of the modules:� TheAbstractWorldModelMgr: Keeps a representation of the virtual world

called the abstract world model. This is in essence a vector consisting of
pointers toGeoObjects. GeoObjects contain the attributes of each 3D
model in the virtual world which can be altered by users. These attributes
constitute a state of a 3D model. The attributes areID, position, scale,
orientation andlock.� TheServerCom: Maintains connections to all clients by the means of the
modules: Socket, Client, ServerIdQueue and ServerSocket. The re-
sponsibilities of these modules is discussed in [JUV02]. The ServerCom
receives and distributes changes to the AWM.� The IDControl: This module ensures that the IDs which are assigned to the
3D models in the virtual world are unique.

GCVRServer

IDControl AbstractWorldModelMgr

1 1 1

1

1

1

11

ServerCom

ServerIdQueue Client Socket

1

0..*

1

1..*1

1
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GeoObject

1 0..*

1     2

ServerSocket

Figure 8.2:UML diagram of the GCVR server as designed in [JUV02].

8.1.2 THE ORIGINAL GCVR CLIENT

The modular design of the GCVR client is illustrated in figure8.3. Like the server,
the client is constructed around the central GCVR client module which is respon-
sible for starting up all other services. These include the ones which are shown in
the figure as well as starting up a scene manager which is responsible for rendering
the scene graph. The properties of the modules:� The ClientCom: This module is responsible for receiving changes from

the server and implement them in the AWM using theAbstractWorldMod-
elMgr module. It uses theServerSocket, IdQueue andSocket modules to
reach this goal. These modules are described thoroughly in [JUV02].



72 Design Approach� TheAbstractWorldModelMgr: In the client theAbstractWorldModelMgr
module is responsible for keeping a local representation ofthe state of the
virtual world. Instead of using objects of theGeoObject type, it uses objects
of the GeoObjectOSG type. TheGeoObjectOSG objects have the side
effect that when the state of an object has been changed, the change is also
carried out in the scene graph and hence in the visualizationof the virtual
world.

� TheChangeController: This module is responsible for receiving input from
the input devices and implement them in the local AWM and in the server
AWM via the ClientCom module. Since we do not use VRJuggler in this
project, theChangeController, which is tightly coupled with it, has been
removed from the class diagram. This is indicated with grey in figure 8.3.
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Figure 8.3:UML diagram of the GCVR client as designed in [JUV02]



9 SYSTEM STRUCTURE

As defined in chapter 7, one of the objectives of this project is to merge the GCVR
system with the round table approach to collaboration. The GCVR system is struc-
tured in a client-server topology as described in chapter 8 and consistency through-
out the network is considered to be very important. The abstract world model de-
fines the state of the virtual world. On the other hand, in the round table scenario it
is natural to perceive the state of the virtual world as beingdefined as the state of
the PHOs being spread out on the table. These two perceptionsmust be combined
in order for this project to succeed.

Since we want users to be able to participate in a session of collaborative work
independent of whether they are located at the table or at a PCsomewhere else,
the state of the virtual world must still be defined by the centralized abstract world
model.

As mentioned in the analysis, what differentiates the roundtable scenario from the
single- and multi-user scenarios from a software point of view is:� The need for tracking the point and direction of view of each user. That is,

tracking of the physical position and orientation of the user’s head. We will
retrieve this information from a head tracking system (the InterSense - see
appendix B). The retrieval of this information will be described in detail in
section 10.2.� The need for tracking the position and orientation of the PHOs. This in-
formation will be retrieved from a vision tracking server, which will be de-
scribed in section 10.1. When users move a PHO, the visualization should
be updated as fast as possible in order to ensure that the association between
the PHOs and the virtual objects appears natural.

When the single-user scenario takes place in a CAVE, head tracking is also nec-
essary. In addition, management of multiple spatially immersive displays is nec-
essary. We will not discuss this any further because this specific variation of the
single-user scenario will be possible when the system is integrated with a layer
(VRJuggler, for instance), which provides the support. In section 9.1, we will
identify the problems, which must be solved in order to incorporate head and vi-
sion tracking systems into the new system. On the basis of this, possible general
structures of the system will be discussed.

9.1 STRUCTURAL PREMISES

In this section we will discuss the technical problems involved in integrating head-
and vision tracking data into the existing system. The integration of the head and
vision tracking systems must be completed such that four design principles are not
compromised: Synchronized virtual environments, an adequate level of immer-
siveness, fast updating and modularity.

When discussing the combined system, we will make two distinctions regarding
the nature of the networks involved, since they ultimately determine the structure
of the system:
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74 System Structure� Local Area Networks (LAN) : The client programs of the users taking part
in a round table session, will have no problem being (and are most likely
to be) connected to a LAN. In that way they will have plenty of bandwidth
locally and there will be no latency caused by routing.� Wide Area Networks (WAN): In order to support long-range collaboration
(mainly for the single and multi user scenarios), the remoteusers must be
connected to the server via a WAN. In this case the bandwidth consumption
limitations described in [JUV02] apply.

There are three fundamental problems, which need to be considered:� Mapping: A mapping between PHOs and virtual objects must be performed.
The mapping is performed by calculating which virtual object is located
above or beneath the PHO. For this purpose, access to the scene graph is
needed because this is the only place where the spatial properties of the vir-
tual objects are described.� Perspective: Each user must see the virtual world from the same perspective
as he does in the real world. The scene graph also defines the viewpoint of
the user and therefore it is necessary to have access to the scene graph in
order to implement the head tracking data. In order to ensurethat the visu-
alization of virtual objects stays in the position relativeto the PHOs which
was intended, the head tracking information must be propagated to the round
table clients as fast as possible.� Consistency: The head and vision tracking data are interesting for the round
table users as well as the users in the single- and multi-userscenarios and
therefore the results of implementing the data must be kept consistent through-
out the network.

Regarding the head tracking system, we see only one feasiblesolution: To send the
data directly to the clients. This is due to the circumstancethat delays in the update
of viewpoints can be very disturbing, so speed is essential.Therefore, there are in
general four possible system structures, which satisfy thepremises stated above:� One where the PHO-to-virtual-object mapping is performed on all clients.� One where it is done on the vision tracking server. We will notdiscuss

this solution any further because we wish to make the GCVRT system as
independent of other systems as possible. It will be difficult to replace the
vision tracking system with another type of system if we assume that the
system has access to the scene graph.� One where it is done on a dedicated system.� And finally one where it is done by assigning the job to a singleclient.

These system structures will be discussed in the next section.
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9.1.1 POSSIBLE SOLUTIONS

One way of designing a system supporting just the round tablescenario would be
to let the clients perform changes on their local AWM according to head and vi-
sion tracking information broadcasted on a LAN. However, this approach does not
ensure that the local representations of the virtual world are consistent throughout
the network because some computers in the setup may be fasterthan others. Some
synchronization is required.

This problem can be solved by introducing the GCVR server into the system. In
order to avoid redundant network traffic, one of the clients could be selected as
master for the round table clients. The master would sample the broadcasted traffic
at some frequency (say 20 Hz) and relay this information to the GCVR server
which would then update and correct the other clients. Introducing the GCVR
server will allow remote users to participate. The structure is illustrated in figure
9.1.

GCVR Server

Client 1 Client 2 Client 3

Head Tracking Server

Vision Tracking Server

Client n

Local Area Network

Vision tracking information

M

Wide Area Network

Head tracking information

GCVR main protocol

synchronization

Figure 9.1:A possible structure of the GCVR system supporting the roundtable
scenario using a synchronization approach.

The disadvantage of the approach taken in figure 9.1 is that changes in a visualiza-
tion are allowed to happen even though they may have to be corrected later. Also,
all clients must calculate PHO mappings even though some maybe faster than oth-
ers. If a fast client bases its mapping calculation on the latest information in its
message queue and a slow client bases its calculation on a later message, the result
may be that two different objects are being changed. Consider the event flow in
figure 9.2. At T1, both a fast and a slow computer receive a message indicating
that a new mapping should be calculated. At T2, a message describing the position
of the PHO is received by both computers. At T3, the fast computer maps PHO 1 to
VO 5, using the position received at T2. The slow computer hasstill not been able
to process the initialize message received at T1. At T4, the fast computer acquires
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a lock on VO 5, while both computers receive a new position of the PHO. At T5,
the slow computer has finished processing the initialize message and starts map-
ping the PHO to a VO. On the slow computer, the PHO is now mappedto the VO
positioned above the new position of the PHO, which is VO 3. The slow computer
then acquires a lock on it. Now, when moving PHO 1, both VO 3 and5 will move.
This scenario can happen if the buffers match those of the original GCVR design.

Fast Slow

T1

T2

T3

T4

T5

T6

Init PHO 1Init PHO 1

Pos PHO 1 Pos PHO 1

Mapping PHO 1 to VO 5

Lock VO 5 Pos PHO 1

Mapping PHO 1 to VO 3

Lock VO 3

Figure 9.2:Event flow for a fast and a slow computer performing a mapping cal-
culation.

Another system structure could solve this problem. A centralized mapping between
PHOs and virtual objects could be created. It would be natural to perform this
mapping on the GCVR server. However, it is necessary to have access to the scene
graph in order to calculate the association between PHOs andvirtual objects. One
solution would be to add a scene graph to the server, but this would have some
consequences: The system requirements of the server becomehigher and the server
becomes less portable.

Therefore one could introduce a round table master as illustrated in figure 9.3.
The RTMaster would have access to the scene graph and the broadcasted head
and vision tracking information. But this requires a dedicated system especially
designed for its purpose. Also, it introduces some network latency compared with
the approach taken in figure 9.1, since all changes must go through the server.

For the sake of simplicity in the design and use of the system,we propose a system
structure which takes into consideration both the need for consistent representa-
tions of the virtual world and the need for fast updates of thevisualization. It is
crucial that the positions of virtual objects relative to the PHOs remains the same
despite the fact that users may change their direction and point of view rapidly.
Since the remote clients do not need this information - at least not at the same fre-
quency - we will let the clients involved in the round table scenario get the updates
of the head positions directly from the head tracking system. The PHO positions
and orientations, however, must be mapped to virtual objects and the changes per-
formed on them must be consistent throughout the network. Therefore, the PHO
changes will be calculated by one of the clients, which is thedesignated master and
propagated to the server, and from the server to all clients of the system. Then, and
only then, the changes will be visible. This system structure, which is the one we
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Figure 9.3:A possible structure of the GCVR system supporting the roundtable
scenario using a dedicated master.

select to base the system on, is illustrated in figure 9.4. Using this strategy it is also
possible to assign a master client to act as the RTMaster in figure 9.3.
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Figure 9.4:The selected structure of the GCVR system supporting the round table
scenario.

This system design satisfies the demands we mentioned in section 9.1 even though
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there is more network latency than in the first suggestion. But regarding manipula-
tion of virtual objects, we choose to prioritize consistency higher than fast updates.
From the point of view of the GCVR server all instances of the virtual environment
are kept synchronized, since an client is just another GCVR client. The mapping
is kept in only one place and as such it is easy to keep updated and no synchro-
nization of different mappings needs to be applied. clientsare given head tracking
data as fast as possible and the general structure keeps vision and head tracking as
separate from the GCVR system as possible. Additionally, modularity of the entire
system is preserved.

9.2 SYSTEM OVERVIEW

In this section the general data flow in the selected system structure will be de-
scribed using the same type of diagram as in section 8.1. The first 9 steps are
identical with those in the description of the original GCVRsystem in figure 8.1
on page 70. The last steps in figure 9.5 are explained in the following list:
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Figure 9.5:The responsibilities of the different parts of the system. Internal data
formats are indicated with rounded boxes. The abstract world model concept was
described in [JUV02].

10. The vision tacking system (VT) continuously tracks the PHOs on the table.
When a placeholder is made visible to the camera, the VT system sends an
initializing message.

11. The PHO to virtual object (VO) mapping module queries thescene graph
through the AWM in order to find out which virtual object corresponds to
the position of the PHO in the virtual world. The ID of the virtual object
is obtained from the scene graph. After the PHO to VO mapping module
has obtained the ID of the virtual object the PHO is mapped to,all changes
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received for that PHO are translated into changes on the virtual object sent
directly to the AWM.

12. The head tracking system (HT) continuously sends the position of the head
of the user. This position is used to set the viewpoint for theuser in the
virtual world, as well as setting the position of the users avatar in the AWM.

In the following chapters we will design the system so that itreflects the overall
structure in figure 9.5.





10 TRACKING SYSTEMS

This chapter concerns the design of the tracking systems needed in order for round
table users to be able to collaborate in the virtual environment. The two systems
provide support for vision and head tracking and run on the Windows platform. In
the following two sections, we will describe how the systemsretrieve and transmit
data. In chapter 11, we will describe how the information is received and used.

We foresee that the vision and head tracking systems will need a module that can
send messages over the network. We will make a module, containing a queue in
addition to the functionality needed to add messages to and remove messages from
this queue. In addition this module should be able to executeconcurrently with
normal system execution - this will help reduce the impact onthe existing system
in reference to what needs to be altered in the that system.

To enable this functionality a set of global, static functions can be created. Basi-
cally this set will consist of two public methods,enqueue anddequeue. When
the enqueue method is called with a message as argument this method must put the
message in a queue. We can then have a thread read this data using thedequeue
method and send it to computers on the LAN. This functionality will be placed in
a module and we will call itWsUDPSnd.

There are two possible ways to transmit UDP data over a LAN or WAN. We will
not comment on multicast, as it is a form of broadcast.� Broadcast

The header specifies that every machine on a network is allowed to receive
and process this message. The sender need not know any details on who
receives the packages.� Unicast
One message must be sent to each client. This implies that thesender must
know the receiver.

We will use broadcast instead of unicast because then the HTServer does not need
information about which clients are listening. Also it is simpler on the clients since
all they need to do is listen on a socket, and it is faster due tosmaller packages.

The last thing which needs attention is that users should have the freedom to choose
the host and port on which the vision and head tracking systems run. We suggest
using a configuration file for this purpose which is read at startup.

10.1 VISION TRACKING

To be able to use PHOs as physical interfaces to virtual objects, the GCVRT system
needs an interface to the vision tracking system, which is able to track and identify
these physical objects. This vision tracking system currently runs on the Windows
platform. PHO position and orientation needs to be sampled at an appropriate rate
and sent to the master client. In short the vision tracking system must:� Sample the position and orientation of the PHOs. A filtering scheme can
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82 Tracking Systems

be constructed so that the sample rate can be adjusted without stopping the
application.� Send state information to the master client. This client must be able to map
between physical objects and virtual objects, so that the idea of physical
objects stays within the virtual round table scenario.

First of all, we need to sample the position and orientation of the PHOs. At the
time of writing this data is already gathered at a specific point in the vision system.
We will use the transmission scheme mentioned in the beginning of this chapter
for sending the data to the clients.

The vision tracking system data, which must be sent over the network must enable
the following three distinctions to be made:� Grab

The vision server does not have access to the AWM so it must send the iden-
tifier of the PHO along with enough information to calculate which virtual
object this PHO points at in the virtual world. In the master client this can
be accomplished by using the data in the change message.� Release
When the PHO becomes invisible to the vision system (i.e. covered by a
hand or removed from the table) the mapping to the virtual object must be
removed, in effect unlocking the object. The only thing needed by the master
client is then the identifier of the PHO.� PHO state
As with the GCVR system the information needed in a change message is
position, orientation and roll in addition to the PHO identifier.

The grab and release distinctions above can be implemented in such a way that
they do not impose any changes to the protocol and maybe more importantly a
minimum of changes needs to be made to the vision system. Whenever a PHO is
introduced into the area tracked by the vision tracking system, the vision tracking
system generates an initializing state message, having theformat shown in figure
10.1.

PHO ID 90 0 90 0 1 0 0

Figure 10.1: The format of the message that the vision system transmits tothe
master client when a new PHO is detected by the system.

The idea of describing an event using a format (see figure 10.2) which also de-
scribes another type of events (changes to PHO state) can be perceived as an error
in the vision tracking system. The error lies in the fact, that the configuration in
figure 10.1 can occur in reality. That is, an object can be positioned in (90, 0, 90)
and oriented in direction (1, 0, 1). Though other and better solutions exist for de-
scribing an initialized PHO, we will use the existing one, since we discovered this
too late for us to have any influence on the implementation. Therefore we will use
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this message, since it is the only way, initialization of a PHO can be detected. One
solution to the problem could be to use negative PHO IDs in themessage from fig-
ure 10.1 for indicating when a PHO is initialized. A better solution to this problem
would be to send a negative PHO ID but also include the exact position, orientation
and angle of the PHO, instead of using default values.

When the master client receives an initializing message, itmust perceive this as a
grab message and consequently try to map the PHO with a virtual object. Note that
the state message and the initializing message are much alike. It is also worth to
note that the GCVRT system uses roll to indicate a rotation about the directional
vector - the vision system uses angle to indicate rotation about the normal of an
object.

PHO ID Position Orientation Angle

Figure 10.2:The format of the state message that the vision system must transmit
to the master client.

When the master client receives this message, it must perceive it as a change mes-
sage and consequently make the appropriate change to the mapped virtual object
available to the server. No matter which message the vision system needs to send it
must use theenqueue method of the methods described in the beginning of this
chapter.

10.1.1 FILTERING

Depending on which network connection users have, how powerful their PCs are
and the quality of the camera, users might want more or less state information. If
for instance it is a poor camera, thresholding must be applied in order for the virtual
object mapped to a PHO not to jitter. Additionally if the clients are not capable of
managing the entire amount of messages there is a need for being able to reduce the
amount of messages received over time, so that the clients can be kept up-to-date
with the most recent data all the time.

To accommodate this we propose two filtering schemes in whichusers or systems
administrators can adjust the amount of filtering as needed.� Thresholding

The idea is only to send a description of a PHO state when a PHO has moved
a certain distance. With a low threshold the inherent (though small) discrep-
ancies in the vision tracking will cause objects to jitter even though the PHO
is not moved. A high threshold will require the user to move the PHO a large
distance for the appropriate virtual object to move in the virtual environment.
Tests will indicate an appropriate value.

Thresholding can be implemented by always saving the last position, orien-
tation or roll for each PHO that was sent as a change. Each timea PHO is
moved, its new position is compared with the old position - ifthe distance be-
tween the two positions is greater than the threshold value achange message
should be sent and the new position should be saved.� Time interval filtering
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This filtering scheme consists of placing a numerical bound on the amount
of messages sent over time. If for instance the vision tracking system sends
with 100Hz but must only be allowed to send with 20Hz, this scheme must
make sure that only every fifth message is sent. This must onlybe applied to
state messages, not initializing messages.

To be able to execute the scheme there is a need for saving the number of
messages sent last time frame (one second for instance) and use this amount
to predict which messages to send during next time frame. Fora more accu-
rate result one could utilize the average amount for the lastfew time frames,
in effect limiting the impact of peak amounts.

We will only implement the thresholding scheme for now. Putting a numerical
bound on the amount of messages will be implemented if tests show that it is re-
quired.

We suggest handling thresholding as follows. Users must be able to set a default
value in a configuration file, which is read at systems startup, and they must be
adjustable at run-time.

10.2 HEAD TRACKING

For users to constantly maintain the correct viewpoint on the virtual world, we will
create an interface module for an existing head tracking (HT) system. The HT
system receives data from the InterSense (described in appendix B) which it sends
to the clients.

We will not design a filtering scheme for the head tracking system, because it is
important that the user’s view of the virtual world is as synchronized with the real
world as possible. As many updates as possible should arriveat each client.

In short, this module must:� Retrieve and filter the head tracking information.� Distribute this data to all interested clients.

As with the vision tracking system we wish to keep the impact on the HTServer
source code as small as possible since it is an external system. What is needed
then is only the handle to the data structure inside the HTServer in which the head
positions and head tracker identifier of all users are located.

The HTServer can use theenqueue method mentioned in the beginning of this
chapter to send state messages to all clients. The format of this state message is
almost identical to that used by the vision tracking system.It can be seen in figure
10.3.

Tracker ID Position Orientation Angle

Figure 10.3:The head tracker message format. The angle represents rotation about
the normal.



11 GCVRT CLIENT FUNCTION -
ALITY

The GCVRT client must be able to work in the round table, the single- and multi-
user scenarios. In the round table scenario, one client mustbe able to receive and
interpret data from the vision tracking system and relay this data to the GCVRT
server for processing. Also, in the round table scenario, all clients must be able to
receive and implement head tracking information into the scene graph. The latter
can also be the case in certain instances of the single- and multi-user scenarios
but we will defer the exact design taking this into consideration until a suitable
layer (e.g. VRJuggler) can be implemented to handle this. All clients - also those
clients outside the round table scenario - should be able to work as a master client.
The design of the original GCVR client already allows the functionality needed to
support the single- and multi-user scenarios and therefore, we will now focus on
the functionality needed in order to support the round tablescenario.

The master client is the only participant with knowledge about both PHOs and the
AWM. Therefore, it will be the responsibility of the master client to associate PHO
states with virtual objects. All clients should have this functionality but only one
should be using it actively.

Summing up, what makes the selected master client special inrelation to other
clients is the following:� It must be able to receive and interpret messages from the vision tracking

system.� It must maintain a mapping between PHOs and virtual objects.� It must be able to transmit changes and lock requests based onthe vision
tracking information to the GCVRT server - and hence the entire system.

The flow of events will be as follows: The master receives a PHOstate from the
vision server. The master calculates which (if any) virtualobject the PHO should
be associated with. If a virtual object is found, a mapping between those two should
be created. Then the master issues a lock request (using the format described in
[JUV02]) to the server. The server can reply in two ways:� Deny

The master client must delete the mapping.� Accept
The master now knows which changes to a physical object should be visually
manifested in the virtual world and all changes to that object must be relayed
to the server, which will distribute the changes.

In both cases, this can be done unambiguously because the reply message will
contain a synchronization variable1 of the corresponding lock message. In the
accept case, the PHO states are converted to change messagesusing the GCVR

1The synchronization variable is a part of the GCVR protocol,which ensures that accept or deny
messages will be associated with the requests they were meant for.
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protocol (described in [JUV02]). The GCVRT system will handle this message
just as any other change message and the existing functionality will make sure
that every client receives the appropriate changes. In the following sections, we
will describe how the PHO states can be associated with virtual objects, how the
head tracking information can be implemented into the scenegraph and finally a
common scheme for receiving and decoding the messages sent from the head and
vision tracking systems.

11.1 MAPPING PHO STATES TO VO STATES

Currently, the vision tracking system supports tracking ofsix different place hold-
ers. We expect this number to increase in future versions. Inorder to maintain the
mapping between the PHOs and the VOs, but also handle an increasing number of
PHO mappings, we suggest using a data structure which is capable of being ex-
panded without human intervention but which is also easily indexed and relatively
fast. An array provides this functionality, except for the ability to be expanded.
A vector does support this and this data structure will therefore be a good choice.
Consequently, we will use a vector of records containing PHOIDs and the associ-
ated VO ID. The records are illustrated in figure 11.1. The vector will be named
map and it will be placed in a class calledInteraction along with its associated
functions.

Record: 8 bytes

PHO ID VO ID

32 bit integer 32 bit integer

Figure 11.1:The format of the mapping of PHOs to virtual objects.

We will now go into detail with how the actual mapping should be performed.
A PHO state message is received by the client. This message contains a PHO
ID, a position, an orientation and an angle. In order to calculate which object
the PHO should be associated with, the position must be used.We are interested in
associating the PHO with what appears to be the closest virtual object placed either
directly above or directly below the PHO in the physical world.

In the OpenSG API, there is a function called intersect, which is able to detect
whether the bounding box of a virtual object is intersected by a line. If the line,
which is going through the position of the PHO and is perpendicular to the plane on
which the PHO is placed, is given to the intersect function together with a virtual
object, the intersect function is able to say whether or not the line and the bounding
box of the VO intersect each other. If this is done for all VOs in the AWM, it can
be easily determined which VOs are candidates for being associated with the PHO.
All that needs to be done is to calculate the distance to each of the candidates and
associate the PHO with the object which has the shortest distance to the PHO.

In order to implement this functionality, we will add a function getPerpendic-
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ular to theAbstractWorldModelMgr. This function will generate a line which
goes in the direction of the coordinate being 0 in the position of the PHO, and
therefore perpendicular to the PHO plane and the round table. In this way, we
will get a line perpendicular to the table, independent of differences in coordinate
systems. ThegetPerpendicular function will call another function in the
AbstractWorldModelMgr calledwhichObject. This function is able to scan
the AWM and for each VO, find out whether or not it is intersected by the line,
calculate the distance from the PHO to the VO and return the nearest object being
intersected by the line, if any such VOs exist. ThewhichObject function can
be used for supporting other input devices such as mice or wandas. This takes care
of the actual mapping.

The vision tracking system is able to send messages containing the following in-
formation:� The ID of a new PHO, which has been introduced.� The ID, position, orientation and angle of known PHOs.

We want the users of GCVRT clients to be able to associate a PHOwith a VO, re-
move the association and associate the PHO with a new VO. But the vision tracking
system does not provide any information about releasing an association. Therefore,
this information must be implied in some way in the existing information. We sug-
gest the following approach for making associations:

1. A user takes a PHO and covers it with his hand.

2. When the user’s hand (and PHO) is located over or under the VO he wants to
manipulate, he removes his hand and lets the PHO be visible tothe camera
of the vision tracking system.

3. The master client makes the association and the users are now able to move
or turn the VO by moving or turning the PHO (if they do not coverthe PHO
by accident).

4. When the users wants to associate the PHO with another VO, they cover the
PHO and proceed with item two.

One has to remember that more than one PHO can be moved simultaneously.
Therefore, simply remembering that the last message received from the vision
tracking system was an initialize-PHO message is not enoughto determine whether
or not a certain PHO should be released or associated. Therefore, another vector of
records containing a PHO ID and a variable indicating whether or not the PHO has
been initialized, will be needed. When an initialize message arrives, it is possible
to check whether or not it should be perceived as a grab or release message. The
data structure and associated functions will also be put in the Interaction class,
which can be seen in connection with the GCVRT client in figure11.2.

A VO can be unlocked by covering the PHO with the hand and moving it to an area
of the table visible to the camera and not occupied by any VOs.
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11.2 UTILIZING HEAD TRACKING I NFORMATION

When a client in a scenario where head-tracking equipment isused has decoded
the tracker information, the next step is to move the user’s viewpoint. In OpenSG,
the user’s viewpoint is present in the form of a camera beacon. To move the user’s
viewpoint, the position of the camera beacon must be moved tothe coordinates and
orientation specified in the message from the head tracking system. If the user has
a presence in the virtual world (an avatar) this too needs to be moved. As for the
implementation, the client must implement a thread, which listens for head tracking
messages. It is the responsibility of this thread to decode the tracker data and call a
function in the client, which implements the new camera position, orientation and
angle into the scene graph.

11.3 RECEIVING HEAD AND V ISION TRACKING I NFOR-
MATION

Having described how the head and vision tracking information is used and in
chapter 10 how it is collected and transmitted, it appears that the two types of
information are similar. We will therefore design a module,which is capable of
running a thread, which receives the messages and puts them in a queue from
which they can be read by the parts of the program which use them.

Since the vision and head tracking systems use UDP for transmitting the messages,
the clients must also open a socket capable of receiving UDP data. We will there-
fore create a module calledClientComUDP. Two instances of this module can
then be invoked - one for receiving vision tracking data and one for head tracking
data. The module will be started by theGCVRTClient class, which corresponds
to theGCVRClient class in figure 8.3.

The last item to mention is that each client must know which data is meant for
the individual client. All the vision tracking system knowsis a number identifying
each unit. We will make each client aware of which unit that client should receive
data from by writing this number in the configuration file.

In figure 11.2, the GCVRT client with theInteraction andClientComUDP classes
attached is illustrated.

ClientComUDP

GCVRTClient

1

2

Interaction
1 1

Figure 11.2:UML diagram of the communication module of the master client. The
rest of the client modules has been left out for simplicity.
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In this chapter, the selected auxiliary features of the system will be designed.
These features include calibration of the coordinate systems, landscape generation,
recording the collaborative sessions and distribution of 3D models.

12.1 MOVING IN DIFFERENT COORDINATE SYSTEMS

When working with the GCVRT system the different types of scenarios allow for
a multitude of different input values. The single user who works with his mouse
in front of the screen, the multi-user scenario with the panorama or the round table
user with the round table and the place holders does not necessarily send input data
within the same coordinate system.

Therefore we need functionality in the system to map input values from input de-
vices (mice, wanda, PHO, etc.) to a uniform size, so that their movements are small
enough to be accurate in the virtual world and yet large enough for the system to
allow swift movement and synchronize the movement in the coordinate systems.

Since these alterations must be performed directly on the input data from the input
device there are basically two possibilities:� To design a client side module which receives movements fromthe input

device and then maps these movements to coordinates that aremeaningful in
the virtual world.� Or to create a server side module, which maps changes from each client in
different ways.

We will not discuss the latter any further since it would require a tighter coupling
between the server and the clients, which we strive to avoid.

The objective of the module is to receive input data from an input device and then
to translate them into meaningful movements in the world coordinate system. This
coordinate system is the same as is used in the AWM. In some games (first person
shooters in particular) the user is given some control of this mapping because they
can only change the
, e andg scale factors described below. By adjusting a value
(typically with a slider in a graphical user interface) the user can adjust the input
module so that very small movements with the input device amount to large move-
ments in the virtual world, or the opposite. We will refer to this functionality as
coordination mapping.

When mapping from the movement of the input device to the movement in the
virtual world, the only values that we need to know is the scale of the movement
(the slider value) and the shift of all values in the x, y and z directions.

The translation can be described as follows:xw = 
x+ dyw = ey + fzw = gz + h
89
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, e and g are scale factors andd, f andh are values that adjusts the position
of the movement (shifts). The shifts are used for adjusting so that we can map
origo from the normal world to origo of the coordination system of for instance
the vision tracking system. The scale factors could e.g. be used if all virtual world
coordinates are positive values and the input device returns negative values, then
the shifts can be used for adjusting this so that the input device does not cause the
object (or the user) to move “out of the virtual world”. The scale factors ensure
that the user is given as fast or as slow a movement as he desire. As with the shifts
each axis has its own scale value allowing movement with different accuracy in
each direction.

Even though both x, y and z values are specified, most input devices only supply
an x and a y value. It is only in the case of a 3D input device thatthe z value is of
any use - however our system is designed to be as general and portable as possible
which is the reason for having the z value, and the corresponding scale valueg and
the shifting valueh.

This functionality must be entirely encompassed by theInteraction class. The
mapping method should also handle when a user moves his inputdevice to the left,
then it should also result in a movement to the left seen from the users viewpoint.

The scale and shift values should be written to a configuration file, and function-
ality for adjusting the corresponding attributes in theInteraction class should be
implemented. The data structure containing the shift values should be a record for
each mapping containing the shift and scale values. Since several mappings can be
in effect at the same time, the data structure could be made asa vector or array of
records.

12.2 3D LANDSCAPE GENERATOR

In a context in which the system is applied to an outside area,it is a big advantage
for the users to be able to use the information they already have, instead of having
to draw a new map of the landscape only to be used in our system.Therefore,
we need a landscape generator capable of receiving a standard height contour file
format and convert this format to a 3D landscape.

Common for these formats is that they are actually grids witha height for each
grid-point. Some formats specify the heights in a humanly readable (although hard
to understand) text file, while other formats specify the shape of the landscape
through displacement maps. These displacement maps are typically grayscale im-
ages in which either an 8 bit or a 16 bit grayscale is used. Fromthe grayscale value
of each pixel (point in the grid) the height of that point can be determined. With
regards to mapping these text files or displacement maps to real world coordinates,
the files consist of coordinates in the UTM coordinate system1. Since the displace-
ment map approach is widely supported throughout the scientific community and
it is backed by USGS (United States Geological Survey) through the digital eleva-

1The UTM coordinate system is based on coordinates in metres rather than degrees, minutes and
seconds. A coordinate is mentioned as an Easting and a Northing. The Northing value is the amount
of metres north of the Equator. The easting is the amount of metres east of the previous zone - the
circumference of the Earth has been divided into 60 zones.
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tion map2 (DEM) and by NASA (National Aeronautics & Space Administration),
which both provide satellite imagery in the mentioned displacement map format,
this format would be the obvious choice. What speaks againstthis selection is that
EMD makes use of an ASCII format developed by the wind energy department at
Risø National Laboratory, Denmark. The format was developed for the Wind Atlas
Analysis and Application Program (WAsP) software package which is designed for
performing wind resource calculations over a specific area with a specified rough-
ness. This format like the other ASCII formats contains a grid with heights for
each node. However, since our objective is to create a generic system that should
be available in not only EMD’s context, our choice is to implement support for the
displacement map height contours. More specifically, we will support the DEM
format. Elevation maps of the entire USA are available for free on the internet.
However, international DEMs are harder to come by, but we expect this to change
over the coming years since USGS is already providing DEMs for certain parts of
Europe and are continuing to expand the areas covered outside the USA. We will
call the module containing functionality for importing theDEM file and generating
the terrain forGenerateDEMTerrain.

We can not take credit for the functionality of the module in its entirety, since
the main ideas have been adopted from an OpenGL guide on the Gamedev.NET
web site. We will take the basic algorithms and implement them into the GCVRT
system.

In order to explain the internals of the system, we will, however, design it using the
same approach as the other modules in the GCVRT system.

In order to parse a DEM file the system must be able to read a DEM file and
extract the relevant information from it. We shall name thismethodLoadDEM-
File. From this data, the system must create a 3D landscape with hills, valleys
etc. thereby allowing the user to use existing information rather than having to
reimplement existing information in a static 3D model.

For the users to be able to make use of this landscape they alsoneed to be able to
see where there are roads, lakes, trees etc. All this information could be inserted
afterwards as objects in the virtual world. A just as simple approach would be to
enable texturing of the landscape. This way an aerial photography or simply just
a regular map with indications of trees, houses etc. could beapplied. Although
this information would not generate a 3D image of the trees and houses, it would
in some cases be sufficient as an indicator of the location of these items. If the
users wish to be able to see the trees stick out in the landscape it is easy for them
to place a 3D model on the correct location after the terrain class has been loaded
into GCVRT .

The requirements for theGenerateDEMTerrain class are:� It must be able to read and parse the DEM files by the means of theLoad-
DEMFile method.

– It must be able to generate a 3D model in which all values are scaled

2The DEM files provided by USGS can be retrieved from http://www.gisdatadepot.com,
and similar files provided by NASA can be retrieved from the Aster project at
http://edcimswww.cr.usgs.gov/pub/imswelcome/. For a general introduction to working with
DEM files http://www.terrainmap.com is a very informative site, which we would like to recom-
mend.
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Figure 12.1:A displacement map, and the corresponding 3D landscape. Height
values in the model have been exaggerated by a factor of 2.0 for making the height
differences in the landscape more apparent. The white areasin the grayscale image
represent the high points in the area and the black areas are the lowest points as
can be seen in the 3D model of the landscape. Perspective havebeen added in
order to make the 3D effect in the landscape more apparent.

correctly according to the rest of the models inserted into the world.
This functionality we wish to obtain by implementing a method which
takes the information retrieved by theLoadDEMFile method and
generate a 3D model of the terrain ready for insertion into the scene
graph. This method shall be namedGenerateTerrainModel.� It must be able to color or texture the terrain model.

WhenLoadDEMFile reads the DEM file, the heights of each point should be
stored in a data structure which is easily accessible. For this purpose we have
chosen an array, since it is easy to store and access the data this way. The standard
DEM file as provided by USGS is quadratic and therefore the size of the array must
be the square of the width of the DEM map.

The amount of height values in each row is denoted WIDTH from here on. When
GenerateTerrainModel needs to access the height at each (x,y) value in the
map it can be accessed in the one-dimensional array by calculating a corresponding
index using this simple scheme:index = x+ (y �WIDTH)
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When generating a 3D terrain, one has basically the option ofeither using triangles
or quadrangles. We choose to use quadrangles, since the DEM map is also based
on squares. In order to be able to generate the 3D model of the map, the map needs
to be divided into a lot of small quadrangles which has a height for each corner.
The only thingGenerateTerrainModelmust do is to run through each X and
Y coordinates in the map and assemble quadrangles from them as described above,
and then construct a large 3D model of these. If the map is small there will be no
problem in stepping through each value of the coordinate system. However, if it is
a large map a very high amount of polygons will be created. In order to lower the
amount of created polygons in the landscape we could introduce a step size, so that
only a value for each step size is used for generating a quadrangle point, in effect
increasing the size of the quadrangles.

A pseudocode algorithm for going through the entire array and constructing quad-
rangles of it.:

1. For(X := 0; X < WIDTH; X := X + STEP_SIZE)

(a) For(Y := 0; Y < WIDTH; Y := Y + STEP_SIZE)

i. Bottom left point in quadrangle:
x := X
y := Height(X,Y)
z := Y

ii. Top left point in quadrangle:
x := X
y := Height(X, Y + STEP_SIZE)
z := Y + STEP_SIZE

iii. Top right point in quadrangle:
x := X + STEP_SIZE
y := Height(X + STEP_SIZE, Y + STEP_SIZE)
z := Y + STEP_SIZE

iv. Bottom right point in quadrangle:
x := X + STEP_SIZE
y := Height(X + STEP_SIZE, Y)
z := Y

In figure 12.2 the scheme for loading the data and creating thequadrangles is visu-
alized.

A consequence of the algorithm is thatGenerateTerrainModel uses quad-
rangles. Since each quadrangle must be connected to the neighboring quadrangles
in order not to have gaps in the surface, the same height valuewill be used for
4 different corners in 4 different quadrangles. This way each point will have to
be retrieved from the array up to 4 times. This will happen if it is a point with
neighboring points on all 4 sides of it in the DEM map.

In figure 12.2 the process of first loading the values from the DEM file into the
array and then creating a 3D terrain consisting of quadrangles is shown. In the
lower right corner the height values for each corner in the first two quadrangles
are created. Correspondingly the remainder of the quadrangles could be created.
The numbers in the square to the right indicate in which ordereach point will be
calculated. E.g. the points 3, 8, 14 and 17 are in fact the samecoordinate in the
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Figure 12.2:The figure shows the way theGenerateDEMTerrain module must
work. First the DEM file data to the left is read into the array in the middle. Next
the landscape is generated by creating quadrangles for the entire map. To retrieve
the height in the (x,y) coordinate of the original DEM file, a new index,index =x+ (y �WIDTH), must be calculated to retrieve the value from the array. In the
lower right corner it is described how the height values for point number 1 through
8 are retrieved from the array. It is also indicated which coordinate in the DEM
file that value corresponds to and finally the retrieved height value appears. Note
here that points 2 and 5 are actually the same coordinate in the DEM file, the same
can be noted about points 3 and 8. Point 3 and 8 is also the same coordinate in the
DEM file as point number 14 and point number 17 in the terrain map.

DEM file, but the value needs to be retrieved in iteration one,two, four and five
of the inner loop in the first iteration of the outer loop. Iteration one creates the
quadrangle made up of points 1, 2, 3 and 4. Iteration two creates the quadrangle
made up of points 5, 6, 7 and 8 and so forth.

Since we need to access the height of each coordinate severaltimes, we suggest
creating a method for extracting the height from a specific coordinate. We suggest
naming this methodHeight. Basically it must take care of calculating the proper
index in the array and return the height at that index. If a snap-to-landscape feature
is needed in a terrain generated by the module it could be implemented in a simple
manner in that all that would be need was to call theHeight method with the
current position and the height would be returned. This would, however, only
work when the terrain is generated by theGenerateDEMTerrain module, and a
general method for performing snap-to-landscape would be needed for this.
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In order for theGenerateTerrainModel method to generate a landscape it
must have access to the scene graph, which is located on the clients. However,
it can be implemented either as a module that generates a graphical model in a
format which OpenSG can interpret, such as VRML 2.0, or it canbe implemented
as a client module which works by reading the file and then generates a description
of the landscape, which can be inserted directly into the scene graph of the client.

By making a VRML file, only one computer needs to run the landscape generator
instead of every client having to generate the landscape from the displacement
map and then inserting it into the scene graph. However, we choose to give each
client the functionality for creating the landscape since there are no synchronization
issues in creating a landscape from the same source data using the same algorithm.
For this design choice to make sense it requires that the DEM files are shared
between users in the same way as the 3D models, described in section 12.4.

TheGenerateDEMTerrain class can be contained in a single module. The main
methods needed are for reading the input from the DEM files andthe other for han-
dling the generation of the 3D landscape from the data in the DEM file. In order for
theGCVRTClient to insert the terrain into the scene graph theGenerateTer-
rainModelmethod must return a node pointer to the scene graph describing the
generated landscape.

GenerateDEMTerrainGCVRTClient

1 0..1 LoadDEMFile

GenerateTerrainModel

Height

Figure 12.3:UML diagram for theGenerateDEMTerrain class.

12.3 THE RECORDING M ODULE

In order for users to be able to have some form of persistent documentation of the
process other than the virtual world at the current time, a logging module will be
designed. In [JUV02] a save function was planned, thereforewe will not design a
new save function, instead we will focus on a log. The purposeis to log all relevant
messages sent from the server to the clients in order to be able to recreate any state
of the virtual world during a session of collaborative work at any given point in
time.

The information sent from the server to the clients are available at both the clients
and at the server, so we need to make a choice of where to place the functionality:� Server-side log

The logging module could be placed on the server. A reason forplacing the
log module server side is that the server has a less complex job to perform
than the clients, so placing it in the server would relieve the clients of having
to perform this task. In case that the server crashes or looses its network
connection all clients will no longer be able to communicateand the log will
still be complete because it has everything in it that the server sent to the
clients.
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The logging module could also be placed on the clients. This way the log
would be saved locally. However, if the client looses the netconnection or
crashes, the log will be incomplete, since messages sent by the server after
the crash will not be logged and even though the client could load his log
to recreate the virtual world up to the point of the crash, it would not be
identical to the log of the clients which did not crash.

Due to the reasons mentioned in the list, we will design a server-side logging mod-
ule. In order for such a logging module to be of any use, the module must make
it possible to restore the state, to the state described by the log entries. Apart from
the messages needed in order to restore the state a further information namely the
time a given message was sent would be of interest.

In order to restore the state the following is needed:� In order to determine time, place and person responsible forany event, the
client ID must be saved along with all change messages, as well as a times-
tamp for each message. By logging the change messages we willobtain the
position and orientation of each object in the virtual world.� In order to restore the world’s state the add and remove messages must also
be saved so that we are able to add and remove objects during play back.

In regard to the first item, a way of being able to determine which user did what
we could introduce a new mapping on the server. Even though a client will have
a unique ID at any given time, it can be difficult to identify which user was con-
trolling that client, therefore it should be possible to identify which user did what
and not just which client ID did it. In order to do this, a mapping between the user
name and the client ID is needed on the server.

In the log file, the client ID that performed the action could then be replaced by the
name of the user and make it easier to see which person did what. Because of this
information need, a new message is needed in the network protocol of [JUV02]
containing the name of the user and the message type. The server can identify
the client by the socket the ’name’ message was received on. Therefore, it is not
necessary for the client to send his client ID in the message.

Locks should not be saved since they are of little importancewhen it comes to
restoring the world to a previous state. Also, avatars in thevirtual world are repre-
sented as any other object in the real world. Therefore it is not necessary for the log
module to save an avatar’s position explicitly since this isalready done in the first
step. However, in order to be able to see who moved a certain object, the avatars
must be visualized so it is possible to see which object they are working on. This
visualization could e.g. be a line from the avatars hand to the object or similar. This
functionality is however not something the logging module should contain, it is a
job for the designer of the avatar to provide such information in the visualization.

With the information mentioned in the list, the system is able to recreate any state
of the world, and it is even possible to see how the world has evolved over time.
This way it would be possible to play the log back at a certain speed to see how
work progressed in either real time or a predefined speed setting. If the world has
evolved over a great period of time, the log will eventually become very large.
However, we do not see this as a problem unless disk space is a major issue, since
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the contents of the text file is very basic and only contains the contents of the
messages sent by the server.

From the needs identified above we can say that a method for writing log entries to
the log file must be made available. This method we shall namewriteLogEn-
try. Also a method for playing the log back must be made available. This method
we shall callplayLogBack. Correspondingly a message must be added to the
protocol that is able to start the playback.

The main class of the logging module, should be named accordingly and we shall
give it the nameLog. The logging functionality in thewriteLogEntrymethod
should be called by theServerCom class every time thatServerCom receives an
add, remove or change message and thus create a log entry in the log file.

TheplayLogBackmust contain functionality to start the playback. Since thelog
is located on the server, the playback could be performed similar to when a client
joins a virtual world after others have already worked in it for some time. That is,
a series of add and change messages will be sent to the client bringing its virtual
world and AWM up to date. By utilizing the same functionalitywe could have
playLogBack send the messages from the server, and then use the timestamp
to indicate when to send the messages. In theLog module a variable should be
made available indicating how fast the playback should takeplace. This speed
setting could e.g. be encapsulated in the message sent from aclient indicating that
he wishes to play the log back, so apart from a message containing the playback
command, it must also contain a number indicating the speed of playback.

From the description above, the UML diagram in figure 12.4 of the log module can
be made.

LogServerCom

1 0..1 WriteLogEntry

PlayLogBack

Figure 12.4:UML diagram for theLog class. The greyed out module is the existing
class in GCVR, and the darker one is the new module.

As mentioned, when a restore is executed the entire world must be updated in
much the same manner as when a new client connects to an existing visualization.
A series of add, remove and change messages are sent to each client overwriting
their existing world. The existing world is however not lostsince it also exists in
the record module on the server, so if need be the replaced world can be restored
as well. If a stop request is made during playback e.g. if the users wish to continue
working from this point, a new log should be started in order to have log that
reflects the work made on the restored world.

12.4 FILE DISTRIBUTION

In the system, which we are designing, there is a need for all clients to have access
to the files which contain representations of the 3D models that are part of the
shared virtual world. There are basically two ways to ensurethat these files are
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accessible to all clients:

� Network transfer: The user of all clients use mainstream filetransfer utilities
to get the needed files before a session of collaborative workis being started.
This is a very inflexible solution because it will require a user to switch ap-
plication to actively ensure that the files representing new3D models added
during work are accessible. A similar solution would be to incorporate the
file transfer program into the GCVRT system and enable the system to dis-
tribute the files automatically. This requires some amount of design, imple-
mentation and test and does not bring up any new technology despite the
amount of work put into it.� Network sharing: Network sharing techniques have a major advantage over
transfer techniques. Network sharing methods allow multiple users to access
the same copy of a file from a single location (although only one can have
write access to the file at any particular instant). In essence network shares
allow for a file on a remote computer’s disk drive to be accessed as if it was
on a disk drive in your computer.

The network sharing solution requires next to no work to implement since it is a
well-established general technique. Therefore, we will proceed with that solution.
The next problem is to select the specific system. The GCVRT system is aimed
mainly towards the Linux and Irix operating systems which are both instances of
Unix. Therefore, the immediate choice would be the Network File System (NFS).
It is typically used for Unix to Unix file sharing although clients exist for Win-
dows and Macintosh. NFS generally requires administrator access on both server
and client which may be a problem for some users. Another possibility is Samba,
which is a clone of the Microsoft SMB filesharing system. Unixsystems can serve
"SMB" shares to Windows and other SMB clients using the SambaSMB Clone.
Since the GCVRT system has been designed to be portable, and aWindows version
of the GCVRT system may come up one day, we recommend the Sambasystem.
However, since the file sharing system is not a part of the GCVRT software, ulti-
mately the choice is up to the users of the system.

Common for all file sharing systems is that a directory named "models" should
exist in the directory containing the GCVRT software. Any shared drives should
then be mounted as this directory.

This approach enables all users to have immediate access to all 3D models in-
troduced into the system. No new network protocols are needed for supporting
this strategy - the add and remove messages defined in [JUV02]will suffice. The
physical drive which is shared can be located on the computerrunning the GCVRT
server or any client. The only restriction is that possible fire walls and proxy servers
must not prevent the drive to be mounted across the differentnetworks.



13 ASSEMBLING THE SERVER AND

CLIENT COMPONENTS

At this point, the design of the modules, which form the GCVRTsystem has been
completed. In this section, we will describe the assembly ofthe server and client
parts of the GCVRT system from the building blocks describedin the previous
sections.

13.1 ASSEMBLING THE SERVER

The design of the server does not differ much from the original design of the GCVR
server described in [JUV02] because the vision and head tracking information is
handled by the master client. The advantage of this approachis that the server is
not dependent on the scene graph and is able to run on a computer system which is
not configured especially for this purpose.

The main difference lies in the recording system which is indicated in the right
upper corner of figure 13.1 which also shows the entire class hierarchy of the server
component. TheLog class is able to log all add, change and remove messages sent
from the server. In order to ensure modularity, the module isstarted up by the
centralGCVRServer module and is then associated with theServerCom, which
is then able to use it for logging the traffic.

GCVRTServer

IDControl

1 1 1

1 1

1
11

AbstractWorldModelMgr

0..* 1

1
1

ServerIdQueue Client Socket

0..* 1..*1

1     2

ServerSocket Log

Server Component

0..1

ServerCom

1 1 1 1 1

GeoObject

1

1

Figure 13.1:The assembled server component.

Apart from the issues mentioned, the responsibility of the server is (as originally
designed) to keep the abstract world model consistent throughout the network of
clients which have logged on to the server.
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13.2 ASSEMBLING THE CLIENT

The original responsibilities of the client were the following:� To ensure that the global (the one on the server) abstract world model is
constantly updated with changes generated by the users of the clients.� To generate a scene graph on the basis of changes on the abstract world
model, which are received from the server.� To visualize the virtual world on the basis of the abstract world model and
the 3D models involved.� To receive input from interaction devices.

These are still the main responsibilities of the client. However, all clients must now
be able to act as master client. That is, the clients must all be able to receive infor-
mation from head and vision tracking systems, interpret itsmeaning and translate
it into the messages which are part of the GCVR protocol. Also, all clients must be
able to generate landscapes from commonly used file formats.This is handled by
theGenerateDEMTerrain class.

In order to be able to receive head tracking information, theWsUDPSnd module
has been added to both the vision tracking system and to the head tracking client.
Also, these systems have been altered such that they are ableto transmit the tracked
information on the network. In order to receive it, aClientComUDP class has been
added to the system. It is started up by theGCVRClient and should be used in two
ways:� When used for receiving head tracking information, theClientComUDP is

used by theGCVRClient module, which is able to implement the changes
to the head position.� When used for receiving vision tracking information, theGCVRTClient
module should use theClientComUDP module and theInteraction module
for determining the association between the PHO and a virtual object. Once
the association has been made, theClientCom module should send a lock
request to the server, and when an accept message is received, the changes re-
ceived by theClientComUDP module are transmitted to the server through
theClientCom module. Finally, the server implements the changes into its
abstract world model and distributes the changes like all other changes to all
clients (including the master client, which actually generated the change). In
this way as few as possible inconsistencies between the clients are generated.

The complete class diagram for the client component is illustrated in figure 13.2.
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GCVRTClient

1

1 1

1

2

ClientCom

IdQueue SocketServerSocket

1

1

1

1

1

GeoObjectOSG

1

0..*

ClientComUDP GenerateDEMTerrain

Client Component

WsUDPSnd

Vision Tracking Server

WsUDPSnd

Head Tracking Client

1

1

1

1

Interaction

11

1 0..1

AbstractWorldModelMgr
11

2

1

Figure 13.2:The assembled GCVRT client component and its associated headand
vision tracking components.





Part III

TEST, STATUS AND

CONCLUSION

This part contains four chapters. Chapter 14 contains a specification of the
way we wish to test the system. In chapter 15 the status of our implementation
is evaluated, and in chapter 16 the future work that should beperformed on
the system is identified. Finally, in chapter 17 the conclusions of the project
can be found.





14 TESTING SPECIFICATION FOR

THE GCVRT SYSTEM

Now that the design has been completed a specification of how to test the system
will follow in this chapter.

However, first we will introduce different ways of testing adopted from the Extreme
Programming (XP) paradigm:� Functional testing

Functional testing is a test of the functionality specified during the analysis
and especially the requirement specification. In XP they typically use sto-
ries, small descriptions of what a module should be able to doinstead of a
requirement specification. However, we are confident that a functional test
is what is needed in order to evaluate how the system works. The functional
tests are basically a test of whether the system provides thefunctionality the
users wanted it to provide. The test cases should be stated bya user and it
can be performed by either a user or a programmer of the system.� Unit testing
Unit testing is applied on a method by method basis. If a method is specified
in the design, then during implementation it must be tested that the method
performs as designed. This means that a unit test is performed by the pro-
grammer(s) who implements a method.� Performance testing
During performance testing the performance of each module is tested. This
test must be performed and specified by the programmers.� Stress testing
In a stress test we test what happens if a module is overloaded. This test
must also be performed and specified by the programmers.� Parallel testing
Since our objective has been to merge GCVR with the round table scenario
a parallel test is required in order to determine whether theGCVRT system
is still able to perform at least the same duties it was able toperform accord-
ing to the GCVR design. This way we can be confident that the GCVRT
system can replace the old design without trouble. A test of what the round
table scenario was able to do, and if it is still able to be doneshould also
be performed in order to determine this. This test must be specified by the
programmers in close contact with the user since they ultimately know how
the system behaves in work setting.

The test types mentioned above will be applied to the GCVRT system and we will
make a section for each of the above bullets. However, given the overall nature of
the design, it does not always make sense to perform a unit test on each method in
the design as much of the functionality is described on a module basis and not a
method basis. Instead of the method by method unit test we will perform a module
based unit test.
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Also, a test for how well the GCVRT system supports transitions towards the co-
constructive level of collaborative work could be performed. However, a test of
this type requires that users use the system for quite some time in order for us to
be able to evaluate what happens on a general basis. A specification of such a test
would require us to first analyze how collaboration actuallytakes place and then
compare the new work form with the first analysis. This test will not be performed
because it is not within the immediate scope of this project to analyze several areas
of application in detail in order to be able to determine to what degree the different
transitions are supported.

14.1 FUNCTIONAL TESTING

In the requirement specification in chapter 7 a number of functional requirements
are mentioned. We will now list these and specify a success criterion for whether
the requirement is fulfilled or not. The functional requirements should all be eval-
uated by the users of the system since the requirements statetheir goals for the
system. If the users regard a functionality as not performing as it should, the func-
tionality is incomplete and needs further work, and should possibly be redesigned.
However, if the users agree that the functionality is in order, the requirements have
been fulfilled and the system is able to perform the actions itwas intended to do.

In the following list all the functional requirements for the GCVRT system are
listed:

1. The first functional requirement we need to test is whetherthe system ac-
tually solves the problem of providing users at the round table with a per-
spectively correct visualization of the virtual objects. This involves the head
tracking system as well since it delivers the position of theuser’s head.

(a) The success criterion for this requirement is that we must test whether
the user’s viewpoint in the virtual world is moved accordingto the head
movements. It will be a subjective evaluation by each user whether
the perspective is correct for them. As a guide some physicalobjects
other than the PHOs could be placed on the table and the user can then
compare the perspective of the physical object to the perspective of the
virtual object and use this as a reference for their evaluation.

2. The second functional requirement that needs testing is whether it is possible
to associate PHOs and a virtual object, and whether it is possible to remove
the association.

(a) The success criterion for this requirement is whether the user can grab
an object and later on release it using the description givenin chapter
11.

3. The third functional requirement that must be tested is whether it is possible
to receive the changes of PHO states and move the virtual objects around
accordingly.

(a) This requirement will be seen as fulfilled when the movements of the
virtual objects match those of the PHOs. The users must be given a test
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case in which they have to map a virtual object to a PHO and movethe
virtual object to a predefined location, on which they are to release the
virtual object of the mapping. The users should also evaluate whether
they felt like the virtual object followed the movements of the PHO
fast enough. If they are able to perform the actions and they feel the re-
sponsiveness of the object movements is fast enough, the functionality
will be seen as working successfully.

4. The fourth functional requirement we must test in order toconvince our-
selves that the customer can use the system is whether the recording feature
provides a complete log of all the necessary information.

(a) This functional requirement is harder to test. We imagine however that
a video recording of an entire work setting in which the log feature has
been enabled all the time should be compared to a playback of the log
from the server. If what can be seen is identical we evaluate the feature
as being successfully implemented.

5. The fifth functional requirement that needs testing is whether an external
speech transmission system is actually good enough for providing the users
at the round table with a way of communicating with users outside the round
table, and vice versa.

(a) This test must be done by the users of the system. They mustsubjec-
tively evaluate whether the quality of the speech is good enough, and
they must evaluate whether network latency is to high. If thewords a
user utters do not get spoken until a few seconds later it might be more
confusing than helpful. If the users evaluate the sound quality as being
OK, and the latency as not being a problem we regard the feature as
being successfully incorporated.

6. The sixth and final functional requirement that must be tested is the terrain
generator. Is the generated virtual terrain sufficiently accurate, or must the
terrain have further improvements such as trees and other objects sticking
out of the ground.

(a) This system must be tested against images of the actual area. Are the
hills in the correct location, the lakes, the valleys etc. Itshould be tested
by a user who is used to working with landscapes since they aremore
aware of what details are needed. If they evaluate the terrain as being
accurate we will regard the module as being implemented.

(b) The user should also evaluate whether it is necessary to insert trees
and other objects sticking out of the ground. If it is it can bedone by
loading and positioning them like other objects in the virtual world. It
should not be the task for the terrain generator.

Some further tests of the functionality could be thought of as including testing
which arena that provides the best work setting: The CAVE, The panorama, The
PC or The round table. The test could be performed in such a waythat the same
task was given to people in each arena and then the time or the way in which they
solve the task could be measured and compared. If users in an arena is performing
much better or worse than the other users in the other arenas the reason should be
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located and it should cause improvements for the arenas thatdid not perform well,
so that they are equally good at supporting collaboration for the GCVRT system.
However, since the GCVRT system does not support the CAVE andthe panorama
we do not yet feel the time is right to perform such a test. It should be performed
when the support for the CAVE and the panorama is ready, though.

Another functionality that should be tested is whether the deity mode is a good
enough mode for working at the round table, or a more schematic way of working,
such as in a CAD system would be better. The expert users will probably not mind
the more schematic way, however, new users that see the system for the first time,
might find it intimidating and will be reluctant to work with it if it is too technical.
This test would require further user testing, and would require a test case to be
implemented so that the users could compare the two ways of working. At this
time, however, we feel that such a test should not be performed until we have
heard dissatisfaction from the users with the deity mode of working in the virtual
world.

14.2 UNIT , PERFORMANCE AND STRESS TESTING

As mentioned in the introduction to this chapter, the unit test is a test of each
method in the design. However as also mentioned in the introduction to this chap-
ter, we will in some cases specify a test of the module since functionality is de-
scribed by a large number of small methods. It must be determined whether or not
the method or module performs as intended. Also we have decided to include the
performance and stress tests in this section since they willbe performed on some
of the same modules.

TRACKING SYSTEMS

The methods for the external head and vision tracking systemof interest are:� WsUDPSnd

– enqueue:
Is responsible for putting either VT or HT messages in a queue.

– dequeue:
Is responsible for removing the VT or HT messages from the queue
and sending them over the network.

These methods should be tested for their behavior when a veryhigh but realistic
amount of messages is enqueued. The result of the test ofenqueue should show
that even though the queue or buffer is flooded thedequeuewill continue to send
the latest messages in the queue. If this does not happen and the system crashes,
the module has a flaw and must be debugged.

Currently both the head tracking system and the vision tracking system only con-
tain a small amount of tracked objects. The VT system only has6 PHOs it is able to
distinguish between and the HT only has 8 receivers so that nomore than 8 heads
can be tracked at the same time. Therefore it will be hard to test performance and
stress testing with only these modules, which is why a separate class for generating
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the same messages as those generated by the VT and HT systems when PHO and
head changes are received should be implemented. This way wewill be able to test
just as many messages as we need to. The class should have no other purpose than
to function as a testing module.

GCVRT C LIENT FUNCTIONALITY

In the GCVRT client the messages sent by the tracking systemsmust be received,
and applied. The methods made for doing this are:� AbstractWorldModelMgr

– getPerpendicular:
Responsible for finding out which object directly above the PHO is
closest to the PHO.

– whichObject:
Responsible for finding out which object intersected by a given line is
closest to the avatar/user.� ClientComUDP

The class is responsible for receiving the messages from both the vision
tracking system and the head tracking system. It must createthe sockets
on which communication is to take place, and then it must communicate the
messages further on in the system.� Interaction
The class is responsible for receiving user input, from e.g.the mouse or a
wanda. TheInteraction class is responsible for incorporating the scale and
shift values defined in section 12.1.

The way for testing thegetPerpendicularmethod is to perform mappings on
the boundary of the vision tracking area. If these can be performed flawlessly then
the function must work. A performance test of this method could be to call it in
a loop in a very large virtual world in which it would have to gothrough a large
search area. A stress test could be to have it in an infinite loop and have it search
through the large virtual world after intersected objects and see how it would react
to the stress load.

TheClientComUDP module could be tested by sending one of each type of mes-
sage to it. If it understands and implements the messages, the functionality of the
class is correct. If it does not, something basic is wrong with the class and further
design and a reimplementation of it is necessary. After it has been established that
the module is capable of receiving and handling the messagescorrectly it could
be tested whether the system is capable handling heavy traffic by causing another
module to generate messages very fast and send them toClientComUDP to ob-
serve what happens when there is buffer overflow. If the module handles overflow
nicely the module can be considered complete and ready for use.

The Interaction module should be tested by testing whether it receives the input
from the input device. If it does then it should be tested whether the values received
are corresponding to the movements made with the input device. When this has
been established further testing of how these values shouldbe scaled or shifted to
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make sense in the virtual world could be performed and thus the default values
could be determined this way. There is bound to be very littleload on this module
even if it has to receive input from the input devices given that the calculations it
must perform are so simple, so a stress test of it would not make sense.

3D LANDSCAPE GENERATOR

In the GCVRT client theGenerateDEMTerrain class is a very important class as
to providing the users with an accurate terrain. The methodsof interest in the class
are:� GenerateDEMTerrain

– LoadDEMFile:
This method is responsible for retrieving the data from the DEM file
and inserting it into an array.

– GenerateTerrainModel:
Is responsible for generating the 3D terrain out of quadrangles.

The methodLoadDEMFile should be tested by giving it DEM files of very large
sizes. If it is able to parse them with no problems, it works. If it is too slow it
should be reimplemented and made faster. However, as mentioned in section 12.2
the design is made so that the time complexity of the indexingis very low and
it is not necessary to search through the array but rather individual values can be
accessed directly. We expect the access time to be very low, but it should be tested
nonetheless.GenerateTerrainModel consists of an inner and an outer loop
which each iterate the same amount of times. Therefore the running time of this
loop isO(N2), where N is the amount of iterations in each loop. The complexity
of each operation in the loop is very low since it only accessesHeight four times
in each iteration. The method should be tested on very large DEM maps, and it
should be measured how long it takes to generate the 3D model of these worlds,
compared to smaller worlds. The method is only meant to be called once so it does
not have to be done in less than a second. However if it takes more time than the
user is willing to wait, we will have to reduce the running time of the algorithm
further.

THE RECORDING M ODULE

This module only has two methods of interest:WriteLogEntry andPlay-
LogBack.

The requirements are:� Log

– WriteLogEntry:
This method must write each and every add, remove and change mes-
sageServerCom sees, to the log file.

– PlayLogBack:
This method must send all the messages in the log file to all thecon-
nected clients. According to the timestamps delays betweeneach mes-
sage should be inserted.
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The way of testing this module should be to stress test theWriteLogEntry
method, since it is very important that it is able to write every message to the
file with the correct timestamp. If it looses messages or gives messages incorrect
timestamps, the method should be considered inadequate andmust be subject to
redesign and optimization in order to solve the problems. If, however, the method
is able to write all the messages to the log file, the method haspassed the stress test.
ThePlayLogBack method does not need a stress test in that will only be called
very rarely. The method should only be tested for whether it is able to read the log
file and send the messages in it on toServerCom which must then distribute them
to all the clients. The method must insert pauses between each message according
to the timestamps in the log in order to visualize the progress of the work during
the playback.

FILE DISTRIBUTION

This module is entirely based on Samba, so therefore the onlything we wish to
test is the transfer time for a file on the server to the client.And if multiple add
messages are received how will this affect the transfer time.

We therefore propose to stress test the module by adding say 100 different 3D
models of a relevant size at once and then measuring how long it takes on the
LAN, and how long it takes on a WAN. If either takes more than anunreasonable
long time (longer than the user wants to wait), we should reconsider the use of
a shared file system service and perhaps reimplement the thought of having the
clients download the models to a local library prior to starting collaboration. If it
takes less than the user’s threshold on both the LAN and WAN the module will be
considered as conforming to the design and it is regarded as OK.

OVERALL PERFORMANCE TESTING

The overall latency of the system, with regards to sending vision tracking informa-
tion through the server, should be tested. The test should both contain the actual
delay in milliseconds and the users’ evaluation of the feeling of the delay. If it is
too high for the users to find acceptable a redesign of the way the master client han-
dles VT changes is necessary or other optimizations might betried out first before
changing the system structure.

Another performance testing issue is a test of how many objects the system can
handle. How many objects is the AWM capable of handling before it becomes
too hard so search through it for thegetPerpendicular andwhichObject
methods. Or will the load of the rendering system be the majorproblem before
this becomes an issue. These tests must also be performed in order to say that the
system is conforming to the requirements and design of the GCVRT system.

Further it should also be tested how many users the system is capable of supporting
given the bandwidth requirements.

Finally the GCVRT system should, like the GCVR system, be tested on an ADSL
line. The test should indicate whether the new functionality have caused the client
to be unable to perform on the same amount of bandwidth or if the bandwidth
requirements have increased.
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14.3 PARALLEL TESTING

In order to perform a parallel test of GCVRT and GCVR we need tolist what
GCVR was capable of and compare this to what GCVRT does in the same situa-
tion. If they both do the same, then the merging of the GCVR andthe round table
scenario has been successful and GCVRT can be considered a successful merge of
the two scenarios.

Normally in XP such a parallel test is run over the course of several months in order
to make sure the new system behaves exactly as the old one (or better), however
since GCVR was never completed such a lengthy test is not possible. Due to the
lengthy nature of such a test, we suggest waiting until GCVRThas been imple-
mented entirely before testing what the behavior of the system is. Therefore the
parallel test should not be performed until this is the case.

14.4 FINAL REMARKS

There are two reasons for not including the test results in the report. First of all
the tests require much time, and secondly, since we are undera certain time strain
we have prioritized executing the tests lower than implementing the system and
specifying the tests which eventually must be performed. Another reason why the
tests have not yet been performed is that the implementationis not yet in a state in
which it is possible to test and evaluate the complete system.

In the following chapter the status of the implementation will be explained further.



15 STATUS OF THE I MPLEMEN -
TATION

The main focus in this report has been on analysis of the problem domain and a
corresponding design of the GCVRT system. However, in this section, we will
describe the progress of the implementation of the design. We will do this in the
following sections, each describing a specific part of the design.

TRACKING SYSTEMS

The common module for transmitting data from the head and vision tracking sys-
tems calledWsUDPSnd has been implemented on the Microsoft Windows plat-
form and is fully operational. At the time of writing, it has been used in the vision
tracking system and the appropriate alterations to this system necessary in order to
use the transmission system has been made.

Regarding the head tracking system, we will soon be in possession of the code and
we will then be able to implement theWsUDPSnd module in this system too.

CLIENT FUNCTIONALITY

TheClientComUDP module for receiving data from the head and vision tracking
systems has been completed. TheInteraction class has almost been completed:
The part needed for maintaining PHO mappings is finished but the part responsible
for calibrating the coordinate systems has not been startedon. This does not seem
to be a very time consuming task. At the time of writing, the PHO mapping works
even though it is imprecise and there are problems with making the system perceive
when a user wants to remove an association between a PHO and a VO.

The system is almost complete regarding the functionality for setting the right head
position. The part of the system performing this task just needs to be merged with
the rest of the system. This does not seem to be a major task, and can be tested in
practice as soon as the functionality for transmitting the data is implemented in the
head tracking system.

Finally, the GCVRT client must be able to communicate alteration to VOs associ-
ated with PHOs to the GCVRT server. This has not yet been implemented but most
of the needed functionality has already been implemented inthe original GCVR
system. Therefore, this should also not be a major task.

In conclusion, the GCVRT client is not fully operational. Except for the imprecise
PHO mapping problem, the individual problems have been solved but the solutions
still need to be combined and tested.
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COORDINATE SYSTEM CALIBRATION

Only a skeleton method for applying the scale and shift values to movements by
e.g. the mouse has been made. The exact functionality has notyet been imple-
mented. The structure is there, however the functionality is still not complete.
After the functionality have been implemented further testing is necessary in order
to evaluate which default scale and shift values should be used.

L ANDSCAPE GENERATION

The landscape generator is currently capable of reading DEMfiles and save the
height values in an array. Also, theHeight method is functioning according to
the design. The algorithm of theGenerateTerrainModel method is also in
place, however the integration with the scene graph is not. Also the transformation
node is not yet inserted, but this will be a small task once theconnection to the
scene graph is established.

THE L OGGING SYSTEM

The functionality for creating the log system is complete, but it has not yet been
incorporated into the server. The functionality has been experimented with on the
client on which the method have been tested to work as intended. All that needs
to be done is implement the module into the server and haveServerCom call the
method for creating a log entry at each relevant message. Thefunctionality for
playing back a log is already there, all that needs to be done is to go through the
log and create add, remove and change messages according to the format and send
these messages to the clients, then the functionality of thelog module is complete.
The last thing that needs doing before the module can be used is to incorporate
the playback message into the protocol. If it should be possible to stop playback
half-way through, a stop message should also be implemented, but this was not
intended in the design.

15.1 CURRENT STATUS

At the time of writing, most of the features necessary for determining the feasibility
of the design have been either completed or are at least in a state indicating the
amount of work, which needs to be put into it:� The common module for transmitting data from the tracker systems has been

completed and integrated into the vision tracking system. This has not yet
been done in the head tracking system, meaning that in the round table sce-
nario, the virtual world will not be correctly mapped onto the table because
the user’s view point in the virtual world cannot be set correctly relative to
the user’s point and direction of view in the physical world.Our experience
with the vision tracking system indicates that implementing the module into
the HT system will not be a major problem.



15.1 Current Status 115� The client part of the system has access to modules for receiving data from
both the vision and the head tracking system and the ability to implement
these data into the scene graph. However, regarding the datafrom the vision
tracking system, the GCVRT client is not perfect. There are problems with
removing an association between a PHO and a VO and the calculation of the
mapping is also not precise enough. Further experiments must be conducted
in order to perfect this interaction technique. Calibration of the coordinate
systems may be the key to resolve this problem. The same applies for mouse
interaction. The connection between the PHO mappings and the GCVRT
server has not yet been implemented.� The functions for calibrating the coordinate systems has not yet been imple-
mented. These are very important for creating a higher degree of usability.� The landscape generator is at an experimental stage, which allows land-
scapes to be generated, but not yet to be inserted into the scene graph.� The logging system is able to log all information, but not yetto play it back.

In general, the system is not yet operational. However, all parts of the design,
except for the calibration of coordinate systems, have beenimplemented and ex-
perimented with to a degree where one can say that the overalldesign of each
module is viable.





16 FUTURE WORK

The design and implementation of a VR system is a very large task often involving
multiple external systems. In order to get a system, which isusable in practice, it
is necessary to make the design and implementation an iterative process in which
every iteration is followed by a test. Due to time constraints, this has not been the
case in this project - but in order to get a usable system, it must be. Apart from
making a full implementation of the GCVRT system and a full-scale test, we have
encountered some subjects during the analysis and design phases of the project,
which require further work. We will describe these subjectsin this section.

I NTEGRATION WITH A VR L IBRARY

One of the main problems in this project and its predecessor,the GCVR system,
has been to integrate a VR library into the system, which is able to provide an
abstract support layer for input and output devices. Specifically, we are interested
in getting the GCVRT system to work with VRJuggler, which is an open-source
VR library. Unfortunately the use of VRJuggler presented a problem because the
GCVR system on which the GCVRT system is built, is based on theOpenSG scene
graph API, which was not until recently supported by VRJuggler. The GCVR sys-
tem was based on OpenSG because it was a complete, portable open-source scene
graph and because the VRJuggler development team promised us that VRJuggler
support for OpenSG would exist in the 3rd quarter of 2001. This was not the case.
We could have changed to another scene graph API, but the point of this project
was not necessarily to implement a fully operational system.

Now, support exists and has been confirmed by developers outside the VRJug-
gler development team. Therefore, an important part of the future work lies in
integrating the GCVRT system with VRJuggler in such a way that input and out-
put devices can be perceived as simple abstractions. Then, support for CAVEs,
panoramas, stereo vision using HMDs and a variety of different input devices can
be accessible and it will be up to the users to choose.

FURTHER TESTING

Once the VRJuggler integration has been performed, furthertesting becomes rele-
vant and the following questions must be answered:� Which arena type works best and do the different types support each other?

At the time VRJuggler has been integrated, support for CAVE,panorama,
PC and the round table should exist.� Does the working habits of the people involved become more co-constructive,
co-operative or co-ordinated?� Is it in fact possible to collaborate in a meaningful way having both VR users
and round table users in the same virtual world?

It seems that the success of a system like the GCVRT system depends on whether
it can improve on or contribute in some way to the way people work locally. If this
goal can be achieved, the real goal - to enable people to collaborate even though
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they are located far away from each other - will be far easier to achieve. If people
close to each other can be persuaded into communicating using a computerized
medium (that is, they communicate in a virtual world), the long distance version is
not far away.

M EANS FOR ENCOURAGING CREATIVITY

In a system such as the one designed in this project, there is little room for being
more creative than what can be described by manipulating already existing 3D
models. Therefore, a more mature system should provide at least two new types of
manipulation:� Manipulation of sub-models: It should be possible to take a part of an already

existing 3D model and treat it like it was a complete model. There are several
ways to do this - one of them is described in [JUV02].� Interactive 3D modeling: In a mature version of the GCVRT system, many
interaction devices should be supported. One of those is tracking of hand
gestures, which could be used for enabling users to form complex 3D models
with their hands alone.

Especially the second item would greatly improve the opportunity to find creative
solutions to problems being solved in a virtual world - but the integration of such
a module would require at least a set of complex messages in the GCVR protocol,
or in the worst case a complete redesign of the networking modules.

I NTERACTION

We have not paid much attention as to how users can control parameters of the VE -
for instance changing scale of a wind turbine or color of a house. Most applications
in which user interaction is required have a minimum of user friendly interfaces to
functionality, but up until now we have assumed this additional functionality could
be accessed through a terminal. This approach would be inefficient in the long
run so we need to integrate these interfaces into the environment more seamlessly.
Therefore, we propose two different ways of accomplishing this that would be
interesting to investigate in the future.� External GUI generator

We can use a GUI generator to create buttons, sliders, menus,text areas etc.
Many different generators exist, capable of generating different source code.
This means that work has to be put into finding the optimal one for the job,
both in terms of its ability to integrate with the existing system and in terms
of how it looks as opposed to what people would expect.� Extend GeoObjectOSG
Another way could be to integrate the interfaces in the existing GCVRT code
by extending the classGeoObjectOSG and letting menus and buttons be
just another node in the scene graph. Whenever these objectsare activated in
some way they would themselves know what to do - for instance selecting a
menu item would cause a cube to appear, textured with filenames or moving
a slider would make a turbine larger or smaller.
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Also, it should be considered, which approaches can be used effectively in stereo
visualizations and which cannot. To ensure portability it should be evaluated
whether or not the selected approach can be used without problems in all the are-
nas we have discussed (the round table, CAVE, Panorama and PC) without major
changes.

From the different arenas we have a lot of ways to interact with the virtual world
and, in reference to this section, with menus, buttons and sliders. From what we
have discussed in this report the PHO stands out. PHOs, just as a mouse or wanda,
could be used to interact with the interfaces. For instance placing a PHO under a
virtual button would activate said button. The immediate problem with the current
status of the tracking system is that it does not allow PHOs tobe tracked anywhere
else than in the plane - either the users must look down upon the table in order to
be able to place a PHO under a certain menu item or another interaction method
must be devised. An interesting question that could be answered with future work
is whether or not users want their interfaces the same place all the time (i.e. on
the table in front of them) or whether they want the ability tomove the interface to
anywhere they deem appropriate. If the latter is chosen and the user is in the round
table scenario the question arises on how to place the PHO correctly in relation to
for instance the menu.

It should be analyzed what functionality users need access to and how that func-
tionality can be made available in all arenas (both to maintain modularity and to
reduce the learning curve of the interface system). This leads to two possibilities -
either all interfaces could be made in one common way for all arenas or maybe it
would be advantageous to optimize the interfaces for each arena separately.

I NFORMATION OVERLAY

In cases where the ability to move objects is not adequate, more information is
needed than can be inferred from the objects in the virtual world.

One way to provide such an overlay feature would be to duplicate the landscape
layer and make the duplicate transparent so that it does not add further load to the
rendering process. This transparent layer could then be raised above the ground
level of the actual landscape and all information about production or whatever the
user wants to show in the information layer could be drawn, orwritten on this layer.
Since the layer is a duplicate of the original landscape the information written in
that layer will follow the contours in the landscape and willthus always be visible
since they are raised above the ground level.

However, in certain situations the users might rather be without the information in
this layer, so it should be possible for the users to select whether they want the layer
visible or not. The easiest way to provide the users with sucha choice would be to
have a menu for it. In WindPRO multiple information layers are applied instead of
just one, each containing specific information which can be shown if the user turn
the layer on through a menu. Similar functionality in GCVRT would make sense
given that users are then able to enable several types of information to be overlaid
or just a single type of information.

If it is not of interest to have the information written at thecorrect position in the
landscape, then another way to provide the users with the needed information could
be to have a small text area always visible to the user in e.g. the upper right corner
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of the display.

No matter if the layer option or the text area option is chosenit will require that
new functionality must be added to the GCVRT system. This module must be
capable of calculating things specific to the application area. At EMD it would as a
minimum have to be able to calculate the production of the turbines, and possibly
the amount of noise at given points and maybe the amount of shadow flickering for
neighboring houses. However, in an architect scenario where they are designing a
new office building that must provide a specified floor area, the total floor area of
the building must be able to be calculated and shown in a designated area as they
stretch or otherwise alter the structure. In this scenario it might also be interesting
to know how many floors there are in the building which could beshown together
with the floor area information and it might even be interesting for the architects
to know how much ground area the building takes up, which is a further variable
that could be shown in the designated area, there are many possibilities. In any
case, such an application area specific module must be developed, in order to have
the information overlay feature functioning. We imagine that in a future revision of
the GCVRT program, the implementation could include an abstract class which the
programming division from e.g. EMD or some other firm who had an interest in
using the GCVRT system could then extend and provide methodsusing the same
interface, so that it would not be a concern of ours. Rather, the people with the
knowledge of how to perform these calculations who have already implemented
the algorithms should also implement the functionality into GCVRT , instead of
us having to reimplement it and possibly introduce errors tothe calculations. This
strategy would also leave the GCVRT system maintaining its generic features and
it allows companies to extend the system with a module for calculating application
area specifics, which in our minds is the best solution.
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As described in chapter 1, the goal of the project was to devise a system, which by
the means of the GCVR system allows individuals to collaborate with groups (and
groups to collaborate with other groups) in a common three-dimensional world by
manipulating three-dimensional virtual objects. Specifically, three scenarios of use
were defined and the users in each scenario should be able to collaborate with users
in the other scenarios as well as users in their own scenario.The scenarios were:
The round table scenario, the single-user scenario and the multi-user scenario. In
essence, the problem became to merge the concept of collaborative virtual reality
with the concept of the round table and the associated scenario of use.

We have analyzed how the GCVR system and the round table concept can be
merged both by investigating the theoretical CSCW aspects of collaboration as
well as by identifying the technical implications of this. This resulted in the design
of the GCVRT system.

During the analysis of the implications of the scenarios of use, we discovered that
a system supporting the scenarios mentioned should providea persistent environ-
ment such that both synchronous and asynchronous collaborative work can be per-
formed. However, due to the nature of collaborative work, active elements were not
perceived as being necessary - especially not in a general case. The system should
mainly be oriented towards the field of work, because then thevirtual world would
represent that which users are collaborating on and enable them to make changes
at will. The system was also classified as being state oriented because of the design
of the GCVR system, which it is founded on. Regarding the lasttwo points, the
system was made more process oriented and also oriented somewhat towards the
work arrangement by designing logging functionality, which could enable users to
determine who was responsible for a specific change, as well as recalling the entire
work flow.

We will now evaluate the design and implementation of the GCVRT system in
relation to each of these concepts:� Persistent

The fact that all messages must be sent through the server, the fact that if the
server is not turned off the state is preserved, and the fact that all the relevant
messages are logged in theLog module all add to the persistence of the
data in the system. However, regarding the implementation we have not yet
implemented features for loading the created log, which currently renders
the Log module inoperable, and therefore in effect the only persistence in
the system is that the server maintains the state of the virtual world in the
abstract world model.� Passive
We have purposely not made any active layers since it is not inthe scope
of this project. The design of the GCVRT system is consciously made very
modular, which allows additional modules providing activelayers to be im-
plemented if or when the need appears. It will be up to developers who are
experts in their specific fields to implement these layers, since they may be
very different depending on the specific area of application.� Field of Work
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The system is in its foundation oriented towards the field of work because of
the abstract world model, which describes the state of a virtual world. The
virtual world and therefore the abstract world model are representations of
the field of work. The design and partial implementation of the logging func-
tion does, however, pull the system slightly towards the work arrangement
because it describes who is responsible for making specific changes in the
virtual world.� State
The system is state-oriented in its foundation because of the abstract world
model. However, when theLog module is able to play back the log, the sys-
tem moves towards being process oriented. According to the revised process
definition given in section 4.7 the system will be process oriented when this
feature is implemented.

In section 9.1 the three fundamental problems are described, which the design had
to solve in order to incorporate the round table scenario in the GCVR system.
These were PHO-mapping, correct perspective and consistency. Solutions have
been designed but due to time constraints, the system has notbeen fully imple-
mented and a well-defined test has not yet been performed. Once the implemen-
tation and tests have been performed, it will also be necessary to verify that the
design is able to support transitions between the three levels of collaboration (co-
ordination, co-operation and co-construction).

For the system to be usable in practice, it will in addition tothe existing design be
necessary to design a user-friendly interaction scheme (with menus, for instance)
in cooperation with actual users. Also, the GCVRT system should be integrated
with VRJuggler or a similar system in order to provide support for a variety of
arenas, which each have strong and weak points regarding both the scenarios of
use as well as the mode of interaction (deity or mortal mode).Only then will the
features designed be usable in actual situations of practical work. The features
designed for the GCVRT system are those identified as being common for most
application areas. Nevertheless, if users wish to use the GCVRT system in a sce-
nario where further information is required, the information overlay should also be
implemented.

At this point, we have proposed a new paradigm for collaborative work, which
allows people who are not physically present to participatein meetings on almost
the same premises as those who are. In order to enable people to collaborate over
long distances in a system such as the one described in this report, collaboration in a
local setting must be done in a virtual or at least partially virtual world. When users
have been convinced that they can benefit from this locally, that is they have an
incentive to put on their HMDs etc., they may choose to do so very often. Once this
situation is common, the goal of enabling collaboration between people located far
away and people physically present at a meeting is easily obtainable. Collaboration
between people in a purely virtual environment as describedin [JUV02] is still
possible. However, to create a system, which convinces people that the trouble
of starting up the system for collaborating is worth it, is a very big task. Such a
system must be very mature in all aspects in order to enable users to solve problems
effectively. From that point of view, this project only represents the beginning.
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Part IV

APPENDIX





A SPEAK FREELY CODECS

The codecs available in Speak Freely are: ADPCM, GSM, LPC andLPC-10 and
of cause the default uncompressed speech transmission. Detailed explanations of
the different codecs can be found on the web page of the Communications Re-
search Group, University of Southampton in England1. In the following list we
will present the main idea in the codecs.� Simple

When Speak Freely is in simple compression mode the compression is lossy,
since it ignores every second sample, and thussimpleprovides a reduction
of the required bandwidth by a factor of 2.� ADPCM and ADPCM+Simple
In Adaptive Differential Pulse Code Modulation the codec finds the differ-
ence between a predicted signal and the actual signal. Giventhat the pre-
dicted signal is correct, it can be described with fewer bitsthan the speech
signal. On the receiving end the subdivided signal is added to the predicted
signal which gives the reconstructed speech signal.

ADPCM + Simple is the above codec in which every second sampleis not
transmitted, and thus halves the bandwidth usage of the codec.� GSM and GSM+Simple
Global System for Mobile communication - GSM.

The GSM audio codec describes a compression technique basedon physio-
logical characteristics in audio signals. The codec is primarily known for its
use in mobile telephones.

GSM + Simple is the above codec in which every second sample isleft out.� LPC, and LPC-10
Linear Predictive Coding is a codec for audio signals which is based on a
model for human speech and therefore only stores the necessary parameters
for the model. In this way a very high compression is achieved(however
only for speech). The cost is that some of the characteristics in the voice is
lost and it has a metallic robot-like cling to it.

1See http://www-mobile.ecs.soton.ac.uk/ for further details.
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B THE I NTERSENSE

The information contained in this appendix is taken directly from the site http://www.isense.com/.
It concerns the InterSense IS-600 Mark 2 Plus.

IS-600 MARK 2 PLUS PRECISION M OTION TRACKER

The IS-600 Mark 2 Plus delivers high-fidelity 6 Degree-of-Freedom (6-DOF) po-
sition and orientation tracking without the issues associated with other tracking
technologies. Utilizing a hybrid of inertial and ultrasonic sensing technologies, the
IS-600 Mark 2 Plus achieves performance and robustness superior to any single-
technology tracking device.

The Mark 2 PLUS offers millimeter resolution, improved stability, and increased
noise immunity from environmental interference. The Pentium processor allows
four fusion mode stations to track simultaneously at 180 Hz.Hardwired SoniDiscs
provide maintenance free operation with a battery powered option available for
configuration flexibility.

SUPERIOR ACCURACY AND ROBUSTNESS

The IS-600 Mark 2 Plus uses InterSense’s SensorFusionŹ algorithms to obtain su-
perior orientation accuracy, through accelerometry with ultrasonic drift correction,
not just the pure time-of-flight trilateration used by others. This results in vastly
improved update rates, resolution, and immunity to ultrasonic interference

M OTION PREDICTION

The IS-600 Mark 2 Plus predicts angular motion up to 50 ms in the future, com-
pensating for graphics rendering delays and eliminating simulator lag. InterSense
is the only company to employ the proven benefits of inertial angular rate and ac-
celeration sensors to provide accurate feed-forward motion prediction.

JITTER -FREE

The InterSense IS-600 Mark 2 Plus tracker virtually eliminates the simulator sick-
ness from jitter common to other systems.

FAST RESPONSE

The InterSense IS-600 Mark 2 Plus provides update rates of 180 Hz with extremely
low latency. Tracker-induced lag is removed from your virtual environment.

NO SLOSH OR DRIFT

InterSense’s proprietary micro-machined inertial sensorunit and signal processing
virtually eliminates the sloshy response common to inclinometers and the accumu-
lation of drift error that plagues ordinary gyroscopes.

DISTORTION -FREE

The InterSense IS-600 Mark 2 Plus offers smooth, steady response, even in noisy,
metal-cluttered environments. Our patented inertial sensing technology is not sus-
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ceptible to the electromagnetic interference that plaguescompetitive tracking tech-
nologies.


