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This thesis investigates how  a general 
practice in Northern Jutland envisions the 
future in regards to the emergence of AI 
chatbots  such as ChatGPT. This study was 
prompted by the recent adoption of AI 
chatbots in healthcare, driven by the COVID-
19 pandemic, and the subsequent release of 
ChatGPT. This emergence calls for new 
knowledge and ethical considerations. By 
exploring the social and cultural aspects that 
influence the construction and interpretation 
of such technological tools, the study aims to 
understand their alignment with the needs, 
values, and preferences of the involved 
social group(s). The exploratory case study 
employed in this research utilises both the 
theoretical approach of Social Construction 
of Technology (SCOT) and the methodology 
of ethnographic co-envisioning. This 
combined approach allows for an 
examination of how the social groups at the 
general practice interpret and envision their 
future with AI chatbots, and what implications 
the technology might present. The findings of 
the study seek to inform the sustainable and 
responsible implementation of AI chatbots in 
healthcare settings, enabling related actors 
to make informed decisions about their 
possible integration. The thesis  offers a 
techno-anthropological perspective on the 
ongoing development of AI chatbots in 
healthcare, emphasising the importance of 
context-specific knowledge and social 
influence on development of  the technology. 
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INTODUCTION 
 

The recent  re lease  of  ChatGPT on  November  30 ,  2022  sparked a  publ ic  debate across var ious 

f ie lds,  as th is  too l  became widely  used  short ly  a f ter  i ts  re lease wi th  the  prov ided open access  

to  a  technology that  i s  un l ike any other  p rev ious ly  access ib le  to  the publ ic  (De Angel is  e t  a l .  

2023).  A f ie ld  of  par t icu lar  importance is  heal thcare,  where human knowledge and sk i l ls  are 

essent ia l  for  sav ing l ives.  Fur thermore,  the COVID -19 pandemic has led to  a rap id d ig i ta l  leap 

in  heal thcare (Parv ia inen et  a l .  2022).  Th is  d ig i ta l  leap,  which has brought  about  s ign i f icant  

changes in  the heal thcare industry ,  has accelerated the  adopt ion and implementat ion of  AI  

chatbots .  These chatbots  were deployed to  p rov ide pat ients  wi th  up - to-date in fo rmat ion,  

gu ide l ines,  and  adv ice on the  v i rus,  among other  th ings  ( ib id . ) .  The pandemic created  an  

urgent  need for  access ib le  heal th  in format ion and serv ices,  and chatbots  were seen as a  

potent ia l  so lu t ion to  address th is  demand whi le  a l lev ia t i ng the pressure on heal thcare 

profess ionals .  

The re lease  of  ChatGPT has in t roduced a  new d imension to  the  heal thcare industry 's  adopt ion  

of  AI  chatbots .  The  capabi l i t ies  of  ChatGPT extend beyond t rad i t iona l  ru le -based systems,  

enabl ing more dynamic and conversat ional  in te ract ions wi th  users .  The  abi l i ty  to  understand  

and respond to  natura l  language makes ChatGPT a  promis ing too l  for  enhanc ing  the  

access ib i l i ty  and del ivery  of  heal thcare in fo rmat ion and serv ices.  

The pr imary goal  o f  th is  thes is  is  to  explore  the  fu ture o f  rap id ly  evolv ing AI  chatbo ts  through  

a case s tudy by co -envis ion ing in  the context  o f  a  genera l  pract ice in  Northern Jut land .  By  

examin ing the soc ia l  and cu l tura l  aspects  that  in f luence the const ruct ion of  the  technologica l  

ar te fact  o f  AI  chatbots ,  we a im to understand how these factors  can shape the in terpretat ion  

of  AI  chatbots  in  a  way that  a l igns wi th  the needs,  va lues,  and p re ferences of  the  soc ia l  

group(s)  invo lved.  

Addi t ional ly ,  th is  s tudy  seeks to  prov ide ins ights  that  can in fo rm the susta inable and  

respons ib le  implementat ion of  AI  chatbots  in  genera l  pract ice  or  heal thcare set t ings in  the  

fu ture.  By cons ider ing the f ind ings of  th is  thes is ,  s takeholders  can make in formed dec is ions 

regard ing the in tegrat ion of  AI  chatbots ,  ensur ing that  they are e th ica l ly  and respons ib ly  

deployed to  enhance pat ient  care and respect  the pat ient -pract i t ioner  re la t ionship as wel l  as  

the overa l l  soc ia l  and cu l tura l  contexts  in  which they are ut i l ised.  

The fu tu re of  rap id ly  evolv ing AI  chatbots  in  the context  o f  a  genera l  pract ice in  Northern  

Jut land presents  both opportun i t ies  and chal lenges.  Understanding how soc ia l  and cu l tura l  

aspects  wi th in  the soc ia l  group(s)  can in form the construct ion of  the technologica l  ar te fact  is  

cruc ia l  to  ensure a user -centred and contextual l y  appropr ia te implementat ion of  AI  chatbots .  

By invest igat ing how AI  chatbots  are soc ia l ly  constructed,  th is  s tudy a ims to  contr ibute to  the  

co-env is ion ing of  the fu ture of  these technologies in  genera l  pract ice.  
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2. BACKGROUND 
 

To s tudy the in f luence o f  AI  chatbots  on a genera l  pract ice,  we f ind i t  important  to  understand  

the wider  context  o f  AI  chatbots ,  as wel l  as  the s tatus quo of  genera l  pract ices par t icu lar l y  

workf lows  and re la t ions.  As such,  we have rev iewed re levan t  l i tera ture  and th is  chapte r  wi l l  

present  i ts  per t inent  f ind ings,  for  us  to  ob ta in  a knowledge base,  and f rame our empir ica l  

s tudy.  The f ind ings of  th is  background chapter  wi l l  u l t imate ly  in form ou r problem formulat ion,  

estab l ish ing the foundat ion of  our  empir ica l  case s tudy.  

2.1 THE EMERGENCE OF ARTIFICIAL INTELLIGENCE CHATBOTS IN HEALTH 

CARE 

Art i f ic ia l  in te l l igence (AI )  chatbots ,  which are advanced computat ional  programs that  employ  

natura l  language process ing and machine learn ing a lgor i thms to  s imulate human - l ike 

d ia logues,  have shown promis ing resul ts  in  the  heal th  care indust ry .  By comprehending user  

inputs  and generat ing contextual ly  appropr ia te response s der ived f rom pre -ex is t ing knowledge 

bases or  exper ient ia l  learn ing,  AI  chatbots  can be seamless ly  in tegrated in to var ious p la t forms 

such as websi tes,  messaging appl icat ions,  and mobi le  dev ices.  However,  there  are s t i l l  

l imi ta t ions and poss ib le  dangers regard ing  the use of  AI  chatbots  in  heal thcare that  must  be 

cons idered.  These l imi ta t ions and dangers wi l l  be presented la te r  in  th is  chapter .  

In  the ar t ic le  Conversat ional  Ar t i f ic ia l  In te l l igence for  Spina l  Pain Quest ionnai re:  Val ida t ion 

and User Sa t is fact ion  (Nam et  a l .  2022),  the authors  d iscuss the deve lopment  and va l idat ion  

of  a  Spoken Dia logue System (SDS),  which is  a  type of  conversat ional  AI  that  employs natura l  

language process ing and machine learn ing a lgor i thms to s imulate human - l ike d ia logues,  for  a  

sp ina l  pa in quest ionnai re.  The SDS showed favourable resul ts  in  terms  of  user  sat is fact ion  

and per fo rmance accuracy,  demonstrat ing  the  potent ia l  o f  conversat ional  AI  for  d iagnos ing  

and remote ly  moni tor ing pat ients .  However,  improvemen ts  are needed in  vo ice recogni t ion 

technology and the co l lec t ion of  d ia log sets  be tween pa t ients  and  med ica l  s ta f f  to  make the 

technology more ef fect ive ( ib id . ) .  

Despi te  the i r  potent ia l ,  d iscuss ions of  l imi ta t ions of  AI  chatbots  in  heal th  care acknowledge  

that  they wi l l  s t i l l  fa l l  shor t  in  terms of  the i r  ab i l i ty  to  understand and respond to  human 

emot ions and express ions ef fect ive ly  (Powel l  2019).  Th is  lack of  emot ional  in te l l igence can  

impact  t rust ,  which is  a  cruc ia l  fac tor  in  heal th  care in teract ions.  Thus,  AI  should complement ,  

not  rep lace,  medica l  pro fess ionals .  

Parv ia inen,  e t  a l .  (2022) conc lude that  a  systemic  perspect ive should be cons idered when 

implement ing chatbots  in  heal th  care.  Eth ico -po l i t ica l  approaches are  needed in  p rofess ional  

e th ics ,  as chatbots  can become entangled wi th  c l in ica l  pract ices in  complex ways.  Insuf f ic ient  

cons iderat ion of  chatbot  implementat ion can lead to  poor pro fess ional  p ract ices and long - term 

s ide ef fects ,  harming both profess ionals  and pat ients  ( Parv ia inen,  e t  a l .  2022).  As an  

emerging phenomenon in  heal th  care,  AI  chatbots  ho ld s ign i f icant  p romise for  improv ing  

pat ient  care  and reduc ing the burden on  heal th  care profess ionals .  However,  i t  is  imperat ive to  

address the chal lenges and r isks accompan ying th is  technology,  such as pat ient  t rust  and 

eth ica l  cons iderat ions,  to  warran t  that  A I  chatbot  adopt ion resul ts  in  favourable outcomes for  

both pat ien ts  and  hea l th  care  profess ionals  (Nam et  a l .  2022 ;  Powel l  2019;  Parv ia inen,  e t  a l .  

2022).  

In  summary,  the  adopt ion of  AI  chatbots  has  been accelerated  in  the heal th  care  industry  in  

recent  years .  Whi le  AI  chatbots  have shown promis ing resul ts  in  prov id ing access ib le  heal th 

in format ion and reduc ing the burden  on heal th  care profess ionals ,  l imi ta t ions such as the lack  

of  emot ional  in te l l igence must  be cons idered.  To ensure that  AI  cha tbot  adopt ion resul ts  in  
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favourable outcomes fo r  both pat ients  and hea l t h  care profess ionals ,  chal lenges,  and r isks 

such as pat ient  t rust  and eth ica l  cons iderat ions must  be addressed (Nam  et  a l .  2022;  Powel l  

2019;  Parv ia inen,  e t  a l .  2022).  

2.2 STATE OF THE ART 

The fo l lowing sect ion wi l l  in t roduce d i f feren t  cases of  how chatbots  have  been implemented in  

heal th  care context .  Th is  is  done to  develop ins ights  in to  s tate -of - the-ar t  o f  the technology,  as 

i l lus t ra ted in  cer ta in  re la ted  l i teratu re,  and by extens ion what  opportun i t ies  fo r  

implementat ion,  researchers  have prev ious ly  cons idered.  

Since the  in i t ia t ion of  th is  pro ject  concerns a rap id development  of  ar t i f ic ia l  in te l l igence (AI) ,  

and not  a l l  the chatbots  found  whi le  invest igat ing the  l i tera ture ,  there  is  va lue  in  

understanding how a d is t inc t ion can be made between a non -AI  chatbot  and an AI  chatbot .  To  

explore th is  aspect ,  Kel ley  (2003)  appl ied concepts  s temming f rom b io logy and human 

cogni t ion onto computat ional  models ,  more spec i f ica l ly  the pro ject  Adapt ive Character  o f  

Thought -Rat ional  arch i tecture in i t ia ted by  the US Army Research Laborator y  (ARL) and  Human 

Research and Engineer ing Di rectorate (HRED).  They in t roduce a cont inuum of  symbol ic  and 

sub-symbol ic  paradigms as a theoret ica l  perspect ive that  can be appl ied to  computat ional  

arch i tecture ( ib id . ) .  

The symbol ic  arch i tectures can be l iken ed to  a process of  manipulat ing symbols ,  wi th  Kel ley  

(2003) exempl i fy ing th is  process through a sentence between humans;  Mary loves  Sam. In  the 

example,  humans,  o r  symbol ic  computat ional  models ,  can understand  the d i f ferent  e lements  of  

the sentence  as symbols  as a  ser ies  o f  symbols .  Mary  is  understood as  a symbol  represent ing 

a person,  who has  an emot ional  a t tachment  o r  connect ion,  symbol ica l ly  represented  in  loves ,  

to  the rec ip ient  o f  sa id  a f fect ion,  symbol ised as Sam  ( ib id . ) .  

The sub-symbol ic  arch i tectures funct ion in  para l le l ,  as  opposed to  the ser ia l  approach of  

symbol ic  arch i tectures,  l ikened to  a co l lec t ion  of  neurons in  the b ra in  work ing s imul taneous ly  

to  produce an output  (Kel ley  2003),  hence a lso the nomenclature of  neura l  networks.  This  

means that  sub -symbol ic  arch i tectures  are  essent ia l ly  ab le to  autonomously  learn by  weighing  

an input  on d i f ferent  in ternal  connect ions and parameters  to  produce an output .  These  

parameters  and connec t ions must  be def ined (or  t ra ined) befo rehand ( ib id . ) ,  r equi r ing  an  

exponent ia l  amount  o f  t ra in ing accord ing to  the  complex i ty  o f  a  g iven input .  

The d ichotomy between the two arch i tectu res can be understood  by expanding the example 

input  g iven in  Mary loves Sam ,  which would be re la t ive ly  easy for  a  sub -symbol ic  arch i tecture  

to  process.  However,  due to  the para l le l  process,  the sentence Mary loves Sam and Bob hates  

Sal ly  is  cons iderably  more d i f f icu l t  fo r  a  sub -symbol ic  arch i tecture to  handle,  whereas the  

procedure of  a  symbol ic  arch i tecture would process the sen tence ser ia l ly ,  re ly ing on the 

sequence of  the symbols  ( ib id . ) .  

Al though the  concepts  are re la t ive ly  rud imentary ,  and  based on rud imentary  technology,  

cons ider ing the rap id evolut ion in  recent  years ,  the d is t inc t ions remain cons is tent  wi th  the  

contemporary  chatbo ts  found in  heal th  care.  In  th is  pro ject ,  the  d is t inc t ion is  used  to  ident i fy  

the complex i ty  o f  s ta te -of - the-ar t  chatbots  and  evaluate the s t rengths and weaknesses of  the  

approaches.  For  the purpose of  cont inu i ty ,  we wi l l  then equate cha tbots  us ing symbol ic  

arch i tecture to  non-AI  chatbots ,  and chatbots  us ing sub-symbol ic  arch i tecture to  AI  chatbots .  

Last ly ,  we c lass i fy  these models  f rom the in format ion g iven in  the spec i f ic  s tud ies,  and as  

such,  we do  not  account  for  poss ib le  changes  post -publ icat ion o r  insuf f i c ient  c lar i f icat ions  on 

the arch i tecture  of  the spec i f ic  chatbots .  
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2.2.1 NON-AI  CHATBOTS 

The c lass i f icat ion of  non -AI  chatbots  la rgely  re fer  to  chatbots  that  e i ther  deal  wi th  

predetermined prompts,  or  can d iscern s imple prompts,  or  quest ions,  in  order  to  prov ide a pre -

spec i f ied answer re la t ing to  keywords.  These  are arguably  the more ef f ic ient  procedures,  

when i t  comes to  ta i lored systems,  however they lack the f lex ib i l i ty ,  and potent ia l  complex  

understanding of  AI  chatbots .  

Al tura ik i  e t  a l .  (2022)  present  a  ru le -based expert  system, and  chatbot ,  to  d isseminate  

educat ion to  pat ients  about  β - tha lassemia.  In  def in ing the  chatbot  as an expert  system, i t  is  

meant  that  the knowledge base,  and the in teract ion wi th  a pat ient  is  des igned by experts .  Th is  

is  to  say,  that  the log ic  o f  the system is  determined by an engineer ,  and the domain spec i f ic  

heal th  care knowledge is  gathered f rom human experts ,  books,  and guide l ines ( ib id . ) .  The  

system is  ru le -based,  as a c lear  oppos i te  to  Natura l  Language Process ing (NLP) -based,  

meaning i t  uses prede f ined categor ies,  and  ru les in  the in te ract ion wi th  users  ( ib id . ) ,  

c lass i fy ing i t  as  a  non-AI  chatbot .  In  th is  case,  the  chatbot  works as a quest ion-and-answer  

system, where the chatbot  asks a quest ion,  prompt ing the user  to  se lect  an answer f rom a 

drop-down l is t  o f  opt ions.  Since the ru le -based expert  system fo l lows a r ig id  process,  th is  

fac tua l  knowledge is  re la t ive ly  easy to  ver i fy ,  g iven the proper experts .  The chatbot  was  

tested for  user  sat is fact ion,  on 34 pat ients ,  where i t  was determined that  the chatbot  is  user -

f r iendly ,  access ib le ,  and af fordable,  and makes managing β - tha lassemia eas ier  and more  

ef f ic ient  ( ib id . ) .  However,  the  system seemed to lack  in  terms of  pat ients  learn ing  the  

t imetable for  the i r  fo l low-up assessments  f rom the chatbot ,  learn ing the t imetable for  b lood -

tests ,  and learn ing the i r  normal  b lood test  resul ts .   Al tur a ik i  e t  a l .  (2022) at t r ibute these 

shortcomings to  the  short - term test ing of  the i r  prototype.  They under l ine that  chatbo ts ,  as a  

technology in  heal th  care,  has a la rge poten t ia l ,  par t icu lar ly  for  long - term pat ients ,  s ince i t  

can reduce the  amount  o f  hospi ta l  v is i ts ,  which can be uncomfor tab le for  cer ta in  pat ien ts  

( ib id . ) .  

Schar io  et  a l .  (2022) prov ide two case-based examples o f  the use of  a  chatbot ,  which they 

def ine as a  sof tware product ,  leading users  in  a  conversat ion  through text  or  audio -based  

methods.  They focus on a chatbot  technology used by Univers i ty  Hospi ta ls  o f  Cleveland,  Ohio,  

in  post -acute and chronic  condi t ions.  The chatbot  inc ludes a number of  automated  

conversat ion pathways,  spec i f ic  to  heal th  cond i t ions,  that  a  care manager can prov ide to  a  

pat ient  ( ib id . ) .  The cha tbot  works through text -messaging,  emai l ,  or  a  web -based p la t form,  the 

choice of  which is  dec ided by the  care  manager.   Wi th in  the g iven  pa thway,  the chatbot  wi l l  

then automate the co l lec t ion,  analys is ,  and usage of  pat ient  data  through a  s t ructu red  

conversat ion that  a lso ass is ts  in  pat ient -educat ion for  the i r  spec i f ic  condi t ion.  The data is  

co l lec ted f rom the conversat ions,  and  processed through an a lgor i thm that  scores  data,  

co l lec ted f rom the pat ient  h is tor ica l ly ,  as  e i ther ,  pass ing (g reen),  low ( r is ing,  ye l low) or  h igh  

( red)  r isk .  On complet ion of  the in teract ion wi th  the chatbot ,  the documentat ion o f  the 

conversat ion is  entered  in to a care management  p la t form and not i f ies  the care manager  of  

h igh-r isk  responses  ( ib id . ) .  Th is  enables the care manager  to  pr ior i t ise pat ients  wi th  most  

needs,  and u l t imate ly  saves t ime spent  on repet i t ive,  low sk i l l  task s.  The two pa t ient -case  

examples g iven by Schar io  et  a l .  (2022) re la ted to  a  man in  h is  50 ’s  wi th  congest ive heart  

fa i lure,  and a  woman in  her  70 ’s  chronic  obst ruc t ive pulmonary d isease,  and congest ive heart  

fa i lure,  both  pat ients  were assessed wi th  a h igh r isk  of  readmiss ion.   

Schar io  et  a l .  (2022) conc lude that  a  chatbot  can help pat ients  remote ly ,  in  terms of  managing  

the i r  condi t ions,  and work through chal lenges,  which can benef i t  pat ients  who may want  

min imal  in teract ion wi th  the heal th  care o rganisat ion.  These pat ients  are prov ided  a safety  

net ,  a  fee l ing of  par tnersh ip,  and a connectedness f ree f rom judgement ,  whi le  a lso  

d isseminat ing educat ion and gather ing c l in ica l  data,  some of  which would not  be openly  

shared wi th  heal th  care personnel  ( i b id . ) .   
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2.2.2 AI  CHATBOTS 

What we c lass i fy  as AI  chatbots ,  re la tes to  the under ly ing more complex neura l  network -based 

approach of  sub-symbol ic  arch i tecture,  as opposed to  the  symbol ic  arch i tecture.  T hese  

approaches are more p revalent  in  the recent  background,  which may s tem f rom development  

wi th in  computat ional  power,  and  a focus on opt imis ing the arch i tecture re la ted to  t ra in ing the  

models .  

Wi th in  the  f ie ld  o f  AI ,  there has long  been a focus of  resea rch in  natura l  language p rocess ing,  

wi th  the a im of  bu i ld ing systems that  can produce text  in  a  human l ike manner.  Recent ly ,  

Large Language Models  (LLM) such as Generat ive Pre - t ra ined Transformer (GPT) have been 

developed,  which  are  pre - t ra ined  on mass ive amounts  of  tex t  data  and  f ine - tuned fo r  spec i f ic  

downstream tasks.  These models  have shown impress ive per formance on a range o f  natura l  

language process ing tasks,  inc lud ing text  generat ion,  language t rans la t ion,  and quest ion  

answer ing (Radfo rd et  a l .  2018;  Brown e t  a l .  2020).  

De Angel is  e t  a l .  (2023) prov ide an  in t roduct ion in to  the  technology behind ChatGPT, which  

in i t ia ted our  cur ios i ty  regard ing AI  chatbots .  ChatGPT is  a  language model  (LLM) t ra ined by 

the company OpenAI and was re leased in  a f ree resear ch p rev iew on  November 30th ,  2022  

( ib id . ) .  The AI  chatbot  was opt imised for  human - l ike in teract ions and d ia logue.  This  AI  chatbot  

spread astonish ing ly  fas t ,  wi th  over  one mi l l ion users  in  the  f i rs t  5  days  fo l lowing  i ts  re lease.  

The model  o f  the  Generat ive P re t ra ined  Transfo rmer (GPT),  on which ChatGPT is  based,  was  

one of  the two game-changing  NLP arch i tectures in t roduced in  2018.  These two models ,  GPT  

and the Bid i rect ional  Encoder Represen tat ions f rom Transformers (BERT),  were based on the  

se l f -a t tent ion  ne twork arch i tecture,  a lso known as Transformer,  to  bypass issues of  NLP 

models  prev ious ly  be ing t ra ined us ing superv ised learn ing for  spec i f ic  tasks ( ib id . ) .  The new 

arch i tecture  presented  the  poss ib i l i ty  fo r  semi -superv ised t ra in ing,  which  expanded the  

capabi l i t ies ,  and  opportun i t ies  for  the  technology.  De Angel is  e t  a l .  (2023) express  a worry  

about  medica l  d isseminat ion that  ChatGPT might  p resent .  Wi th  the  precedent  o f  

mis in format ion on soc ia l  media dur ing  the  Covid -19 pandemic,  ChatGPT might  in t roduce  new 

chal lenges to  research  and publ ic  heal th ,  in  a  novel  concept  that  they ca l l  an AI-dr iven  

in fodemic .  

K im et  a l .  (2022) prov ide  a genera l  ins ight  in to  the impact  o f  ar t i f ic ia l  in te l l igence on the 

heal th  care  system in  the Republ ic  o f  Korea  dur ing the  COVI D-19  pandemic.  The focus is  on  

NLP solut ions such as chatbots  or  c l in ica l  dec is ion support  systems,  and the u t i l i ty  they  can  

prov ide as a model  for  predic t ing medica l  spec ia l ty .  Us ing a pre - t ra ined language 

representat ion  model ,  developed by Google,  the Bi d i rect ional  Encoder  Representat ions f rom 

Transformers (BERT),  they propose an NLP model  that  can take input  f rom a user ,  in  the form 

of  a  quest ion text ,  and  tag the appropr ia te  medica l  spec ia l ty  for  the  user .  Compar ing two 

compet i t ive deep- learn ing-based NLP models ,  they per form non -over lapp ing t ra in ing and tests  

of  the per formance,  conc lud ing that  the i r  model  genera l ly  outper forms those in  terms of  

accurate and prec ise p redic t ions (Kim et  a l .  2022,  4 -5) .  Addi t ional ly ,  they apply  the models  on 

27 d i f ferent  spec ia l t ies ,  in  the form of  case -exper iments ,  which  g ives convenient  ins ights  in to  

the accuracy of  both  the compet ing models ,  and the i r  p roposed models .  Compar ing the 

accuracy of  these  models  can prov ide  some ins ights  in to  the s t reng ths and weaknesses of  

chatbots  for  c l in ica l  dec is ion support  between cer ta in  spec ia l t ies .  Al l  models  per formed wel l  

for  spec ia l t ies  such as dent is t ry ,  p last ic  surgery ,  Uro logy,  and psychiat ry ,  whi le  genera l  

surgery ,  fami ly  medic ine,  nephro logy and emergency medic ine exempl i f ied so me of  the worst  

accurac ies for  the mode ls  ( ib id . ) .  A worry  concern ing the low per formance wi th in  emergency  

medic ine is  emphasised,  as the potent ia l  impact  and importance of  accuracy are par t icu lar ly  

sa l ient  in  that  spec ia l ty  ( ib id . ) .  They a t t r ibute  the low per fo rmance wi th in  genera l  surgery  and  

fami ly  medic ine to  the medica l  spec i f ic i ty ,  s ince those spec ia l t ies  deal  wi th  a wide range of  

organs and systems,  compared to  the rest  o f  the spec ia l t ies  ( ib id . ) .  
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Plast ic  surgery  was one  of  the more accurate spec ia l t ies ,  and Av i la  e t  a l .  (2023) i l lus t ra tes  

how that  might  be the case,  in  a  more spec ia l is t -centr ic  evaluat ion of  a  te lephone -accessed 

ar t i f ic ia l  in te l l igent  v i r tua l  ass is tant  (AIVA) ,  s imulat ing human conversat ion to  answer 

preoperat ive f requent ly  asked quest ions (FAQs) .  T ime spent  on pat ient  educat ion,  invo lv ing  

ins t ruct ions and  counsel l ing in  re la t ion to  p last ic  surgery ,  can  vary  f rom 19% to  48% o f  the  

dedicated of f ice t ime per  pat ient ,  and some surgeons th ink tha t  th is  process d isrupts  the  

pat ient -pract i t ioner  re la t ionship ( ib id . ) .  Moreover,  s ince pa t ient  educa t ion largely  concerns  

repet i t ive d isseminat ion of  in format ion,  remain ing largely  the same between pat ients ,  FAQ 

data is  eas i ly  generated ,  which can then be used as t ra in ing for  an AIVA,  sav ing t ime for  the  

surgeons,  and prov id ing  a convenient  entry  po in t  for  pat ien ts  ( ib id . ) .  In  th is  case,  the chatbo t  

was developed to  be  avai lab le through text -messages or  a  te lephone ca l l ,  in t roduc ing the  

e lement  o f  vo ice output  and input ,  which was seemingly  a successfu l  element ,  wi th  pat ien ts  

scor ing a co l lec t ive 98.5% accuracy and a genera l  approval  o f  the  AIVA of  96 .1%. However ,  

the feedback f rom the pat ients  dev iated when i t  came to whether  they would f ind the chatbot  

usefu l  in  ass is t ing them in  choos ing a surg ica l  p rocedure,  wi th  42.3% disagreeing that  i t  could 

serve th is  purpose.  

Pharmacology is  an  area that  was no t  in t roduced by Kim et  a l .  (2022),  however  in  the same 

context  o f  the COVID-19 pandemic.  Danie l  e t  a l .  (2022) scope in  on ass is t ing the dec is ion 

making of  caregivers  and pharmacy technic ians us ing an AI  chatbot  to  avoid medicat ion errors  

in  French hospi ta ls .  The point  o f  the chatbot  is  to  enable d isse minat ion of  in format ion about  

medicat ion 24 hours  o f  the day.  Caregivers  r isk  erro rs ,  par t icu lar ly  dur ing la te  sh i f ts  a t  the  

hospi ta l ,  s ince pharmacy technic ians may not  be avai lab le for  pharmaceut ica l  adv ice,  leading  

to  access ing in format ion on poor ly  doc umented websi tes due to  t ime pressures ( ib id . ) .  Th is  

became more cr i t ica l  dur ing the COVID -19 pandemic,  s ince pharmaceut ica l  mis in format ion,  

par t icu lar ly  surrounding vacc ines,  had become abundant  on websi tes and forums.  Danie l  e t  a l .  

(2022) des ign  a proo f -of -concept  cha tbot  u t i l is ing AI  to  d isseminate pharmaceut ica l  

in format ion,  tes t ing the  des ign wi th  20 caregivers  f rom four  d i f fe rent  serv ices.  The des ign was  

genera l ly  ra ted h igh ly ,  as  a benef ic ia l  too l  to  reduce t ime spent  on ca l l ing pharmacy 

technic ians,  however p r imary issues re la ted to  ergonomics in  us ing the  chatbot  and a l imi ted  

database,  which,  accord ing to  Danie l  e t  a l .  (2022) was mended.  Miner  e t  a l .  (2019) in t roduce  

d i f ferent  facets  of  how conversat ional  AI  can be  in t roduced in  psychotherapy,  br ing ing up the  

in terest ing aspect  o f  co l laborat ion,  or  re la t ionships,  between AI  syst ems,  pat ients ,  genera l  

pract i t ioners ,  and  medica l  secretar ies ,  which wi l l  be e laborated  on la te r  (2 .3 Rela t ions) .  Thei r  

s tudy in t roduces conversat ional  AI  to  he lp address an increas ing insuf f ic iency of  genera l  

pract i t ioners  by undertak ing or  eas in g some of  the tasks surrounding the pract ice of  

psychotherapy.  Spec i f ica l ly ,  conversat ional  AI  has the potent ia l  to  rep lace some of  the v is i ts  

that  do not  inc lude ta lk  therapy and might  even be able to  p rov ide a be t ter  qual i ty  in  terms of  

complete evaluat ion and d isseminat ion of  psychotherapy,  whi le  avoid ing the fee l ing of  

s t igmat isat ion ( ib id . ) .  However,  they h igh l ight  safety ,  t rus t ,  and overs ight  as the f i rs t  c ruc ia l  

s teps in  implement ing conversat ional  AI  in  psychotherapy,  par t icu lar l y  s ince i t  re la tes t o  

vu lnerable people.  

Easton et  a l .  (2019)  e laborate on  the complex i ty  o f  cer ta in  heal th  care  pract ices,  in t roduc ing  

the concepts  of  comorbid menta l  heal th  and phys ica l  long - term condi t ions (LTC) ,  po int ing to  

increas ing ly  insuf f ic ient  avai lab i l i ty  o f  menta l  heal th  t rea tment .  They  under l ine how menta l  

heal th  can have a  s ign i f i cant  c l in ica l  impact  on the genera l  heal th  of  people wi th  phys ica l  LTC,  

leading to a  grea ter  consumpt ion of  cost ly  heal th  care ( ib id . ) .  Furthermore,  the  task of  heal th  

care is  increas ing ly  be ing moved to  the  communi ty ,  emphasis ing tak ing  contro l  o f  one 's  own 

heal th  as a focal  theme, which  is  someth ing  that  requi res techniques on the  par t  o f  the  

pat ients  to  be e f fect ive.  In  contrast  to  o ther  cases of  s ta te -of - the-a r t  chatbots ,  the i r  research  

revolves around co -des ign and the process of  meet ing the users ’  requi rements  when 
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develop ing and propos ing a so lut ion.  Thei r  proposed so lut ion cons is ts  o f  a  v i r tua l  agent  for  

managing these comorb id i t ies  and condi t ions,  Avachat  (c lose homophone to  Br i t ish  have a 

chat)  ( ib id . ) .  Through the process of  co -des ign,  they run in to  some important  cons iderat ions  

concern ing s tate -of - the-ar t  technologies re la t ing  to  heal th  care;  re in forc ing the points  made by  

Miner  e t  a l .  (2019),  that  safety ,  and  t rust  are par t icu l a r ly  important  when developing  

technologies af fect ing a large populat ion o f  vu lnerable people.  

To g ive some f ina l  ins ights  in to  the  s tate -of - the-ar t  o f  AI  chatbots ,  Danie l i  e t  a l .  (2022) 

present  a  contro l led t r ia l  o f  the mobi le  Heal th  (mHeal th)  conversat io nal  agent  Therapy 

Empowerment  Opportun i ty  (TEO).  TEO is  a  cogni t ive behav ioura l  therapy (CBT)  agent ,  

des igned to  converse wi th  users  through text -based d ia logue,  recogniz ing emot ional  s ta tes,  

be l ie fs ,  and  personal  events ,  and sugges ts  profess ional ly  des ign ed s t ra teg ies  on those 

grounds ( ib id . ) .  TEO is  then a too l  that  is  large ly  independent  f rom t rea tment ,  and  can be  used  

both in  para l le l  wi th  t rea tment  and dur ing the absence of  t reatment .  Danie l i  e t  a l .  (2022) s tudy  

TEO in  an exper iment  wi th  adul ts  above  th e  age of  55,  in  four  g roups at  d i f ferent  po ints  of  

t reatment  and involvement  o f  the agent  dur ing the COVID -19 pandemic.  The par t ic ipants  were  

assessed in  terms of  symptoms re la ted to  s t ress,  and genera l  anx iety  d isorders  pr io r  to  

t reatment ,  a t  mid - term, at  the end of  t reatment ,  and three months af ter  t reatment ,  and re levant  

groups f i l led in  a  sat is fact ion quest ionnai re  at  the end of  in terven t ion ( ib id . ) .  The resul ts  o f  

the s tudy show tha t  there is  no  s ign i f icant  s ta t is t ica l  d i f ference,  when i t  comes to  the s t ress-

re la ted symptoms or  genera l  anx iety  d isorders ,  between those who used the agent  a lone,  and  

those who used i t  in  conjunct ion wi th  t rad i t ional  t reatment .  However ,  TEO presents  some 

s ign i f icant  improvements  for  subjects  who are in  t reatment ,  in  conjunc t ion wi th  greater  leve ls  

of  sat is fact ion wi th  TEO amongst  the subjects  undergoing t reatment  ( ib id . ) .  Th is  example  

contr ibutes in  severa l  ways in  terms of  understanding the use of  A I  chatbots .  F i rs t ,  i t  p resents  

that  in t roduc ing the chatbot  in  the t r eatment  d id  improve sa id t rea tment ,  and that  i t  is  

potent ia l ly  compet i t ive  wi th  t rad i t ional  t reatment .  Addi t ional ly ,  i t  seems that  there is  a  

corre la t ion,  in  terms of  sat is fact ion,  between us ing the chatbot  a longs ide  t rad i t ional  t reatment ,  

as  opposed to  us ing i t  a lone.  These facto rs  u l t imate ly  h igh l ight  the  potent ia l  o f  mHeal th  

t reatment  opt ions,  but  a lso emphasises the importance of  invo lv ing t rad i t ional  t reatment ,  for  

users  to  be sat is f ied wi th  the chatbot .   

2.3 RELATIONS IN GENERAL PRACTICE AND THEIR POSSIBLE DISRUPTIO N 

Accord ing to  Mi t te ls tad t  (2021,  7 ) ,  i t  is  essent ia l  for  medica l  p ract i ce to  nur tu re a good 

prat ient -p ract i t ioner  re la t ionship.  Wi th  the emergence of  AI  cha tbots  however,  p ract i t ioner -

pat ient -AI  re la t ionship has begun fo rming in  heal th  care,  d is rupt ing the s ta tus quo  of  

re la t ionships.  

Accord ing to  a report  publ ished by the Counci l  o f  Europe,  there are s ix  potent ia l  areas o f  

concern ing the pat ient -p ract i t ioner  re la t ionship where AI  could have an impact :   

“ (1)  Inequal i ty  in  access  to  h igh qual i ty  heal th  care;  (2)  Transparency to  heal th  profess ionals  

and pat ients ;  (3)  Risk  of  soc ia l  b ias in  AI  systems;  (4)  Di lu t ion of  the pa t ient ’s  account  o f  wel l -

be ing;  (5 )  Risk of  automat ion b ias,  de -sk i l l ing,  and d isp laced  l iab i l i ty ;  and (6)  Impact  on the  

r ight  to  p r ivacy. ”  (Mi t te ls tadt  2021)  

The report  descr ibes the pat ient -pract i t ioner  re la t ionship as heal ing and AI  as an actor  which  

could potent ia l ly  suppor t  th is  re la t ionship.  Fur thermore,  the  report  s ta tes that  the ro les in  the  

re la t ionship remain unchanged wi th  the in t r oduct ion of  AI  (Mi t te ls tad t  2021).  The  report  v iews  

AI  as hav ing a mediat ing ro le  or  even  as hav ing the ro le  o f  a  prov ider  o f  medica l  care.  I t  

descr ibes a change or  a  d isrupt ion to  dut ies  and  expert ise that  comes wi th  the in t roduct ion of  

the technology.  A potent ia l  worry  that  the repor t  ra ises is  a  lack of  face - to- face in teract ions as  

wel l  as  a genera l  uncerta in ty  on the impact  on the re la t ionship ( ib id . ) .  
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AI  in  genera l ,  as  wel l  as  AI  chatbots ,  have the  abi l i ty  to  u t i l ise complex analy t ics  and vast 

amounts  of  data,  far  beyond what  human c l in ica l  expert ise can achieve.  This  may suggest  that  

i ts  e f fect  on the pat ient -pract i t ioner  re la t ionship could be unique and wi thout  precedent  

(Mi t te ls tadt  2021).  Therefore,  the  emergence of  AI  chatbots  ca l ls  for  a  publ ic  de bate regard ing  

i ts  poss ib le  fu ture impac t  on th is  re la t ionship.  

Af ter  the COVID-19 pandemic there has been a  boom in  chatbots  wi th in  heal th  care and th is  

caused profess ionals  wi th in  the  f ie ld  to  wor ry  about  the i r  impacts  on c l in ica l  pract ices  

(Parv ia inen  and Ranta la  2022).  Th is  was however even before  the  re lease and boom of  open -

access conversat ional  agents  such as ChatGPT.  

Chatbots  are be ing in tegrated in to pract ices in  var ious ways,  to  supplement ,  survey or  

complete ly  rep lace human work and abi l i t ies .  Al though i t  is  no t  expected that  chatbots  wi l l  

rep lace the  work of  medica l  doctors  they may however complete ly  redef ine the  re la t ionships  

wi th in  medica l  pract ices (Parv ia inen and Ranta la  2022).  In  th is  sect ion we wi l l  f i rs t  in t roduce  

the important  characte r i s t ics  of  the s tatus -quo wi th in  pat ient -pract i t ioner  re la t ions and then  

move to  what  the  curren t  research  says about  how these  might  be  d isrupted and  t ransfo rmed 

by the in t roduct ion of  AI  chatbots .  We wi l l  d ive in to  the perspect ives of  pract i t ioners  as  wel l  as  

pat ients  and summarise  how these technologies  could potent ia l ly  t ransform the s tatus quo o r  

pose dangers.  

2.3.1 PATIENT-PRACTITIONER RELATIONS  

In  order  to  imagine fu tures where  t he re la t ionship between the  pract i t ioner  and the  pat ient  

might  be t ransformed due to  an in t roduct ion of  a  new technology,  we must  f i rs t  unders tand the  

s tatus quo of  these re la t ions.  Fur thermore,  wi th  the pract i t ioner  be ing the one wi th  power to  

he lp the i r  pat ients  as we l l  as  in  possess ion of  knowledge and  sk i l ls  that  the pat ient  has  a need 

for ,  they are  put  in  a  pos i t ion that  requi res eth ica l  cons iderat ions and  of ten d i f f icu l t  dec is ion  

making.  The pat ient  somet imes needs to  exhib i t  vu lnerabi l i ty  and open about  o f ten in t imate  

issues or  g ive access to  the i r  body,  pushing the i r  boundar ies  for  the i r  own wel lbe ing.  

Therefore,  to  understand the knowledge and sk i l ls  that  l ie  behind the dec is ion making of  

c l in ica l  pract i t ioners  and that  make up the i r  re l a t ions wi th  pa t ients ,  i t  i s  c ruc ia l  to  ta lk  about  

e th ica l  gu ide l ines as wel l  as  ru les and pr inc ip les that  pract i t ioners  fo l low in  the i r  da i l y  

pract ice.  

 

Ways of Knowing in General  Pract ice  

In  our  thes is  we a re examin ing the f ie ld  o f  genera l  pract ice in  Denm ark and thus we rev iewed 

the eth ica l  pr inc ip les and guide l ines that  ex is t  fo r  genera l  p ract ice here.  

Accord ing to  the Profess ional  Eth ics  for  Genera l  Pract i t ioners  in  Denmark,  genera l  medic ine  

requi res a ho l is t ic  approach whi le  deal ing wi th  issues of  huma n character ,  which are  

character ised by the i r  complex i ty ,  per ta in ing to  var ious areas of  l i fe  whi le  s t i l l  hav ing to  be 

seen in  a  medica l  context  (Dansk Selskab for  Almen Medic in  2022).  Fur thermore,  i t  is  a lso  

cruc ia l  to  earn the t rust ,  not  on ly  o f  pat ien ts  but  o f  soc iety  as a whole .  

Wi th  the help of  Ar is to t le ,  we invest igated  how genera l  pract i t ioners  ut i l ise three forms of  

knowledge or  ab i l i t ies  ( in  Danish “kunnen")  in  the i r  pract ice:  theory  ( epis teme ) ,  technique  or  

craf t  ( techné )  and judgement  (phrones is )  (Dansk  Selskab for  Almen Medic in  2022).  

To begin wi th ,  ep is teme is  the theoret ica l  knowledge tha t  the  pract i t i oners  acqui re through 

the i r  l i fe long educat ion ,  beginn ing at  un ivers i ty  and cont inu ing throughout  l i fe  as they at tend  

conferences and  acqui re knowled ge about  new medica l  f ind ings f rom publ icat ions.  This  

sc ient i f ic  knowledge inc ludes understanding of  un iversa l  pr inc ip les and coherence of  causes.  

Another  key type  of  wisdom is  technique  or  cra f t ,  a lso  ca l led techné.  This  is  the  wisdom that  

regards the sk i l l  and craf t  o f  the procedures that  the genera l  pract i t i oner  conducts  in  the i r  
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prax is .  In  i ts  essence i t  is  a  pract ica l  way of  knowing,  us ing  a sk i l l  or  a  method to  reach a  

resul t .  

 

The f ina l  way of  knowing is  phrones is ,  a lso ca l led judgement .  Th i s  is  the k ind of  knowledge 

requi red for  good dec is ion making and the sk i l l  o f  apply ing the la t ter  ways of  knowing to  

ind iv idual  cases,  thus a lways being contextual  (Dansk Selskab for  Almen Medic in  2022).  

I t  is  a lso the abi l i ty  o f  a  phys ic ian to  make in form ed and appropr ia te dec is ions when the 

knowledge avai lab le is  dependent  on the spec i f ic  c i rcumstances at  hand.  This  means that  

dec is ion-making in  medic ine requi res a f lex ib le  and in terpret ive approach that  cons iders  the  

spec i f ic  context  o f  each  s i t uat ion,  a l l  the whi le  fo l lowing spec i f ic  s tandards and procedures 

when deal ing  wi th  un ique problems.  In  essence,  i t  is  a  h igh ly  re f ined  mode of  reasoning  tha t  

requi res carefu l  cons iderat ion and at tent ion to  deta i l  (Parv ia inen and Ranta la  2022).  

Genera l  pract i t ioners  in  the i r  da i ly  p ract ice swi tch between these  ways of  knowing.  For  the  

epis teme and techne there are  textbooks  and  ins t ruct ions,  however,  the u se of  phrones is  is  

more nuanced (Dansk Selskab for  Almen Medic in  2022).   

Therefore,  we wi l l  main ly  focus on dec is ion making and phrones is ,  as  due to  the i r  more 

nuanced character is t ics ,  they could become more chal lenged in  the presence of  new 

technologies.  Espec ia l ly  technologies that  can  act  as a support  in  dec is ion making when 

meet ing a l l  the par t icu lar  s i tuat ions characte r is t ic  o f  genera l  p ract ice in  a l l  the i r  un iqueness 

and complex i ty .  We are  in terested  in  knowing how, i f  any,  wi l l  the emergence of  the f ie ld  of  

open-access AI  chatbots  in f luence phrones is  o r  the dec is ion making o f  genera l  pract i t i oners  

and consequent ly  the i r  re la t ionships wi th  pat ients .  Moreover,  a lso the  other  way around,  we 

want  to  examine how the understanding of  th is  emerg ing technolog y becomes constructed wi th  

the understanding of  the importance  of  phrones is  and thus  how i t  ge ts  constructed  in  the  

context  o f  phrones is .   

The importance of  be ing able to  assess each indiv idual  case is  essent ia l  when i t  comes to  the 

re la t ionships between GPs and the i r  pat ients ,  s ince each one is  un ique wi th  d i f ferent  p roblems 

and thus universa l  pr inc ip les of  ep is teme or  the craf tsmanship of  techne are not  enough 

wi thout  be ing  able to  look at  the pat ient  as a par t icu lar  ind iv idual .  

Phrones is ,  however,  a lso  serves as an a l ternat ive to  fo l lowing the abundance of  gu ide l ines 

and recommendat ions avai lab le,  wi th  “e th ica l  dec is ion -making based on an appl icat ion of  

accumulated wisdom gained through p rev ious pract ice”  (Conroy et  a l .  2021,  1) .  

 

Models of  the Patient -Practi t ioner  Rela t ionship  

Along wi th  the advancements  in  sc ience and medic ine,  the re la t ionship between pa t ient  and  

pract i t ioner  a lso ge ts  t ransformed and  has h is tor ica l ly  been a l tered.  Emanuel  and Emanue l  

(1992) d ived in to the quest ion of  what  an ideal  o f  th is  re la t ionship should be in  and proposed 

four  in teract ion  archetypes in to which the  pat ient -pract i t ioner  re la t ionships can be categor ised  

(Emanuel  and Emanuel  1992).  

The f i rs t  a rchetyp ica l  re la t ion,  the  paternal is t ic  model ,  descr ibes a type  of  re la t ion  that ,  as  the  

name sugges ts ,  resembles the one of  a  parenta l  or  fa ther ly  f igure and a ch i ld .  Th is  is  because 

in  th is  archetype the pract i t ioner  uses the i r  best  ab i l i t ies  to  determine  what  is  best  for  the  

pat ient ,  wi thout  invo lv ing them in  the  dec is ion making to  any  large  extent .  T he  pract i t ioner  

might  present  in format ion to  the pat ient  about  why the i r  dec is ion is  r ight  to  support  the i r  

consent  or  in  some cases only  in form them on what  wi l l  be done and when.  Thus,  the  

par t ic ipat ion of  the pat ient  is  very  reduced,  and the prac t i t ioner  assumes what  is  best  for 

them. The  pract i t ioner  is  then  a lso commit ted,  in  the same way a  paren t  i s  to  the i r  ch i ld ,  to  pu t  

the in terest  o f  the pat ien ts  above the i r  own (Emanuel  and Emanuel  1992) .  

The object ive of  the pract i t ioner ’s  ro le  in  the se cond archetype,  the in format ive model ,  is  to  

in form the pat ient  as  much as poss ib le  on which opt ions they  have ava i lab le,  wi th  the pat ient  
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hav ing fu l l  contro l  and agency over  the i r  choice.  The pract i t ioner  then  executes th is  choice. 

(Emanuel  and Emanuel  1992).  An  important  e lement  o f  th is  re la t ionship is  the in terp lay 

between the va lues that  the pat ient  ho lds and the knowledge of  the pract i t ioner .  The  

pract i t ioner  br ings in  the  facts ,  whi le  the pa t ient  cons iders  them and makes a choice based on 

the i r  va lues .  The va lues  of  the pract i t ioner  bear  no s ign i f icance,  the i r  so le  ro le  is  to  mediate  

the i r  knowledge and as experts  execute the dec is ion of  the pat ient  ( ib id . ) .   

The th i rd  a rchetype,  the  in terpreta t ive model ,  presents  a re la t ionship where the pract i t ioner ’s  

ro le  is  to  c lar i fy  the va lues,  needs and wants  o f  the pat ient  and guide them in  choos ing the 

next  course of  act ion  so that  i t  is  in  accordance  wi th  these .  I t  is  s imi lar  to  the second model ;  

however,  the  pract i t ioner  is  more p resent  in  the  dec is ion making  through help ing them 

comprehend the i r  va lues ,  wants  and needs (Emanuel  and Emanuel  1992) .  

The four th  archetype,  the del iberat ive model ,  por t rays a re la t ionship where the  pract i t ioner  

has a ro le  resembl ing a f r iend or  a  teacher,  work ing wi th  the pat ient  t o  determine the best  

course of  act ion.  The  p ract i t ioner  not  on ly  proposes poss ib le  opt ions,  but  a lso adv ises the  

pat ient  on  what  would  be best ,  based  on the i r  knowledge of  them.   Pa t ient  autonomy in  th is  

model  revolves around mora l  se l f - improvement ;  the pat ient  is  encouraged to  evaluate 

a l ternat ive heal th - re la ted va lues,  the i r  mer i t s ,  and the i r  e f fec ts  on t reatment  th rough 

d iscuss ion,  ra ther  than s imply  fo l lowing unquest ioned prefe rences or  assessed va lues  

(Emanuel  and Emanuel  1992).   

The f i f th ,  and f ina l  archetype,  the ins t rumenta l  model ,  presents  a re la t ionship,  which can be 

c lass i f ied as uneth ica l ,  a l though i t  does take  p lace.  In  th is  k ind o f  re la t ionship,  the va lues  of  

the pat ient  are  complete ly  d isregarded.  The  only  subject  o f  importance  a re the  mot iv at ions o f  

the pract i t ioner .  Th is  could for  example be some greate r  good such as contr ibut ion to  soc iety  

or  sc ience (Emanuel  and  Emanuel  1992).  

Each model  might  have  i ts  p lace in  d i f fe rent  s i tuat ions;  however,  the del iberat ive model  is  

descr ibed as the ideal  one.  

2.3.2 PATIENT- PRACTITIONER RELATIONS AND INTRODUCTION OF CHATBOT S 

In  our  l i teratu re search  we a lso focused on what  the current  research says about  how the 

re la t ions between pract i t ioners  and pat ient s  t ransform or  react  when chatbots  are added in to  

the equat ion,  s ince th is  is  the pr imary focus of  our  thes is .  We exper ienced that  there is  a  

knowledge gap in  the ex is t ing research in  th is  a rea.  

When i t  comes to  the  pat ient -pract i t ioner  re la t ionship wi th  t he  compl icated vu lnerabi l i ty  and  

power dynamics i t  encompasses,  t rust  is  impera t ive.  Wi th  the  in t roduc t ion of  AI  as a mediat ing 

factor ,  th is  t rust  could  be negat ive ly  impacted due to  the quant i f iab le  nature of  machine 

understanding and  a poss ib le  fa i lure t o  understand and cons ider  the ind iv idual  pat ien t  

(Mi t te ls tadt  2021) .  

 

Workflows  

There are var ious degrees,  or  ra ther  a  broad spectrum of  how AI  can be implemented in  the 

workf lows  of  genera l  p ract i t ioners  o r  in  care  in  genera l .  AI  can be  used as a support iv e 

e lement ,  complement ing the work of  pract i t ioners  and in  such a case the d isrupt ion to  the  

pat ient -pract i t ioner  re la t ionships does not  necessar i ly  have to  be s ign i f icant  (Mi t te ls tad t  

2021).  In  o ther  cases,  when AI  is  implemented  on a  larger  sca le  and rep l aces the  medica l  

encounters  ins tead,  i ts  in f luence on the re la t ionship is  much more compl icated to  ant ic ipate  

( ib id . ) .  

However,  broader implementat ion of  AI  could a lso enable the pract i t ioners  to  spend t ime wi th  

the pat ients  that  would  have prev ious ly  been  taken up by  t ime-consuming,  low-sk i l l  tasks and  

lay  ground for  new norms and s tandards (Mi t te ls tadt  2021).   
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Accord ing to  the repor t  by  Mi t te ls tadt  (2021),  i t  is  h igh ly  improbable that  the work of  

pract i t ioners  is  go ing to  be subst i tu ted  by AI .  However,  th e landscape has changed s ince the  

report  was publ ished .  In  our  report  we focus on s imi lar  issues,  however in  the face of  the  

emergence of  wide ly  access ib le  and ungoverned AI  chatbots ,  which both the pract i t ioners  and  

pat ients  have access to .  

 

Mental  health  

When i t  comes to  conversat ional  AI ,  a  very  re levant  area appeared severa l  t imes throughout  

our  l i teratu re search,  namely  menta l  heal th .  There is  a  g lobal  as wel l  as  loca l  problem wi th  

increas ing demand for  psychologica l  and psychiat r ic  serv ices,  as wel l  as  a  publ ic  debate 

about  lonel iness amongst  pat ients .  Th is  s i tuat ion a lso creates demand for  so lu t ions (Miner  e t  

a l .  2019).   Chatbots  do however have the capabi l i ty  to  re l ieve some of  the s t ress a nd  

increas ing work load.   

Even though pract i t ioners  apprec iate convers ing wi th  the i r  pat ients ,  they do not  receive any 

f inanc ia l  compensat ion for  engaging  in  lengthy  but  meaningfu l  conversat ions wi th  pat ients  

where fo r  example lonel iness comes in to p lay.  Co nversat ional  AI  can help address th is  issue  

by prov id ing an a l ternat i ve so lut ion (Miner  e t  a l .  2019).  

 

Practi t ioner-Chatbot Relat ions:  Workflow Adaptat ions and Their  Impacts  

When i t  comes  to  the  perspect ive of  p ract i t ioners ,  and the i r  a t t i tude  towards chatb o ts ,  mixed  

resul ts  have been reported.  An area that  was  seen as hav ing the biggest  potent ia l  was  

admin is t ra t ion,  for  example tasks re la ted to  schedul ing.  

In  contrast ,  p ract i t ioners  were most  scept ica l  about  the abi l i t ies  of  chatbots  to :  

e f fec t ive ly  care fo r  a l l  the pat ients ’  needs,  ab i l i t ies  to  d isp lay human emot ion,  and abi l i ty  to  

prov ide deta i led d iagnos is  and t reatment  because of  not  knowing a l l  the personal  fac tors  

assoc iated wi th  the pat ient  (Palan ica  e t  a l .  2019 ,  1) .   

Since chatbots  lack “ in te l l igence to  accurate ly  assess pat ients” ,  which  could a lso be ca l led 

expert ise or  phrones is ,  they pose a r isk  to  pat ients  and might  not  accurate ly  meet  the i r  needs  

(Parv ia inen and Ranta la  2022,  6) .  Here i t  is  however a lso impo rtant  to  note,  that  Parav ien and  

Ranta la  re fer  to  the chatbot  breakthrough that  happened consequent ly  the COVID-19  

pandemic,  whi le  our  perspect ive is  on  the open access chatbots  which boomed wi th  the  

re lease of  ChatGPT in  November 2022 (De Angel is  e t  a l .  2023).  These  chatbots  have been the  

subject  o f  publ ic  debate  ever  s ince,  main ly  due  to  the i r  persuas iveness and abi l i ty  to  appear  

human- l ike,  thus  some of  the issues could  e i ther  become outdated in  the l ight  o f  new 

technologies,  or  even more profound when i t  comes to  for  example human - l ike communicat ion,  

persuas iveness,  and se l f -d iagnos is .  

2.3.3 DANGERS 

As prev ious ly  ment ioned,  the  in t roduct ion  of  AI  chatbots  in to  the  f ie ld  of  heal th  care,  and in  

our  case,  a  genera l  prac t ice,  can not  on ly  d isrupt  and t ransform , but  a lso  pose threats  to  par ts  

o f  the re la t ional  s ta tus  quo that  are va luable for  c l in ica l  outcomes.  In  th is  sect ion we wi l l  

present  dangers we iden t i f ied through our  l i te rature search,  

 

Phronesis and Expert ise  

Art i f ic ia l  in te l l igence and chatbots  a lso come wi th  r isks and pose potent ia l  d angers to  the 

re la t ions wi th in  genera l  pract ices.  The  systems are bui l t  by  humans and thus ref lec t  both  

human imperfect ions and at ta inments ,  a lso when i t  comes to  c l in ica l  pract ices (Parv ia inen and  

Ranta la  2022).  Fur thermore,  accord ing to  Parv ianen and Ran ta la ,  chatbo ts  current ly  lack what  

could be ca l led phrones is ,  which is  problemat ic .  Moreover,  se l f -d iagnos is  could become a 

more profound problem due to  the i r  persuas iveness and pat ients  cou ld be more  d i f f icu l t  to  
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conv ince when g iven a misd iagnos is  by a ch atbot ,  thus increas ing the work load of  

pract i t ioners ,  and  increas ing tens ions in  the re la t ionships .   

 

Standards  

Genera l ly ,  when people develop technology,  i t  is  usual ly  des igned to  uphold cer ta in  s tandards 

or  act  as a so lut ion to  concrete problems.  Just  as human too ls ,  human profess ions are a lso 

held up  to  cer ta in  s tandards,  which is  espec ia l ly  the case  wi th  genera l  pract i t ioners  and  the  

s tandards and v i r tues we descr ibed in  prev ious ly  (2 .3.1 Pat ient -p ract i t i oner  re la t ions ) .  There  

is  however not  much known about  what  goes on  behind the c losed door in  companies such as 

OpenAI which s tands behind ChatGPT that  cata lysed  the boom of  open-access AI  chatbots .  

Transparency is  lack ing when i t  comes to  these technologies,  creat ing a ‘b lack box ’  problem 

(Mi t te ls tadt  2021).  Th is  means for  example,  that  the log ic  that  is  behind the ou tputs  of  the  

chatbots  is  not  access ib le  or  obs ervable o r  even not  in te l l ig ib le .  However ,  

“Transparency and  comprehensib i l i ty  are  genera l ly  des i red because a lgor i thms that  are poor ly  

predic tab le or  in terpretable are d i f f icu l t  to  contro l ,  moni tor  and cor rect . ”  (Mi t te ls tadt  2021,  16)  

The lack of  t ransparency is  however  of ten  del iberate.  Al though democra t isat ion of  AI  has  been 

somewhat  o f  a  t rend,  i t  does not  come wi thout  dangers,  s ince making large language models  

open access ,  opens for  powerfu l  technologies get t ing in to  the hands of  ind iv iduals  who do  not  

mind us ing them uneth ica l ly  and los ing contro l  over  the i r  fu r ther  development .  

Fur thermore,  these AI  so lut ions are capable of  pass ing  the same exams as the doctors  

cer t i f ied to  p rov ide care ,  however,  which s tandards were they taught  to  uphold? There  ex is ts  

an uncerta in ty  regard ing whether  th is  fo rm of  in te l l igence wi l l  be able to  ab ide by the same 

level  o f  profess ional  s tandard as a human would whi le  tak ing care for  another  human 

(Mi t te ls tadt  2021) .   

Technologica l  so lu t ions that  are implemented in  h eal th  care are of ten h igh ly  in t r icate and the 

end users ,  a l though being experts  themselves,  do not  necessar i ly  understand the log ic  behind 

inputs  and ou tputs  and  the system funct ional i t ies  in  depth.  There fore,  i t  becomes complex to  

foresee the impl icat ions  of  these systems and thus a lso to  form standards that  could ensure  

eth ica l  and soc ia l ly  benef ic ia l  use (Parv ia inen  and Ranta la  2022).  

Consequent ly ,  th is  s i tuat ion could a l low for  var ious r isks that  could negat ive ly  impact  the 

re la t ionships wi th in  c l in ica l  pract ices as wel l  as  var ious factors  that  can change the 

re la t ionships as we know them today.  These could for  example be:  loss of  qual i ty  in  d iagnost ic  

pract ice,  in t roduc ing market  pr inc ip les such as prof i t  maximisat ion in to  heal th  care,  poor  

assessment  o f  pat ients ,  increas ing burden on pat ients  through making the m more se l f - re l iant ,  

loss of  t rus t  and increase of  conf l ic t ,  increase of  work load and lower wel l -be ing of  employees  

(Parv ia inen and  Ranta la  2022).  

 

Social  Division  

Last ly ,  adopt ion of  chatbots  could poss ib ly  create a d iv ide in  so c iety ,  w i th  human connect ion  

being inaccess ib le  to  cer ta in  g roups who might  be entrusted  to  A I  and  miss out  on  connect ions  

wi th  rea l  humans when needing help (Parv ia inen and Ranta la  2022).  
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3. PROBLEM FORMULATION 
The fo l lowing  chapter  wi l l  rev is i t  par ts  o f  our  background chapter  that  have p layed a large ro le  

in  def in ing  our  problem formulat ion.  The point  i s  not  to  re i terate the rev iewed l i teratu re,  but  

ra ther  to  address the important  impacts  that  have in i t ia ted,  and in formed how we wi l l  conduct  

our  s tudy in to  AI  chatbots  wi th in  genera l  pract ice .  

The area of  ar t i f ic ia l  in te l l igence is  a  rap id ly  expanding one,  no t  on ly  in  terms of  developments  

of  the i r  technica l  capabi l i t ies ,  but  a lso in  terms of  the f ie lds to  which i t  is  appl icable.  

Part icu lar ly  wi th in  the  a rea of  chatbots ,  the  f ie ld  has seen a boo m in  terms of  des i rab i l i ty ,  as  

wel l  as  access ib i l i ty ,  wi th in  mul t ip le  f ie lds .  The boom could largely  be at t r ibuted to  the  

necess i ty  o f  remote care wi th in  heal th  care,  brought  on by the Covid -19 pandemic ( (Parv ia inen  

and Ranta la  2022,  61 -71) ;  (Danie l  e t  a l .  2022,  e39102);  (Danie l i  e t  a l .  2022,  e38067)) ,  and  

was fur ther  accelerated  wi th  the  in t roduct ion  of  ChatGPT, making the cu t t ing-edge technology 

widely  access ib le .  Part icu lar ly  wi th in  heal th  care,  AI  chatbots  have then become an area worth  

invest igat ing,  due to  the  in tersect ion of  machine and human in te l l igence,  and the impl icat ions  

th is  might  br ing.  

Addi t ional ly ,  we have chosen to  commit  to  a  case s tudy of  a  genera l  pract ice in  Northern  

Jut land.  Whi le  th is  case s tudy has benef i ts  in  re la t ion to  access ib i l i ty  to  the f ie ld ,  we a lso  

presented the f ind ings,  made by Kim et  a l .  (2022),  in  terms of  how fami ly  medic ine appears to  

be one of  the medica l  f ie lds  where chatbots  exhib i t  low accuracy.  This  f ind ing drew our  

a t tent ion towards  genera l  pract ice s ince  i t  is  equi tab le  wi th  the  pract ice of  fami ly  medic ine and  

would then  be an area  where the potent ia l  fo r  supplement ing knowledge would  be ev ident .  

Addi t ional ly ,  the f ie ld  o f  genera l  medic ine is  most  o f ten  the  f i rs t  po int  o f  contact  wi th  the  

Danish heal th  care sect or ,  and an area tha t  impacts  most  o f  the Danish populat ion (DSAM).  

Caregiv ing,  wi th in  genera l  pract ice,  has convent ional ly  been undertaken by human 

profess ionals ,  wi th  spec ia l ised knowledge,  bu t  the emergence  of  in t r i cate ly  developed sub -

symbol ic  (Kel ley  2003,  847-860) AI  chatbots  pose a potent ia l  d is rupt ion  to  th is  pract ice.  What  

wi l l  the consequences of  th is  in tersect ion of  machine and human inte l l igence be for  the  

genera l  pract ice?  This  i s  an important  quest ion that  requi res fur ther  research and explora t ion  

to  fu l ly  understand the potent ia l  benef i ts  and  r isks presented by th is  emerg ing technology.  

F ina l ly ,  we chose to  de l imi t  our  case s tudy to  the perspect ive of  the genera l  pract ice,  as 

opposed to  invo lv ing pa t ients .  Th is  was p ar t ia l l y  done,  s ince most  o f  the l i teratu re tha t  we  

rev iewed,  was p r imar i ly  engaged wi th  the pat ient  perspect ive.  However,  the  phrones is  of  a  

genera l  pract i t i oner  is  compr ised of  un ique exper ient ia l  knowledge,  and the abi l i ty  to  apply  

th is  knowledge on spec i f ic  contexts  (DSAM).  Part icu lar ly  regard ing  the human re la t ions wi th  

the i r  pat ien ts ,  th is  becomes a va luable aspect  o f  the i r  spec ia l isat ion.  Large Language Models ,  

such as GPT,  have been shown to lack  in  emot ional  in te l l igence,  which  can impa ct  the d i rect  

appl icabi l i ty  o f  the technology,  and as such a l ternat ive appl icat ions,  o r  the exc lus ion of  the 

technology,  should be  explored.  Subsequent ly ,  i t  is  a lso important  to  ensure that  the pat ient -

pract i t ioner  re la t ionship is  supported,  ra ther  than u ndermined by the w ide access ib i l i ty  o f  AI  

chatbots  and that  the care received wi th  suppor t  o f  these technologies i s  he ld up to  the same 

standards as when prov ided so le ly  by humans (Mi t te ls tadt  2021).  

Wi th in  the rap id expans ion that  we presented,  we perce i ved the need to  be able to  s tudy 

technologies that  have insecure tempora l i t ies ,  meaning the s tate of  the technology is  changing 

so fast ,  that  s tud ies r i sk  becoming outdated  as soon as  they a re publ ished.  Easton  et  a l .  

(2019) prov ides some ins ights  in to  how  the user  can be ef fect ive ly  invo lved in  the des ign 

process of  AI  chatbots  through co -des ign,  however,  as techno -anthropologis ts ,  we possess 

unique competenc ies when i t  comes to  invest igat ing technology through more hol is t ic ,  

e thnographica l ly  grounded lens es,  yet  the uncerta in  tempora l i ty  s t i l l  poses pecul iar i t ies ,  tha t  

we wish to  address th rough methodologica l  and theoret ica l  means.  
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Wi th these facets  o f  AI  chatbots  wi th in  genera l  pract ice in  mind,  we seek to  invest igate the  

f ie ld  through the fo l lowing prob lem formulat ion :  

“How might  the fu tu re of  rap id ly  evolv ing AI  chatbots ,  in  the context  o f  a  genera l  pract ice in  

Northern  Jut land,  be co -env is ioned?”  

To operat ional ise the problem formulat ion in to  act ionable act iv i t ies ,  we wi l l  use the fo l lowing  

research quest ions:  

➢  How can soc ia l  and cu l tura l  aspects  wi th in  the soc ia l  group(s)  in form the construct ion 

of  the technologica l  a r te fact?  

➢  How might  the f ind ings wi th in  th is  thes is  in form the  susta inable  and respons ib le  

implementat ion of  AI  chatbots  in  genera l  p rac t ice or  heal th  care?  
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4. METHODS 
The fo l lowing chapter  wi l l  in t roduce our  methodologica l  and methodica l  approaches to  our  

case.  We wi l l  present  how the case s tudy is  conducted and del iberate on reasons why our  

par t icu lar  case of  A I  chatbots  in  a  genera l  pract ice in  Nor thern Jut land is  re levant  to  

invest igate.  Addi t ional ly ,  we wi l l  present  our  methodology,  encapsulated in  the concept  o f  

e thnographic  co-env is ion ing.  F ina l ly ,  we wi l l  in t roduce the methods used dur ing empir ica l  data  

generat ion,  and how th is  data is  subsequent ly  coded and analysed.  

4.1 CASE STUDY AND FIELD INTRODUCTION 

The choice of  the case s tudy is  a lso very  re levant  when ta lk ing about  fu tures.  F lyvb jerg (2006)  

descr ibes how the  narrat ive nature o f  case s tud ies and the qual i ta t i ve approach have an  

important  ro le  in  in forming fu tures,  through understand ing the object  o f  s tudy  through the  

nuanced perspect ives of  subjects :  

“  .  .  .  narrat ives not  on ly  g ive meaningfu l  form to exper iences we have a l ready l ived through 

but  a lso prov ide us a forward g lance,  he lp ing  us to  ant ic ipate s i tuat ions even before we 

encounter  them, a l lowing us to  env is ion a l ternat ive fu tures.  .  .  .  Narrat ive inqui r ies  then  

develop descr ip t ions and in terpre tat ions of  the phenomenon f rom the perspect ive  of  

par t ic ipants ,  researchers ,  and others . ”  (240)  

Case s tud ies  are  however of ten  perce ived  as unre l iab le sources  of  in format ion when i t  comes  

to  genera l  phenomena that  they seek to  en l ighten through par t icu lar  examples.  In  the  

convent ional  knowledge about  case s tud ies there ex is t  many misconcept ions and over -

s impl i f icat ions.  For  example,  scept ic ism towards the abi l i ty  to  draw genera l isat ions f rom a  

s ing le case,  or  that  case s tud ies open for  too much subject iv i ty ,  undermin ing the va l id i ty  o f  

s tud ies (F lyvb jerg 2006) .  

Fur thermore,  based on  the s tatus quo,  case  s tud ies a lways need to  be conne cted to  

hypotheses,  o therwise they are of  no va lue.  F lyvb jerg however ment ions how severa l  authors  

of  tex ts  that  were scept i ca l  towards case s tud ies  changed the i r  perspect i ves and la ter  became 

inc l ined to  see the i r  va lue,  wr i t ing fo r  example that  the impor tance of  case s tud ies l ies  not  in  

“prov ing anyth ing” ,  but  in  “ learn ing  someth ing”  (F lyvb jerg 2006,  221).  He presents  the  va lue of  

case s tud ies through the counterarguments  against  f ive common misunderstandings  

concern ing case s tud ies.  

The f i rs t  misunders tand ing addressed is  that  knowledge that  is  genera l  and theore t ica l  in  

nature and th is  un iversa l  and “context - independent”  is  more s ign i f icant  than that  which is  

concrete and context  dependent  (F lyvb jerg 2006,  224).  

Studies of  human af fa i rs  where  human be hav iour  is  in  focus is  however an eternal  beginn ing ,  

where the way to  knowledge is  determined by context  and spec i f ic  cases ( ib id) .  Therefore,  

seek ing proof  and universa l i ty  in  soc ia l  s tud ies is  addressed as vain  by  F lyvb jerg (2006),  

whi le  learn ing is  undoubtedly  v iab le ( ib id) .  

F lyvb jerg a lso addresses the wel l -known example of  al l  swans are  whi te  and suggested that  

the observat ion of  a  s ing le b lack swan would d isprove th is  s ta tement ,  prompt ing fur ther  

explorat ion.  Therefore,  case s tud ies are ideal  for  uncover ing unexpected f ind ings,  as a c loser  

examinat ion of  what  appears to  be whi te  may reveal  someth ing black  (F lyvb jerg 2006).  Th is  

essent ia l ly  envelopes the va lue of  case s tud ies,  in  tha t  they  prov ide ins ights  in to  the  

par t icu lar ,  ra ther  than the genera l .  
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The second misconcept ion about  case s tud ies concerns genera l isat ion,  v iewing  i t  to  be  

imposs ib le  to  genera l ise f rom a s ing le case and so unat ta inable to  contr ibute to  sc ient i f ic  

development .  F lyvb jerg  (2006) however  argues  that  i t  is  poss ib le  to  d raw genera l isat ions f rom 

case s tud ies.  However ,  he a lso  argues  that  the not ion  of  genera l isat ion being  so  centra l  to  

sc ient i f ic  development  is  overest imated,  making us forget  the power that  l ies  in  s ing le  

examples.  

Moreover,  the  th i rd  m isconcept ion is  the be l ie f  that  case s tud ies are only  usefu l  fo r  

construct ing hypotheses in  the ear ly  days of  the research.  Other  method s should then be used 

to  work fur ther  wi th  the hypothes is  and e i ther  prove i t  or  d isprove i t .  F lyvb jerg (2006) however  

argues that  genera l isa t ion through case s tudy  research is  poss ib le  and therefore work ing  

fur ther  wi th  hypotheses through th is  method is  a lso usefu l .  

The four th  misunderstanding regards  that  the  researcher  gets  the i r  preconceived bel ie fs  

ver i f ied.  The oppos i te  however tends to  p rove t rue,  and the researcher actual ly  learns through 

invest igat ing the i r  p reconcept ions and of ten d isprov ing them i n  the p rocess.  

F ina l ly ,  the las t  misunderstanding that  F lyvb jerg (2006,  241) addresses is  that  drawing 

“genera l  propos i t ions and theor ies”  f rom case s tud ies can of ten be chal lenging.  Al though 

Flyvbjerg (2006) s ta tes  that  th is  indeed can  be chal lenging,  i t  does not  concern  case 

outcomes.  Al though,  th is  chal lenge s tems f rom the  nature  of  what  is  s tud ied and no t  the  

methodology.  In  our  case,  we have in  th is  way looked at  the phenomenon of  the emergence of  

AI  chatbots  in  genera l  p ract ice,  in te rpreted  and  env is ioned by the  re levant  soc ia l  g roups.  The  

fact  that  we chose  to  conduct  a  case s tudy  does however  a lso come wi th  cer ta in  l imi ta t ions  

that  we cover here for  t ransparency.  Our case i s  indeed par t icu lar ,  cover ing a smal l  genera l  

pract ice in  a  ru ra l  area.  I t  is  important  to  acknowledge that  there are d i f ferent  k inds of  genera l  

pract ices in  Denmark,  vary ing in  s ize,  locat ion ,  reg iona l  governance  and  to  cer ta in  extent  a lso  

mode of  operat ion.   

There were 1675 genera l  pract ices in  Denmark in  2014,  whi le  pract ices wi th  severa l  

pract i t ioners  are the most  common.  As of  2022 there were 3284 genera l  pract i t ioners  in  

Denmark (Prakt iserende Lægers  Organisat ion  2022).  The amount  o f  consul ta t ions per  day  per  

pract i t ioner  has been increas ing and  the  average l ies  a t  52  dai ly  consul ta t ions per  

pract i t ioner .  The major i t y  o f  consul ta t ions are s t i l l  phys ica l ,  wi th  an  average of  21,8  phys ica l  

consul ta t ions per  day,  fo l lowed by 11,7 emai l  consul ta t ions and 11,5 te lephone consul ta t ions.  

There is  a lso  a smal l  number of  v ideo  consul ta t ions (0,4 )  and  other  serv ices.  The amount  o f  

phys ica l  consul ta t ions per  day has  been decreas ing,  wi th  emai l  consul ta t ions inc reas ing,  

suggest ing a move towards s t reaml in ing p rocesses surrounding  consul ta t ions through 

d ig i ta l isat ion,  making AI  chatbots  an in terest ing aspect  to  invest igate Northern Jut land is  a lso 

one of  two reg ions where the pract i t ioners  receive the h ighest  paym ents .  The payments  

cons is t  o f  a  bas ic  amount  and  an amount  for  the  amounts  of  se rv ices the pract i t ioners  

per form. (Prakt iserende Lægers Organisat ion 2022)  

The genera l  pract ices in  Denmark a re f inanced f rom publ ic  resources,  they are however d r iven  

as independent  bus inesses.  Bes ides genera l  pract i t ioners ,  i t  is  common for  a  pract ice to 

employ medica l  secretar ies ,  nurses,  soc ia l  and heal th  care ass is tants ,  b ioanalysts ,  

pharmacologis ts ,  phys ica l  therapis ts  or  midwives.The number of  th is  k ind of  personnel  had  

been s teadi ly  increas ing  s ince 2008.  

The average age of  a  genera l  pract i t ioner  is  around 50 years  o ld .  Over ha l f  o f  the  genera l  

pract i t ioners  a re women.  The number  of  female  pract i t ioners  have  been s teadi ly  increas ing  

s ince 1997,  f rom 10% to  around 59% in 2 022 (Prakt iserende Lægers Organisat ion 2022).    

Wi th  regard to  fu tu re developments ,  genera l  pract ices in  Denmark  are expected  to  be  

chal lenged due to  a populat ion that  l ives longer and thus wi th  more chronic  d iseases a l l  the 

whi le  the  amount  o f  genera l  pract i t ioners  has been showing a  decreas ing t rend.  T herefo re,  the  

pract i t ioners  are  get t ing under more pressure and the i r  work load is  get t ing increased.   
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To put  th is  in to  perspec t ive,  the group of  pat ien ts  between 70 and 79 years  has increased by  

40% in the past  10 years  and the group  above 80 has increased  by 25%, whi le  th is  group is  

expected to  inc rease even more,  by  a s tagger ing 47% f rom 2022 to  2030 (Prakt ise rende 

Lægers Organisat ion 2022,  27) .  

Fur thermore,  as p ract ices c lose,  there  are o f ten no subst i tu tes in  many a reas of  Denmark and  

the pat ients  are forced to  seek care fur ther  away f rom the i r  homes or  a t  reg ional  c l in ics  where 

they cannot  a lways see the same pract i t ioner .  F rom 2012 to  2016 the amount  o f  pract i t ioners  

who fe l t  the i r  work  had  become more demanding doubled,  f rom 25% to 58% (Prakt iserende 

Lægers Organisat ion 2022,  24) .  

 

Our case s tudy is  look ing at  a  so lo pract ice,  wi th  one pract i t ioner ,  a  secretary ,  and a nurse.   

Based on the s tat is t ics ,  a  pract ice in  Nor thern Jut land makes for  an in terest ing  case,  s ince 

pract i t ioners  in  th is  reg ion are exper ienc ing the b iggest  work load (Prakt iserende Lægers  

Organisat ion 2022) and  thus the s i tuat ion might  ca l l  for  s t reaml in ing.  Addi t ional ly ,  we had 

unique access to  the f ie ld  through an in te rna l  gatekeeper,  the  secretary ,  a t  the genera l  

pract ice.  In  regard to  the problem at  hand,  AI  technologies might  be tempt ing in  such  

s i tuat ions,  however,  the ar t ic les  we rev iewed in  the background sect ion  warn about  in tegrat ing  

AI  chatbots  for  th is  very  purpose.  Therefo re,  we see va lue in  look ing in to what  tendenc ies  

might  appear in  a  genera l  pract ice when such a technology is  in t roduced.   

We a lso chose  a  case s tudy and  an  expert  approach,  s ince  access ing in formants  in  the  

medica l  f ie ld  is  chal lenging due to  the work load of  th e potent ia l  in formants .  

F ina l ly ,  regard ing the type of  technology we have chosen to  focus on,  i ts  emergence and  

recent  boom can b r ing new chal lenges in  the near fu ture  as wel l  as  so lve the ones ment ioned  

in  our  case s tudy.  

4.2 METHODOLOGY 

As presented above,  in  th is  case s tudy,  we seek to  explore the potent ia l  fu ture o f  AI  chatbots  

wi th in  a genera l  pract ice in  Nor thern Jut land .  For  th is  purpose,  we seek a methodology that  

not  on ly  a l lows for  explor ing the  s tatus quo,  but  a lso for  look ing  i n to imagined fu tures.  

Addi t ional ly ,  we are work ing wi th in  the theore t ica l  f ramework of  the Soc ia l  Construct ion of  

Technology (SCOT),  which invo lves understanding the impor tance of  soc ia l  groups in  shaping  

technologies (5.  SCOT Theory) .  Methodologica l ly ,  we  d raw heavy insp i ra t ion f rom An  

anthropology of  Futures and Technologies  (Lanzeni  e t  a l .  2022),  more spec i f ica l ly  

Ethnographic  co-env is ion ing .  

To th ink cr i t ica l ly ,  we engage in  propos ing a l te rnat ive ways,  grounded in  our  e thnography to  

engage wi th  the  emergence of  AI  chatbots .  We are  not  engaging in  dominant  narrat ives ,  

par t icu lar ly  technologica l ly  determin is t  v iews  (Lanzeni  e t  a l .  2022),  yet  we s t i l l  wish for  our  

thes is  to  p rov ide in tervent ion is t  ins ights  that  might  in form respons ib le  development  of  

technologies wi th in  our  case.  

We v iew the marr iage of  SCOT and ethnographic  co -env is ion ing to  be f ru i t fu l ,  s ince i t  enables 

us,  through a  ‘snapshot ’  o f  the inherent ly  soc ia l ,  mater ia l ,  and  pol i t ica l  technology,  to  imagine 

how everyday pract ices  might  p l ay a ro le  in  determin ing the use (o r  exc lus ion)  o f  sa id  

technologies.  Insp i red by the sent iments  of  An  anthropology o f  Fu tures  and Technologies ,  we  

do not  seek to  f ind concrete so lut ions,  or  requi rements ,  but  ra ther  we involve the centra l  

s takeholders  of  our  case in  f ind ing new problems and so lut ions (Lanzeni  e t  a l .  2022).  

However,  we acknowledge that  fu tures,  s imi lar  to  those which we wi l l  env is ion,  in  cooperat ion  

wi th  our  in formants ,  tend to  rad ica l ly  d i f fer  f rom how they  eventual ly  un fo ld .  Wi th  th is  in  mind,  

we want  to  present  a  work that  might  in tervene,  or  in form, the rap id development  of  AI  chatbot  

models .  As such,  we d raw on Heidegger ’s  not ion of  ‘enf raming’ ,  and  at tempt  to  apply  the  
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not ion proact ive ly ,  ra ther  than ret roact ive ly  ( ib id . ) ,  in  order  to  f i nd a l te rnat ives in  processes of  

development  and innova t ion.  

Since the technology of  AI  chatbo ts  is  undergoing rap id development ,  and the impacts ,  

a t t i tudes,  and  impl icat ions cannot  necessar i ly  be predic ted through convent ional  tes t ing,  and  

user  invo lvement  (Lanzeni  e t  a l .  2022),  we are u l t imate ly  l imi ted by a tempora l  context ,  which  

is  d i f f icu l t  to  make tangib le  through convent iona l  lenses,  such as that  o f  SCOT. Our approach  

to  th is ,  is  to  invo lve a snapshot  o f  the technology,  in  GPT -4,  which,  a t  the t ime of  wr i t ing,  is  

the s tate  of  the  ar t  ava i lab le AI  chatbots .  An thropology has  prev ious ly  been cr i t ic ised for  

deal ing wi th  the  past ,  and present ,  and  has h is tor ica l ly  deal t  wi th  fore ign ,  and  far  away  

contexts ,  in  order  to  explore why th ings are as they are ,  and how th ings could have been 

d i f ferent ,  whi le  s t ruggl ing to  s tudy fu tures (Lanzeni  e t  a l .  2022).  We seek to  explore how 

anthropology,  and e thnography can be ut i l i sed as too ls  to  explo re the fu tu re,  in  an  

in tervent ion is t  approach.  

4.2.1 ETHNOGRAPHIC CO-ENVISIONING 

We aim to ground th is  fu ture minded approach spec i f ica l ly  in  e thnographic  co -env is ion ing,  and  

in tervent ion is t  anthropology,  in  order  to  d isrupt  the invent ion,  innovat ion,  and development  

processes of  AI  chatbo ts ,  in  order  to  contr ibu te to  make those proces ses susta inable and  

respons ib le  (Lanzeni  e t  a l .  2022).  Th is  process does not  a im for  the same reconstruct ions of  

fu tures,  as exact  natura l  sc iences might ,  but  ra ther  a ims to  open up for  debate and s tudy in to 

the everyday pract ices,  and how the technology o f  AI  chatbots  may p lay a ro le  in  the fu ture 

( ib id . ) .  We a im to f rame future v is ions more broadly ,  beyond the convent ional  approaches of  

technology des ign and  creat ion,  capi ta l  and power re la t ion.  Ins tead,  we a im to invest igate  

human act iv i ty ,  to  understand  what  v is ions of  the fu ture might  present  themselves,  in  re la t ion 

to  AI  chatbots  ( ib id . ) .  

Ethnographic  co -env is ion ing enta i ls  tha t  our  in formants  are  not  rest r ic ted  to  be ing  

respondents  to  our  inqu i ry ,  but  ra ther  as act ive ,  and perhaps even dominant ,  par t i c ipants  in  

env is ion ing the technologica l  fu tures wi th in  the i r  genera l  pract ice.  In  our  case s tudy,  we co -

env is ion through everyday l i fe  scenar ios,  and tangib le ,  s i tua ted  perspect ives.  More  

spec i f ica l ly ,  we ut i l ise spec i f ic  methods,  such as explorat ive in te rv iews to  understand the  

s tatus quo,  as wel l  as  the PLEX scenar io  technique,  and Wizard of  Oz to  env is ion fu tures 

invo lv ing AI  chatbots  (4 .4 Empir ica l  Da ta) .  

4.3 LITERATURE SEARCH 

The process of  search ing for  l i tera ture to  form a foundat ion for  th is  pro ject  can largely  be  

separated in  two phases;  search ing for  pre l iminary  l i terature ,  and acqui r ing supplementary  

l i terature.  

 

Prel iminary Literature  

The pre l iminary  research was conducted as an exploratory  process of  rev iewing l i teratu re on  

three d i f ferent  databases;  PubMed,  CINAHL,  and Embase through th ree d i f fe rent  exc lus ion 

phases.  Ar t ic les  were exc luded in  terms of  the re levance to  the mot ivat ion f or  the pro ject  (1 .  

In t roduct ion) ,  and ar t ic les  were exc luded in  para l le l  between p ro ject  g roup members,  based 

f i rs t  on t i t les ,  then on abstracts ,  and las t ly  a  co l lec t ive process of  reading remain ing ar t ic les ,  

and categor is ing them in  terms of  how usefu l  th ey could be for  the  pro jec t .  

The l i terature was found,  us ing the fo l lowing Boolean search s t r ing:  “ ( “Ar t i f ic ia l  In te l l * ”  OR AI )  

AND ( re la te*  OR re la t ion* OR tur ing*)  AND Chatbot  AND (pa t ient  OR c l in ic ian OR “genera l  

pract*”  OR nurs* )” ,  wh ich was  constructed  as a foundat ion for  the  areas  of  in terest ing  
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e lements  to  invest igate for  the pro ject .  The resul t ing search,  wi th in  the  databases,  were then  

sor ted by peer - rev iewed ar t ic les ,  and the  exc lus ion phases were in i t ia ted .  

The l i teratu re search  on CINAHL resul te d  in  15 resul ts ,  wi th  10  being inc luded based on  

reading t i t les ,  and  5 being inc luded based on reading abstracts .  

The l i teratu re search  on Embase resul ted  in  36 resul ts ,  wi th  30  being inc luded based on  

reading t i t les ,  and  17 be ing inc luded based on reading  abstracts .  

The l i terature  search on PubMed resul ted in  36 resul ts ,  wi th  28  being inc luded based on 

reading t i t les ,  and  23 be ing inc luded based on reading abstracts .  

The las t ,  co l lec t ive,  exc lus ion phase was s t ructured by reading a l l  a r t ic les  once,  inser t i ng  

them in to a tab le,  not ing themes,  summary/main arguments ,  and re levance to  the pro ject .  The  

ar t ic les  were addi t ional ly  co lour -coded as e i ther  green,  re la t ing to  very  re levant  ar t ic les ,  

ye l low,  re la t ing to  potent ia l ly  re levant  a r t ic les ,  or  red,  re la t ing to  i r re levant  ar t ic les .  The  

ar t ic les ,  categor ised  as very  re levant ,  were  read  by a l l  pro ject  group  members,  fo l lowed by a  

co l lec t ive d iscuss ion,  and induct ive ly  crea t ing themes tha t  would become the p r imary 

in f luences on d i f ferent  segments  of  the  backgroun d chapte r ;  In t roduct ion to  background,  

State-of - the-a r t ,  and Pat ient -expert -chatbot  re la t ionships.  13 ar t ic les  were u l t imate ly  inc luded 

as the p r imary insp i ra t ions for  the background chapter ,  which was supplemented by addi t ional  

mater ia l .  

 

Supplementary Literature  

The supplementary  l i te rature was found through check ing the refe rences of  the inc luded 

ar t ic les  and f ind ing mater ia l  that  he lped in  exp lor ing the subject  mat te rs  of  the background 

chapter .  Addi t ional ly ,  mater ia l  was  found,  and  inc luded,  by consul t ing peers ,  and superv isors .  

This  supplementary  process was more  pragmat ic ,  and  less r ig id  than  the  f i rs t  process of  

search ing for  pre l iminary  l i terature,  and as a resul t ,  the background chapter  is  s t ructured  to  

prov ide the reader wi th  appropr ia te ins ights  in to  the research f ie ld ,  and not  as a chronologica l  

process of  knowledge acquis i t ion for  the  pro ject .  

To ensure  a  coherent ,  and t ransparent  explora t ion of  empir ica l ,  theoret ica l ,  and  analy t ica l  

e lements ,  th is  thes is  wi l l  i l lus t ra te  these e lements ,  f i rs t  based on  background l i te rature,  and  

subsequent ly  supplement ing l i teratu re,  i f  the empir ica l  data generat ion p resents  new f ind ings.  

These supplementary  l i terary  resources wi l l  be in tegrated  in to the Background or  Theory  

chapters  re t roact ive ly ,  i n  order  to  prov ide a coherent  reading  of  the thes is .  

4.4 EMPIRICAL DATA  

The fo l lowing sect ion  w i l l  present  the methods  that  we appl ied to  gener ate empir ica l  data .  

These inc lude in terv iews,  that  we  used  to  explo re the  context  o f  the  genera l  pract ice and  our  

workshop e lements ,  the PLEX scenar io  technique,  and Wizard of  Oz,  respect ive ly .  Our  

empir ica l  data was gathered at  a  genera l  pract ice in  North ern Jut land,  in  two meet ings,  

invo lv ing two in te rnal  in formants ,  a  medica l  secretary  and a genera l  prac t i t ioner .  

4.4.1 INTERVIEWS 

This  sect ion out l ines our  methodica l  approach to  conduct ing in terv iews as an empir ica l  

research too l ,  adher ing to  Kvale and Br inkmann's  perspect ive on qual i ta t ive research  

in terv iews f rom the i r  book,  In terv iew  (Kvale and  Br inkmann 2015) .  

Qual i ta t ive research in terv iews prov ide ins ights  in to  the emic  wor ld  of  the subject  through 

d ia logue between the researcher  and the par t ic ipant  ( in terv iewer and in terv iewee).  To depic t  

the subject 's  l i fewor ld  or  wor ldv iew,  per t inent  in formants  are in terv iewed to  obta in  spec i f ic  

knowledge about  how exper iences and act ions are conveyed or  ar t icu la ted.  Kvale and  



ENVISIONING THE FUTURE OF AI CHATBOTS IN A GENERAL PRACTICE: A 

TECHNO-ANTHROPOLOGICAL PERSPECTIVE 

 

 

 

24 

Br inkmann (2015,  20)  emphasise the necess i ty  o f  bas ic  conversat ional  sk i l ls  for  th is  metho d,  

such as the abi l i ty  to  ask quest ions and engage in  conversat ion.  

“The research in te rv iew is  based on everyday conversat ions and is  a  pro fess ional  d iscuss ion; 

i t  is  an in ter -v iew where  knowledge is  const ructed in  the in te rp lay or  in teract ion between the  

in terv iewer and the in terv iewee. "  

Th is  quote h igh l ights  a  key e lement  o f  the  in terv iew process:  the exchange of  perspect ives  

between two ind iv iduals .  Knowledge creat ion  th rough th is  in teract ion  is  v isual ly  depic ted  by 

Kvale and Br inkmann by a whi te  vase - l ike  ob ject  between two faces,  symbol is ing knowledge 

constructed dur ing the  verbal  in terp lay between researcher and in formant  (Kvale and  

Br inkmann 2015,  21) .  Therefore,  knowledge i s  constructed through the in te rre la t ionship  

between subject  and  researcher.  

Kvale and Br inkmann (2015,  21)  descr ibe the in terv iew as a conversat ion wi th  s t ructu re and  

purpose.  The  researcher 's  essent ia l  task is  to  gu ide and  d i rect  the  conversat ion toward  a  

spec i f ic  top ic  or  quest ion,  present ing  i t  to  the  subject ,  and then cr i t ica l l y  fo l lowing  up on  the i r  

response.  

 

Interview Guide  

For the  qual i ta t ive  research in terv iew,  we employed an in te rv iew guide as our  s ta r t ing point ,  a  

scr ip t  in tended to  s t ructure the in terv iew i tse l f  (Kvale and  Br inkmann 2015,  185).  Ut i l is ing  a  

top ic -or iented approach ,  we formulated re levant  themat ic  research quest ions for  the  semi-

s t ructured research in te rv iew.  These  quest ions,  which we seek answers to ,  are  not  d i rect ly  

presented to  the subjec t  dur ing the in te rv iew.  The pr imary ro le  of  research quest ions is  to  

generate knowledge for  subsequent  analys is  o f  empir ica l  da ta ( ib id . ,  185-186) .  Research  

quest ions are mediated through in terv iew quest ions that  cons ider  and t rans late the research 

quest ions,  typ ica l ly  composed in  an academic,  theoret ica l  language,  in to  the subject 's  

assumed everyday language,  contr ibu t ing to  a  natura l  con versat ion  f low ( ib id . ,  187) .  The  

t rans lat ion in to  the subject 's  everyday language a ims to  e l ic i t  spontaneous and r ich responses  

or  descr ip t ions to  the spec i f ied in terv iew quest ion.  

 

Transcr ipt ion  

After  complet ing the in te rv iew,  i t  was t ranscr ibed  to  fac i l i ta te  i ts  use in  our  coding process,  as 

descr ibed in  sect ion  4.6 Coding  and Resul ts .  The t ranscr ip t  was  prepared as uni formly  as  

poss ib le .  Ideal ly ,  one group member would t ranscr ibe the in terv iew i n  i ts  ent i re ty  to  mainta in  

cons is tency.  However ,  due to  the  t ime -consuming and complex natu re o f  t ranscr ip t ion ,  prone  

to  technica l  issues and potent ia l  mis in te rpretat ions,  we  opted to  d is t r ibute the  in terv iew 

record ing among a l l  group members.  We establ ish ed shared guide l ines to  ensure 

homogenei ty ,  combin ing verbat im t ranscr ip t ion wi th  nota t ion of  re levant  non -verba t im 

behav iour ,  such as laughter  or  sarcasm, which could convey spec i f ic  meaning in  context .  

Alongs ide the  verbat im t ranscr ip t ion  format  and note s of  per t inent  nonverbal  behav iour ,  

t imestamps were inc luded at  the beginning  of  each speech segment  to  bet ter  s t ructure the  

conversat ion.  The  in terv iews were t ranscr ibed  in  Danish,  and subsequent ly  t rans lated to  

Engl ish,  as they were used for  analy t ica l  p o in ts .  

4.5 WORKSHOP 

For the second meet ing,  wi th  the  genera l  p ract i ce of  the case,  a  worksho p was p lanned,  wi th  

the purpose of  explor ing the i r  v iews on AI  chatbots ,  and how the fu tu re of  the pract ice might  

be in f luenced by the technology.  The workshop was s t ructured in  two rounds,  invo lv ing two  

workshop e lements ;  the Playfu l  Exper iences  (PLEX) scenar io  technique  (Lucero and  

Arrasvuor i  2010),  and a process of  Wizard of  Oz  (Preece et  a l .  2019) ,  respect ive ly .  
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4.5.1 WORKSHOP SETUP AND STRUCTURE  

The workshop was set  up in  the  s taf f  room of  the genera l  p ract ice,  around a  round tab le .  

Before the actual  meet ing,  the two present  fac i l i ta tors  prepared workshop e lements  by 

prepar ing a lap top wi th  ChatGPT, se lect ing  to  use GPT -4,  us ing an in i t i a t ive prompt  to  de f ine 

the ro le  of  the cha tbot .  An A3 vers ion of  the  PLEX scenar io  game board was p laced in  the  

centre of  the  tab le,  wi th  seat ing for  the two par t ic ipat ing in formants ,  s ide by s ide in  f ront  o f  

the game board.  A  tab let  was p laced  behind the par t ic ipants ,  to  a l low the th i rd  fac i l i ta tor  to  

par t ic ipate,  and to  aud io/v ideo record the workshop sess ion for  analys is .  An agenda was  

wr i t ten on a whi teboard,  a l ready present  a t  the genera l  pract ice.  

The workshop sess ion was s t ructured as fo l lows:  

1 .  A group member in t roduced the agenda for  the workshop,  and re i terat ing some 

s ign i f icant  themes and e lements  f rom the f i rs t  meet ing.  

2 .  The two present  group members conducted a short ,  two minute,  p re -p lanned game of  

the PLEX scenar io  technique,  us ing the in i t ia t ing case of  v i r tua l  rea l i ty  in  a  cof fee  

shop.  

3 .  The two rounds of  the workshop fo l lowed the same st ructure,  f i rs t  re la t ing to  

in t roduc ing AI  chatbots  dur ing consul ta t ions a t  the genera l  pract ice,  and secondly  

re la t ing to  in t roduc ing AI  in  act iv i t ies  s urrounding the consul ta t ion.  

a .  The PLEX scenar io  technique was p layed,  us ing the game board .  

b .  A Wizard of  Oz was per formed,  us ing GPT -4 on a laptop.  

Dur ing the workshop,  the par t ic ipants  requested  that  the fac i l i ta tors  wro te down points  made 

dur ing the  workshop,  for  them to focus on the conversat ions and workshop e lements ,  to  which  

the fac i l i ta tors  ob l iged .  

4.5.2 PLEX SCENARIO TECHNIQUE  

For the  f i rs t  ac t iv i ty ,  the PLEX f ramework  was used to  engage the  par t ic ipants  in  some 

creat ive,  imaginary  processes (Lucero and Arrasvuor i  2010) to  explore the area of  AI  chatbots  

in  the i r  genera l  pract i ce ,  which could be an abstract  idea,  depending on the i r  knowledge and  

ins ights  in to  the technology i tse l f .  The f ramework inc ludes templates for  p lay ing cards,  and a  

scenar io  game board (F igure 4 .1) ,  which can be used for  two  proposed techniques;  

bra instorming,  and scenar io  ( ib id . ) .  The b ra insto rming technique ass is ts  in  explor ing a  concept  

broadly ,  encouraging idea generat ion of  mul t ip le  ideas,  wi thout  necessar i ly  d iv ing deeper  in to  

the pecul iar i t ies  of  the  ideas.  The PLEX scenar io  technique ,  on  the  other  hand,  focuses on  

propos ing a case,  or  a  concept ,  which is  explored through the gameboard,  conta in ing a s tar t ,  

a  cont inuat ion,  and an  end of  a  scenar io  to  be  bui l t  around the  case.  These three  s tages of  

the scenar io  are presen ted on the game board,  in  three f rames,  s imi la r ly  to  a short  car toon  

s t r ip  ( ib id . ) ,  that  a re s ized appropr ia te ly  for  the  cards to  f i t .  
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Figure 1:  An  example  of  the PLEX card,  Fel lowsh ip (on  the  le f t ) ,  as  wel l  as  the card conta in ing  
ru les for  the  PLEX scenar io  technique and a  model  o f  the PLEX game board (on the  le f t ) .  

The PLEX cards  were  developed through an i te ra t ive process of  develop ing 22 categor ies ,  and  

imagery prov id ing concepts  that  a l low p layers  to  engage creat ive ly ,  and p layfu l ly  in 

conversat ions (Lucero and Arrasvuo r i  2010).  Wi th in  both techniques,  the p layers  should then  

be encouraged to  th ink a loud,  which is  a lso expla ined in  the ru les of  the two techniques  

(F igure 4.1) .  Addi t ional l y ,  p layers  can wr i te  down the i r  thoughts ,  fee l ings,  and ideas on s t icky 

notes,  or  draw quick  ske tches,  depending on the i r  preferences.  

As we d id  know of  some spec i f ic  s i tuat ions,  that  were cent ra l  to  the genera l  pract ice,  we  

dec ided that  the scenar io  technique was the most  appropr ia te to  explo re the i r  thoughts  and  

fee l ings about  AI  chatbots .  Addi t ional ly ,  the scenar io  technique could enable a cont inu i ty  

between the  workshop act iv i t ies ,  as we could  ask them to f i rs t  exp lore the two in i t ia t ing  

s i tuat ions,  us ing AI  chatbots  dur ing a consul ta t ion,  and in  act iv i t ies  surrounding the  

consul ta t ion,  respect ive ly ,  fo l lowed by the Wizard of  Oz ,  where we a l lowed them to act  out  the 

scenar io .  

In  preparat ion for  the PLEX scenar io  technique ,  we pr in ted ou t  the PLEX cards ,  and game 

board .  The cards were cut  out ,  and laminated,  and as such served a s a re la t ive ly  low-cost ,  

and t ime-ef f ic ient  workshop e lement  (Lucero and Arrasvuor i  2010).  

4.5.3  WIZARD OF OZ  

For the second act i v i ty  o f  the workshop,  we have been inspi red by  the low -f ide l i ty  p rototyp ing  

method ca l led Wizard of  Oz (Preece et  a l .  2019).  The method is  convent ional ly  used by 

creat ing some rudimentary  sof tware,  wi th  pr imary e lements  of  a  user  in ter face,  and some 

fundamenta l  funct ional i t y ,  as  i t  is  t rad i t ional ly  a  method  used to  test  low -f ide l i ty  proto types 

( ib id . ) .  Th is  sof tware  is  operated  by a fac i l i ta tor ,  work ing behind  the  scenes,  to  present  the  
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in tended funct ional i ty  o f  a  system.  As  such,  i t  is  a  method tha t  is  suc cessfu l ly  used fo r  va r ious  

appl icat ions,  par t icu lar ly  when analys ing d ia logue between a user  and  v i r tua l  agents  o r  wi th in  

human-robot  in teract ion  s tud ies,  s ince the in teract ion can be d is t i l l ed down to  a request -

response in teract ion  ( ib id . ) .  The  method a l l ows for   p lay ing  out  s i tuat ions wi th  test ing  

par t ic ipants ,  which a l igns wel l  wi th  how we used the act iv i ty  as  a cont inuat ion of  the PLEX 

scenar io .  Addi t ional ly ,  Preece e t  a l .  (2019) in t roduces how the  opera tor  can  be rep laced by  

ar t i f ic ia l  in te l l igence,  as  the technology matures,  which  is  the  approach that  we had  dur ing  the  

workshop.  

We used th is  method by set t ing up an in i t ia t ing prompt  on a  laptop wi th  ChatGPT, which  we 

formulated re la t ive ly  abstract ly ,  to  a t tempt  to  have the AI  work fo r  us.  The in i t ia t in g prompt  

was addi t ional ly  formulated in  Danish,  in  order  to  tes t  the system in  as c lose a context  as 

could be expected in  a Danish genera l  pract ice  and  explore  how GPT-4 could handle  Danish  

in teract ion.  The p rompt ,  which was wr i t ten in  Danish,  was as fo l l ows:  ”You a re now an  

ar t i f ic ia l  in te l l igent  ass is tant ,  in  a  genera l  pract ice in  Denmark,  who has the purpose of  

adv is ing me,  as a genera l  pract i t ioner  in  my work day” .  

Proceeding the PLEX scenar io  technique ,  the par t ic ipants  were asked  to  t ry  and use the 

chatbot  how they would,  i f  the i r  scenar io  was implemented in  the genera l  pract ice.  Dur ing th is  

process,  we had  conversat ions regard ing the i r  thoughts ,  and fee l ings surrounding the  

in teract ion and  potent ia l  implementat ion in  the genera l  p ract ice.  In  order  to  avoid  a  

technologica l  determin is t  approach,  we encouraged both pos i t ive and  negat ive cr i t ique of  the 

technology.  

4.5.4 WORKSHOP DATA GENERATION 

who was par t ic ipat ing  remote ly  and recorded  the  meet ing.  W e used  th is  footage to  analyse the 

workshop.  

Addi t ional ly ,  we took p ic tures of  the game board af ter  the PLEX scenar io  technique,  to  see the  

resul t  o f  the act iv i ty .  Since the fac i l i ta tors  ob l iged to  jo t  down the  thoughts  of  the  par t ic ipan ts  

on s t icky notes,  these p ic tures were not  necessar i ly  benef ic ia l  as  a too l  to  rev iew the ins igh ts  

and e lements  emphasised by the  par t ic ipants .  The p ic tures were  then  used in  order  to  rev iew 

the order  that  the par t ic ipants  p laced the  cards on the game board,  more as a suppl ement  to  

the audio and v ideo,  than as empir ica l  data by i t se l f .  

4.6 CODING AND RESULTS 

As del ineated ear l ie r ,  our  data co l lec t ion invo lved methods inc lud ing co nduct ing in terv iews  

and fac i l i ta t ing a  workshop in  a genera l  p ract ice set t ing.  To  analyse th is  d iverse set  o f  data ,  

we drew inspi ra t ion f rom Braun and Clark 's  (2006) themat ic  analys is .  Accord ing to  Braun and 

Clark  (2006,  5 ) ,  themat ic  analys is  is  a  techniqu e used to  ident i fy ,  analyse,  and report  pat te rns  

or  themes wi th in  data.  This  method was used to  compare and contrast  the generated empir ica l  

data in  order  to  d iscover s imi lar i t ies  and d i f ferences.  Our in i t i a l  s tep  invo lved t ranscr ib ing  the  

in terv iew,  thereby  convert ing the audi tory  content  in to  a  textua l  fo rmat ,  enabl ing  us  to  

convenient ly  s i f t  through the  data and recognise recurr ing  pat terns o r  themes.  Accord ing to  

Braun and Clarke ( ib id . ,  10)  “A theme captures someth ing important  about  the data in  re la t i on 

to  the research  quest ion ,  and represen ts  some level  o f  pat terned  response or  meaning wi th in  

the data set ” .  The  analys is  o f  the workshop that  was in fo rmed by the  ident i f ied themes f rom 

the workshop,  fo l lowed a s imi lar  procedure to  that  o f  the in terv iew.  In  contrast  to  the  in terv iew 

data,  the workshop data was not  t ranscr ibed but  ra ther  analysed th rough a group approach,  

where in  pat terns and  themes were  recognised  by co l lec t ive ly  v iewing  the workshop record ing,  

and inc lud ing re levant  quotes regard ing these  pat terns and themes.  



ENVISIONING THE FUTURE OF AI CHATBOTS IN A GENERAL PRACTICE: A 

TECHNO-ANTHROPOLOGICAL PERSPECTIVE 

 

 

 

28 

Through a  systemat ic  examinat ion of  each  ind iv idual  data i tem,  fo l lowed by a comparat ive 

analys is  o f  the ident i f ied  themes,  we ascer ta ined  as overarch ing themes that  were found to  be  

recurrent  in  two o r  more  data i tems.  

Given that  our  in fo rmants  contr ibuted a d iverse  range of  perspect ives and cons iderat ions to  

each of  the overarch ing  themes,  we incorpora ted subcategor ies  wi th in  each theme to account  

for  th is  d ivers i ty .  To i l lus t ra te,  under the broader theme of  Workf low  we inc luded the fo l lowing  

subcategor ies:  Referra ls ,  Knowledge Seeking,  Documentat ion ,  Preparat ion,  Diagnos is  (F igure  

4.2) .  

 
Figure 2:  Miro  board  i l l us t ra t ing the  overarch ing themes and  i ts  sub -categor ies der ived f rom 
the in terv iew’s  coding  process .  

Subsequent  to  coding our  data us ing th is  approach,  we compared our  ident i f ied themes wi th  

our  problem sta tement  to  ef fect ive ly  determine  which themes were per t inent  for  inc lus ion  in  

our  analys is .  As Braun and Clark  ( ib id . ,  10)  pose,  the s ign i f icance of  a  t heme does not  so le ly  

h inge on quant i f iab le  measures,  but  ra ther  on i ts  re levance to  the research quest ion at  hand.  

Af ter  the ident i f icat ion  o f  overarch ing  themes and subcategor ies  wi th in  the themes,  we fur ther  

d isassembled/subdiv ided s tatements  in to  spec i f ic  e lement  in  accordance to  the  technologica l  

f rame,  which wi l l  be e laborated in  sect ion 5.3 Technologica l  Frames,  c lar i fy ing re levant  c la im 

and thus the i r  perspect i ves on the  technology.  The empir ica l  data ’s  subd iv is ion was per formed 

by at taching re levant  p ic tograms to  d i f ferent ia te between cer ta in  e lements  f rom the  

technologica l  f rame (F igure 4.3) .  
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Figure 3:  Miro  board i l l us t ra t ing the workshop’s  coding process in  conjunct ion wi th  p ic tograms 
to  incorporate the technologica l  f rames.  
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5. SCOT THEORY 
In  the fo l lowing chapter  we wi l l  present  the  Soc ia l  Construct ion of  Technology (SCOT)  

f ramework,  examin ing i ts  key concepts  inc lud ing the mul t id i rect ional  model ,  technologica l  

f rames,  c losure and s tab i l i ty ,  and in te rpreta t ive f lex ib i l i ty .  Drawing heav i ly  on the w orks of  

Bi jker  and  Pinch (2012),  th is  chapter  serves as a comprehensive  d iscourse on  how 

technologica l  ar te facts  are soc ia l ly  constructed.  This  chapter  cent res  the ro le  of  soc ia l  

dynamics and in terpretat ion in  shaping technology .  

5.1 FRAMEWORK AND TERMINOLOGY 

The mul t id i rect ional  model  is  developed by conceptual is ing technologica l  ar te facts  as  a  

f luc tuat ion of  var ia t ion  and se lect ion (Bi jke r  e t  a l .  1993,  22) ,  which serves as a s tark  

a l ternat ive to  l inear  innovat ion paradigms.  However,  Bi jke r  and  Pinch  (2012,  22)  emphasise  

that  when look ing  re t rospect ive ly  a t  a  technology 's  evolut ionary  t ra jectory ,  i t  is  feas ib le  to  

s impl i fy  the mul t id i rect ional  mo del  in to  a more s t ra ight forward,  l inear  vers ion.  F igure 5.1  

prov ides a mul t id i rect ional  perspect ive of  the h is tor ica l  development  of  the Penny Farth ing  

b icyc le .  The ar te fact ,  the Penny Farth ing b icyc le ,  is  s i tuated centra l ly  and depic ted by a 

hexagon.  Squa res wi th  rounded edges  represent  the re levant  soc ia l  g roups assoc iated wi th  

the ar te fact .  The term re levant  soc ia l  groups  encompass  ins t i tu t ions,  o rganisat ions,  and bo th  

organised and unorganised groups of  ind iv idua ls  re levant  to  the a r te fact .  As sugge sted by  

Bi jker  (2012,  23) ,  i t  is  essent ia l  to  quest ion  the ar te fact 's  importance to  the  soc ia l  groups  

under scrut iny .  Relevance is  not  exc lus ive to  consumers and users  of  ar te facts ;  groups of  less 

apparent  re levance may  a lso be  importan t ,  as  demonstrated b y  the  ant i -cyc l is ts  in  the b icyc le  

case,  who a re deemed a re levant  soc ia l  g roup  due to  the i r  apparent  engagement  wi th  the  

b icyc le .  Moreover,  the SCOT approach necess i ta tes s t ructur ing the re levant  soc ia l  groups as 

homogeneously  as poss ib le ,  in  te rms of  t he a r te fact 's  re levance to  the group (Bi jker  e t  a l .  

1993,  27) .  I t  may be benef ic ia l  to  segregate he terogeneous user  g roups,  as demonstrated by 

the d is t inc t ion between men and women in  the b icyc le  case,  due to  var ia t ions in  the a r te fact 's  

s ign i f icance wi th in  the spec i f ic  case (Bi jker  e t  a l .  2012,  28) .  A comprehensive descr ip t ion of  

the re levant  soc ia l  groups wi l l  make  i t  poss ib le  to  expla in  the  ar te fact 's  developmenta l  

process,  to  be d iscussed fur ther  in  sect ion 6.1 Relevant  Soc ia l  Groups.  
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Figure 4:  The mul t id i rect ional  SCOT model  por t ray ing examples of  soc ia l  groups,  p roblems,  
and so lut ions.  

Upon ident i f icat ion of  the re levant  soc ia l  groups assoc iated wi th  the ar te fact ,  subsequent  

ident i f icat ion focuses  on  the problems each  group d iscerns in  re la t ion to  the ar te fact  (Bi jker  e t  

a l .  2012,  28) .  Numerous so lut ion var iants  can be ident i f ied  around each problem. These  

so lut ions are not  necessar i ly  technologica l  but  may be legal  or  mora l  in  nature.  The model  

embodies the in terpre t ive f lex ib i l i ty  o f  technolog ica l  ar te facts  amongst  re levant  soc ia l  g roups  

and,  addi t ional ly ,  the model  can d isp lay the  s tab i l isat ion degree  of  the  ar te fact ,  which  wi l l  vary  

across d i f ferent  re levant  soc ia l  groups (Bi jker  e t  a l .  2012,  30) .  

5.2 TECHNOLOGICAL FRAMES 

Bi jker  (1997,  123) p rov ides a def in i t ion fo r  the term technologica l  f rame:  

"A technologica l  f rame compr ises a l l  e lements  that  in f luence the in teract ion wi th in  re levant  

soc ia l  groups and  lead  to  the at t r ibut ion  of  meanings to  technica l  ar te facts – and  thus  to  

const i tu t ing technology."  (Bi jker  e t  a l .  1997,  123) .  
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The technologica l  f rame thus makes i t  poss ib le  to  c lar i fy  why soc ia l  groups construct  a  

technologica l  ar te fact  in  a  par t icu lar  way.  Bi j ker  (1997,  125) suggests  a f lex ib le  l is t  o f  

e lements  that  a  techno logica l  f rame could potent ia l ly  compr ise:  Goals ,  Key problems,  

Problem-solv ing s t ra teg ies,  Current  theor ies,  Tac i t  knowledge,  Test  procedures,  Des ign  

methods and cr i ter ia ,  Requi rements  to  be met  by problem solut ions,  User ’s  pract ice,  and  

Exemplary  ar te facts .  Th is  l is t  is  subject to  change;  cer ta in  e lements  may carry  more weight  

than others  in  the context  o f  the subject  be ing examined,  as wel l  as  wi th in  d i f ferent  re levan t  

soc ia l  groups.  Hence,  some of  the  suggested e lements  may be e l imina ted or  incorporate d  in  

the des ignated s tudy.  

Technologica l  f rames t rad i t ional ly  serve as a concept  in  understanding how re levant  soc ia l  

groups comprehend and ut i l ise technologica l  ar te facts ,  par t icu lar ly  in  terms of  how these  

groups at t r ibu te d i f fe rent  meanings to  an  ar te fa ct  (Bi jker  e t  a l .  2012 ,  102).  Each re levant  

soc ia l  group adheres to  a spec i f ic  technologica l  f rame.  An ind iv idual  actor  may be a  par t  o f  

mul t ip le  re levant  soc ia l  groups,  and consequent ly ,  mul t ip le  techno logica l  f rames,  whi le  

s imul taneous ly  nav igat ing throu gh these groups.  

Bes ides understanding both how re levant  soc ia l  groups understand and potent ia l ly  use the  

technology,  AI  chatbots ,  as wel l  as  the meanings they at t r ibute to  i t ,  we  have employed  

technologica l  f rames to  code and categor ise data (4.6 Coding and Resu l ts) .  Th is  method wi l l  

la ter  fac i l i ta te  the in terp retat ion of  in teract ion wi th in  re levant  soc ia l  groups.  The technologica l  

f rame thereby  enables the understanding  of  p roblems and potent ia ls  that  d i f feren t  re levan t  

soc ia l  groups assoc iate  wi th  the  technologica l  ar te f act .  Bi jker  (1997,  124)  emphasises the  

ef f icacy of  technologica l  f rames when the  researcher 's  focus l ies  on  s i tuat ions marked by  

ins tab i l i ty ,  controversy,  and change.  

5.3 CLOSURE AND STABILITY 

The second phase of  the Soc ia l  Construct ion o f  Technology (SCOT) f ramework pe r ta ins to  the 

s tab i l isat ion of  the ar te fact .  Th is  s tab i l isat ion  mani fests  through c losure mechanisms that  

seemingly  make issues d isappear (Bi jker  e t  a l .  2012,  37) .  Notably ,  i t  is  not  requi red to  resolve  

a technologica l  controversy ent i re ly .  Rather ,  i t  is  c r i t ica l  tha t  the re levant  soc ia l  g roup  

perce ives the problem as so lved.  One method o f  achiev ing th is  is  through rhetor ica l  c losure,  

exempl i f ied by the at tempt  to  quel l  the safety  controversy around the h igh -wheeled b icyc le ,  

Fac i le .  By s tat ing that  the b icy c le  is  near ly  ent i re ly  safe,  the problem appears resolved:  

"Bicyc l is ts !  Why r isk  your l imbs and l ives on h igh Machines when for  road work a 40 inch or  42 

inch 'Fac i le '  prov ides a l l  the advantages of  the  other ,  coupled wi th  a lmost  absolute safety"  

( I l lus t ra ted London News 1880;  c i ted in  Woodforde 1970,  60;  c i ted  in  Bi j ker  e t  a l .  2012 ,  38) .  

Another  mechanism foster ing s tab i l i ty  and  c losure invo lves the redef in i t i on of  the p roblem. As  

the concept  suggests ,  th is  mechanism redef ines the  issue,  thereby creat ing  a  new 

in terpretat ion :  

"One could a rgue,  we bel ieve,  that  the  meaning of  the a i r t i re  was re f ramed to  represent  a  

so lut ion to  an ent i re ly  d i f ferent  p roblem" (Bi jker  e t  a l .  2012,  39) .  

5.4 INTERPRETATIVE FLEXIBLITY 

In terpreta t ive f lex ib i l i ty  re fers  to  the capac i ty  o f  technologica l  ar te facts  to  be understood and  

used in  d iverse ways,  depending on ind iv idual  or  group perspect ives ( Bi jker  and Pinch 1992,  

40) .  In  o ther  words,  there is  not  a  s ing le determinant  in terpreta t ion or  use of  a  technologica l  

ar te fact ;  ins tead ,  there  ex is ts  a  mul t i tude of  p laus ib le  in terpreta t ions in f luenced by cu l tura l ,  

soc ia l ,  and ind iv idual  contexts .  Demonst rat ing the soc ia l  construct ion and in terpretat ion of  an  

ar te fact  necess i ta tes the d isp lay of  i ts  in terpre t ive f lex ib i l i ty .  Th is  concept  s ign i f ies  not  jus t  

the f lex ib i l i ty  in  how ind iv iduals  perce ive and  in terpret  the a r te fact ,  but  a lso the adaptabi l i ty  in  
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i ts  des ign (Bi jker  e t  a l .  2012,  24) .  Methodologica l ly ,  in terv iews wi th  acto rs  f rom re levant  soc ia l  

groups can be u t i l ised to  ascer ta in  the i r  in te rpretat ions of  the ar te fact  (Bi jker  & Pinch  1992,  

40) .  However,  demons trat ing in terp retat ive f lex ib i l i ty  is  not  conf ined to  in terv iews and  

h is tor ica l  sources.  The  s tudy of  technology o f fers  other  methods,  such as reveal ing how 

d i f ferent  soc ia l  groups  have rad ica l ly  d i f fe rent  in terpretat ions  of  a  s ing le technologica l  ar te fact  

(Bi jker  & Pinch 1992,  41) .  The in terp ret at ive f lex ib i l i ty  inc ludes the d i f ferent  in terpreta t ions of  

re levant  soc ia l  g roups o f  the a r te fact ’s  content  leading to  d is t inc t  developments .  This  shows  

the in f luence of  in terpretat ive f lex ib i l i ty  in  shaping technology ’s  t ra jectory .  

Thus,  SCOT’s in terpreta t ive f lex ib i l i ty  demonstrates how technology  is  cu l tura l ly  constructed  

and in terpreted ,  chal lenging determin is t ic  v iews of  technologica l  development .  Th is  

perspect ive underscores the in f luence of  soc ia l  and cu l tura l  fac tors  in  shaping the des ign,  

in terpretat ion ,  and use o f  technologica l  ar te facts .   
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6. ANALYSIS 
The fo l lowing chapte r  conta ins our  analy t ica l  f i nd ings wi th in  our  empir i ca l  case s tudy at  the 

genera l  prac t ice.  Since  the theore t ica l  f ramework of  the  analys is  is  the soc ia l  construct ion of  

technology (SCOT),  we wi l l  in i t ia te  the ana lys is  by ident i fy ing re levant  soc ia l  groups.  

Addi t ional ly ,  the chapte r  wi l l  be sect ioned in to  the s ign i f icant  themes,  found dur ing coding,  

and analy t ica l  po ints  w i l l  be re la ted to  the theoret ica l  f rameworks,  p resented in  5.  SCOT 

Theory.  

6.1 RELEVANT SOCIAL GROUPS 

In  the fo l lowing sect ion,  we a im to de l ineate the s ign i f icant  soc ia l  groups t hat  in tersect  wi th  

the use and funct ion  of  the technologica l  a r te fact  in  quest ion.  This  cr i t ica l  s tep draws 

inspi ra t ion f rom the perspect ive shared by Bi jker  and Pinch (1993,  34) ,  who argue  that  “We 

need to  have  a deta i led  descr ip t ion of  the re levant  soc i a l  groups to  def ine bet ter  the funct ion  

of  the ar t i fac t  wi th  respect  to  each group .  Wi thout  th is ,  one could not  hope to  be able to  g ive  

any explanat ion of  the  developmenta l  process” .  By ident i fy ing  and  e laborat ing on  these 

re levant  soc ia l  groups,  we can be t ter  understand not  on ly  how the ar te fact  operates wi th in  

d i f ferent  soc ia l  contexts ,  but  a lso how these in teract ions may shape i ts  ongoing evolut ion  and  

development .  Th is  understanding wi l l  enable a r icher  in terpretat ion of  the ar te fact ’s  ro le  and  

s ign i f icance wi th in  i ts  b roader soc io - technologica l  mi l ieu.  

To c lass i fy  per t inent  problems assoc iated wi th  the ar te fact  for  analys is ,  i t  is  f i rs t  necessary  to 

des ignate re levant  soc ia l  groups,  as a problem can only  be def ined in  context  to  the soc ia l  

group wi th in  which  the  problem is  const i tu ted  (Bi jker  e t  a l .  2012,  22) .  Relevant  soc ia l  groups  

inc lude ins t i tu t ions and organisat ions,  as  wel l  as  both o rganised and  unorganised groups of  

ind iv iduals ,  where the key requi rement  is  that  a l l  members of  a  par t icu lar  soc ia l  group share 

the same k ind of  meanings at tached to  the  ar te fact .  As Bi jker  and Pinch (1993,  34)  suggest ,  

there is  no predef ined methodology avai lab le,  and i t  is  u l t imate ly  a t  the d iscret ion of  the  

researcher to  determine the course of  ident i fy ing  re levant  s oc ia l  groups,  the ensuing segment ,  

anchored by the quest ion:  does the ar te fact  bear any importance to  the members of  the 

examined soc ia l  groups?,  wi l l  ident i fy  and  se lect  the soc ia l  g roups that  are re levant  to  the  

ut i l isat ion of  AI  chatbots  in  genera l  prac t ice.  This  focus wi l l  be par t icu lar ly  d i rected towards  

pract i t ioners  f rom the  case s tudy,  whi le  consc ious ly  not  e labora t ing on other  soc ia l  groups  

such as pat ients  and developers .  



ENVISIONING THE FUTURE OF AI CHATBOTS IN A GENERAL PRACTICE: A 

TECHNO-ANTHROPOLOGICAL PERSPECTIVE 

 

 

 

35 

 
Figure 5:  A v isual isat ion insp i red by SCOT’s mul t id i rect ional  model ,  de l imi t ing the  re levant  
soc ia l  groups in  genera l  pract ice surrounding the  technologica l  ar te fact ,  AI  chatbots .  

In i t ia l ly ,  we  wi l l  sketch  the complex soc ia l  network re la ted  to  the technologica l  ar te fact ,  

a l though the  depic t ion may lack prec is ion due to  the wide -ranging app l icat ion of  AI  chatbots  

across profess ional  act i v i t ies .  The purpose o f  F igure 6.1  is  to  prov ide  a v isual  gu ide  for  the  

reader,  drawing at tent ion to  the soc ia l  groups that  ho ld re levance to  our  s tudy.  This  is  

i l lus t ra ted by  h igh l ight ing the re levant  soc ia l  groups wi th  co lour ,  whi le  the less re levan t  ones  

are depic ted  in  a subdued grey  tone.  Fur ther  de l imi ta t ion nar rows  the  focus of  soc ia l  groups  to  

those re levant  to  heal th  care,  propos ing  groupings re levant  to  the technologic a l  ar te fact .  Th is  

resul ts  in  an  emphasis  on genera l  p ract ice and  medica l  c l in ics ,  wi th  the  in ternal  soc ia l  groups 

of  th is  context  becoming the centra l  po int  o f  invest igat ion being Genera l  Pract i t ioners ,  Medica l  

Secretar ies ,  and Consul ta t ion Nurses .  

6.1.1 DESCRIPTION OF RELEVANT SOCIAL GROUPS  

Genera l  Practi t ioners  

Genera l  pract i t ioners  (GPs) const i tu te  a cruc ia l  soc ia l  group wi th in  the Danish heal th  care  

sector  be ing the f i rs t  po int  o f  contact .  T ra ined spec ia l is ts  in  the i r  f ie ld ,  they engage in  pat ient  

care in  i ts  ent i re ty ,  accommodat ing var ious factors  such as age,  gender,  and the na ture o f  

heal th  compl icat ions.  This  comprehens ive engagement  demands a  personal  approach  to  

medica l  care,  where in  an ind iv idual 's  spec i f ic  fami l ia l ,  soc ieta l ,  and  cu l tura l  contexts  are  

cons idered respect ing  pat ient  autonomy (Min is ter ie t  fo r  Sundhed og  Forebyggelse 2008) .  GPs  

undertake a commitment  to  the i r  communi t ies ,  exerc is ing the i r  profess ional  respons ib i l i ty  in  a  

manner that  incorpora tes a spectrum of  phys ica l ,  psychologica l ,  soc ia l ,  cu l tura l ,  and  

ex is tent ia l  fac tors .  The in tegrat ion o f  these  factors  in to  the i r  t reatment  p lanning is  based on  

the t rust  and  knowledge der ived f rom regular  pat ient  in teract ions  ( ib id . ) .  Moreover,  GPs are  

dedicated to  promot ing  heal th ,  prevent ing d isease,  and del ive r ing appropr ia te t reatment ,  care,  

or  pa l l ia t ion.  This  ro le  may be enacted d i rect ly  or  ind i rect ly  through co ord inat ion wi th  other  

heal th  care personnel .  They s t r ive to  meet  the spec i f ic  heal th  requi rements  of  the i r  communi ty  

g iven the avai lab le  resources and ass is t  pa t ients  in  access ing these necessary  heal th  serv ices  

( ib id . ) .  A cr i t ica l  aspec t  o f  the ro le  of  GP s i s  the i r  commitment  to  ongoing profess ional  
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development ,  mainta in ing the i r  sk i l lset ,  and uphold ing personal  in tegr i ty  and core profess ional  

va lues ( ib id . ) .  These  at t r ibutes are essent ia l  fo r  prov id ing ef fect ive and safe pat ient  care .  

As a re levant  soc ia l  group in  heal th  care,  GPs demonstrate  a d is t inc t ,  complex re la t ionship  

wi th  the technologica l  a r te fact  o f  AI  cha tbots ,  character ised by a combinat ion of  scept ic ism 

and prospect ive op t imism. This  nuanced in terac t ion is  roo ted in  the i r  comprehensive medica l  

expert ise and p rofess ional  exper ience.  The op t imism towards  AI  chatbots  ar ises f rom the  

v is ion of  these too ls  as  s i lent  ass is tants  that  could potent ia l ly  s t reaml ine admin is t ra t ive and  

lower-sk i l led tasks.  As h igh l ighted by the GP in  our  case s tudy,  such t asks may inc lude ad hoc 

documentat ion,  prescr ip t ion genera t ion,  note - tak ing fo r  fu ture  reference,  emai l  

correspondence wi th  nurses,  schedul ing of  fo l low -up consul ta t ions  and appointments ,  among 

others .  This  pos i t ions  AI  chatbots  as p romis ing too ls  capable  of  enhanc ing the ef f ic iency of  

GPs in  the i r  p ract ices.  Conversely ,accord ing to  the GP, th is  group a lso exhib i ts  scept ic ism,  

pr imar i ly  concern ing the re l iab i l i ty ,  leg i t imacy,  and accuracy of  medica l  in format ion generated  

by the AI  chatbot .  GPs,  vested wi th  the  respons ib i l i ty  o f  de l iver ing  h igh -qual i ty  pat ient  care,  

express apprehens ion about  the potent ia l  r isks assoc iated wi th  incorrect  or  mis leading  

in format ion d ispensed by these AI  too ls .  Whi le  GPs see poten t ia l  in  AI  chatbots  to  enhance  

the operat ional  e f f ic iency of  the i r  pract ices,  they a lso underscore the importance of  ensur ing 

the re l iab i l i ty  and accuracy of  these too ls .  

 

Consultat ion Nurses  

In  a  typ ica l  Danish  genera l  pract ice,  consul ta t ion nurses (CNs) of ten serve as the  pr imary  

po int  o f  contact  for  pat ients ,  handl ing inqui r ies ,  prov id ing adv ice,  and t r iag ing cases to  ensure 

appropr ia te care leve ls .  They hold a cr i t ica l  ro le  in  in terpre t ing and convey ing medica l  

in format ion accurate ly .  Our in formant  and genera l  pract i t ioner  perce ive  that  consul ta t ion 

nurses are aware o f  the i r  medica l  l imi ta t ions,  acknowledging that  cer ta in  areas o f  expert ise  

might  be beyond the i r  scope.  The GP assesses the potent ia l  engagement  of  consul ta t ion  

nurses wi th  technologica l  ar te facts  l ike AI  chatbots  by ref lec t ing on the i r  ex is t ing pract ices,  

such as the i r  adherence to  s t r ingent  methodologica l  work f lows involv ing genera l  and eth ica l  

gu ide l ines,  as wel l  as dec is ion-making.  AI  chatbots  could be an excel lent  f i t  to  complement  

the competenc ies of  th is  soc ia l  group,  g iven the i r  es tab l ished pract i ce of  fo l lowing r ig id  

gu ide l ines and check l is ts  to  ensure pa t ient  care and  safety ,  as  h igh l ighted by the GP.  

However,  i t  is  essent ia l  to  note  that  we  have not  had the  oppor tun i ty  for  d i rect  d ia logue wi th  

the consul ta t ion nurses.  Our  empir ica l  da ta concern ing th is  soc ia l  g roup is  so le ly  der ived f rom 

secondary knowledge p rov ided by key in formants  who are able  to  represent  the consul ta t ion  

nurses due to  the i r  c lose co l laborat ion wi th  the group 's  members.  This  lack of  pr imary 

representat ion u l t imate ly  e l iminates the poss ib i l i ty  o f  determin ing  the soc ia l  group’s  

in terpretat ive  f lex ib i l i ty  o f  the technologica l  ar te fact .  Al though th is  approach is  not  ideal ,  we  

deemed the ins ights  gathered through the in fo rmants  and sources too s ign i f icant  to  exc lude 

f rom an analys is  conducted wi th in  the f ramework  of  SCOT theory .  

 

Medical  Secretaries  

Medica l  secretar ies  (MSs),  as a  re levant  soc ia l  group wi th in  genera l  p ract ice,  exhib i t  a  un ique,  

pragmat ic  re la t ionship w i th  the  technologica l  ar te fact  o f  AI  chatbots ,  in f luenced by the i r  ro les  

both centred  around admin is t ra t ive ef f ic iency and seamless com municat ion as wel l  as  l igh ter  

c l in ica l  tasks (Al len  et  a l .  2011).  Th is  is  due  to  the ar te fact ’s  a l ready  developed admin is t ra t ive  

capabi l i t ies  to  automate  rout ine tasks,  such as schedul ing appointments ,  issu ing reminders ,  

handl ing genera l  inqui r ies ,  and fac i l i ta t ing communicat ion a l ign ing wel l  wi th  the p r imary  

funct ions of  the  soc ia l  g roup.  Our in formant  in  the soc ia l  group an t ic ipa tes the poten t ia l  o f  the 

ar te fact  to  increase admin is t ra t ive ef f ic iency and reduce work load,  and fur ther  env is ions the  

poss ib i l i ty  o f  a l lowing more focus on tasks requi r ing human judgement  and in terpersonal  sk i l l .  
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6.1.2 INTERPRETIONS OF AI  CHATBOTS 

In  th is  sect ion we wi l l  d is t inguish the soc ia l  groups ’  in terpreta t ive  f lex ib i l i ty  toward the  

technologica l  ar te fact .  Our empir ica l  data  genera l ly  po ints  towards a  consensus in  

technologica l  in terpreta t ion between the  soc ia l  groups.  However,  th is  concurrence might  s tem 

f rom a var ie ty  o f  soc ia l  fac tors  inc lud ing,  but  not  l imi ted to ,  inherent  power s t ructures (6.2.3  

Perceived Expecta t ions and Per format iv i ty )  wi th in  the genera l  p ract ice and i ts  soc ia l  g roups  

as wel l  as  our  methodica l  compromises.   

Dur ing  the  PLEX scenar io  technique,  the  GP and MS env is ioned the  potent ia l  ro le  A I  chatbo ts  

might  p lay as  a techno logica l  ac tor  wi th in  the i r  par t icu la r  c l in ic .  Both the  in formants  had  

expl ic i t  in terpretat ions of  how the ar te fact  might  be ut i l ised in  the ear ly  s tages of  the  

workshop.  The  GP ar t icu la ted a des i re  for ,  and  foresaw poss ib i l i t ies  of ,  how the a r te fact  might  

promote object iv i ty  and profess ional ism. Add i t ional ly ,  they ant ic ipated that  the AI  could  

funct ion as  a warn ing  system to p revent  erro rs  surrounding  pat ient  consul ta t ions.  Conversely ,  

the MS ident i f ied areas  of  admin is t ra t ive and  pract ica l  spheres.  These inc luded the capabi l i ty  

to  contro l  schedul ing,  remind users  of  tasks,  ass is t  wi th  low-sk i l l  tasks,  and the potent ia l  to  

gu ide pat ients  in  schedul ing consul ta t ions.  Whi le  both groups perce ive  the ar te fact ’s  u t i l i ty ,  

the d is t inc t  emphasis  ind icates in terpreta t ive f lex ib i l i ty  shaped by the i r  ro les and needs wi th in  

the genera l  p ract ice .   

However,  as the workshop progressed,  an unexpected dynamic emerged.  The in formants  

engaged in  co l laborat ive bra instorming,  bouncing ideas of f  each o ther ,  which  u l t imate ly  led  

them towards a shared understanding of  the technologica l  ar te fact .  Th is  conver gence muddied  

the waters  of  in terpre ta t ive f lex ib i l i ty ,  making the d i f ferent ia t ion of  in terpretat ions between 

soc ia l  groups increas ing ly  chal lenging.  I t  appeared that  th rough the course of  th is  in te ract ive  

d iscourse,  ind iv idual  in terpretat ions began to  b lu r  and over lap,  lending the ar te fact  a  more  

uni f ied,  a lbe i t  less d is t inc t ,  soc ia l  in terpretat ion.  

6.1.3  ACTORS’ PERFORMANCE WITHIN THEIR RELEVANT SOCIAL GROUP 

We wi l l ,  in  the fo l lowing sect ion,  expla in  how we ut i l ise the concepts  of  per formance and  

per format iv i ty  (But ler  2006) to  understand how the soc ia l  groups act  a t  the genera l  pract ice,  

prov id ing a context  to  the analys is ,  re gard ing why the user ’s  pract ice might  be unique.  

Incorporat ing Judi th  Bu t ler 's  ideas of  per fo rmance and per format iv i ty ,  we can understand how 

the pract i t ioner 's  act ions  ref lec t  the per format ive  nature of  the i r  ro le  in  the medica l  context .  

They perce ive  the  rest  o f  the  consul ta t ion  jus t  as a medica l ly  unnecessary  serv ice,  and in  th is  

sense,  they per form i t ,  as  i f  i t  was of  medica l  importance.  

But ler  pondered whether  humans equal ly  opera te based on expectat ions when i t  comes to  

gender,  wi th  these expectat ions then construct ing “ the very  phenomenon that  they ant ic ipate”  

(But ler  2006),  XV).  Incorporat ing  But le r 's  ideas of  per formance and  per format iv i ty ,  we  can 

understand how the pract i t ioner 's  act ions ref lec t  the per fo rmat ive nature of  the i r  ro le  in  the  

medica l  context .  

They perce ive  the rest  o f  the  consul ta t ion  jus t  as a medica l ly  unnecessary  serv ice,  and in  th is  

sense,  they per form i t ,  as  i f  i t  was of  medica l  importance  

Al though these  ideas were pr imar i ly  wr i t ten about  gender,  But le r  (2006) themselves uses a  

l i terary  example por t ray ing law.  In  our  case,  we see para l le ls  wi th  th is  l ine of  construct iv is t  

th ink ing,  as the pract i t i oner  expla ins how her work conta ins  var ious p er format ive e lements ,  

construct ing her  ro le  as the genera l  pract i t ioner  as wel l  as  the course of  the consul ta t ion 

based on the expectat ions of  pat ients .  In  th is  way,  the pract i t ioner 's  act ions can be seen as 

per format ive,  echoing But ler 's  not ion  that  per fo rmances can be  ins t rumenta l  in  shaping  and  

mainta in ing cer ta in  soc ia l  norms and expectat ions such as in  th is  s i tuat ion,  the not ions of  how 

a pract i t ioner  should  behave and when a  consul ta t ion is  necessary .  The pract i t ioner  cont inues:  
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" I  could have  sa id a l ready in  the  wai t ing room,  'You  wi th  the  e lbow,  jus t  go home again,  you 

won' t  get  a  re ferra l  for  an X -ray, '  but  I  don ' t . "  

By carry ing ou t  the  consul ta t ion,  even when they may perce ive i t  as  medica l ly  unnecessary , 

the pract i t ioner  re in forces the  idea  of  the  consul ta t ion 's  s ign i f icance through per format iv i ty  

and adheres  to  both  the i r  own as  wel l  as  the pa t ient ’s  perce ived  s tandards.  Fur thermore ,  the  

pract i t ioner  then  e laborates on the consul ta t ion as a  serv ice,  in t roduc ing more  per format ive  

e lements  through communicat ion:  

"So,  we ta lk ,  have a casual  chat ,  engage in  smal l  ta lk  as we walk  down the hal lway,  then we 

enter  the room, and say  “ i t 's  n ice”  ‘Oh,  you l ike  green,  don ' t  you?” “Yes ,  we do.”  “You take a  

seat , ”  “ I ’ l l  s i t  here. ”  “So,  i t  was your e lbow we  were supposed to  ta lk  about  today.”  “Yes,  that 's  

r ight ! ”  “Because i t  has been hur t ing for  so long .”  “Oh,  how long has  i t  been?” “A t  least  fo r  2  

days.”  “Oh,  yes,  that  is  a  long t ime.  I  can understand i t 's  f rus t ra t ing . ”  

However,  one  could argue that  the soc ia l  and psychologica l  aspects  of  the consul ta t ion  in  fac t  

ga in the medica l  importance through acts  of  per format iv i ty  -  the  repeated acts  that  re in fo rce  

the construct ion of  what  i t  means to  be a  GP and what  i t  means to  conduct  and undergo a  

medica l  examinat ion.  Understanding  these perce ived expectat ions in  regard  to  how the  

in teract ions wi th  the pract i t ioner  should be per formed becomes centra l  knowledge when i t  

comes to  the emergence of  A I  chatbots ,  s ince they have the potent ia l  to  change the  

in teract ions  which we ca l l  per format iv i ty .  A good example of  th is  is  the  use of  touch,  tac t i le  

communicat ion,  and p lacebo to  which our  in formants  ass igned great  impor tance.  

6.2 RELATIONS 

After  iden t i fy ing the soc ia l  groups,  we move to  the second s tep in  SCOT analys is ,  namely  

ident i fy ing problems tha t  the g roups might  have  wi th  the  funct ional i ty  o f  the technology.  These 

inc lude the technica l  requi rements  and  mora l  conf l ic ts  (Bi jker  e t  a l .  1993).  The  SCOT 

f ramework analyses these ret rospect ive ly ,  to  understand how technologies came to ex is t  in 

the i r  current  forms and so i t  te l ls  a  s tory  of  i terat ions.  Since we are look ing at  the technology  

prospect ive ly ,  we wi l l  l ook at  which areas explored in  our  case wi th  our  in formants  pa int  a  

p ic ture of  potent ia l  problemat ic  areas.  We do th is  both in  regard to  the funct ional i ty  o f  the 

technology that  we main ly  explored through PLEX scenar ios and Wizard of  Oz,  or  poss ib le  

mora l  or  e th ica l  problems that  emerge th roughout  our  empi r ica l  mater ia l .  The f i rs t  p ivota l  

areas are the re la t ions,  which inc lude our  f ind ings about  the use of  knowle dge and judgement ,  

pat ient  expectat ions,  the  GP’s  ro le ,  and pa t ient  t ypolog ies wi th in  the genera l  pract ice.  

6.2.1 PERCEIVED PATIENT EXPECTATIONS IN REGARD TO USE OF TECHNOLOGY  

There ex is t  var ious dynamics when i t  comes to  pat ient  pract i t ioner  re la t ions as wel l  as  

d i f ferent  expecta t ions.  This  per ta ins  to  the  use and p resence o f  technologies in  the 

in teract ions,  such  as a  computer  present  and  how much a p ract i t ioner  looks on the  screen.   

Accord ing to  the pract i t i oner  we in terv iewed,  some pat ients  fee l  more c omfor tab le wi th  the GP 

in teract ing wi th  a computer  than  others .  The p resence of  a  computer  was,  however ,  descr ibed 

rather  as a  barr ier  in  the re la t ionship.  Dur ing  the workshop,  the p ract i t ioner  ment ioned that  

the computer  has  a l ready par t ia l ly  dest royed a good deal  o f  the re la t iona l i ty  between them and 

the i r  pat ients .  Simi lar  concerns were ra ised when we were env is ion ing the fu ture wi th  our  

in formants  and ta lk ing about  the poss ib le  presence of  AI  in  the i r  in te ract ions wi th  pat ien ts :  
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" I t  should not  a f fect  re la t ionships.  That 's  what  i t  could have the most  impact  on,  that  may be 

my pre jud ice.  I t  should not  in ter fe re,  and I  could imagine tha t  happening.  

How could i t  ru in  the re la t ional  aspect?  

I t  takes the focus away f rom the pat ient . "  

This  worry  a l igns wi th  an issue ra ised by Mi t te ls tadt  (2021) ,  that  AI  could potent ia l ly  be  

contr ibut ing to  a lack of  face - to- face in teract ions and thus when env is ioned in  the l ight  o f  the  

issues ra ised,  i t  could perpetuate the  damage to  the re la t ions.   

Fur thermore,  the GP a lso ra is ed the issues of  t rus t  when d ig i ta l  technologies such as the 

computer  or  AI  are  present  in  the  in te ract ions  wi th  pat ients ,  which  i s  a  known threat ,  in  

re la t ion to  AI  as descr ibed by Parv ia inen and Ranta la  (2022).  Accord ing to  the pract i t ioner ,  

the pat ients  lose conf idence in  the i r  expert ise i f  they spend too much t ime look ing in to the 

screen:  

“ I t  ru ins the consul ta t ion ;  i t  erodes the t rust .  They won' t  t rus t  me i f  I  keep look ing th ings up a l l  

the t ime.”  

Moreover,  the p resence of  technologies in  the re la t ionship was a lso desc r ibed negat ive ly  wi th  

respect  to  on l ine  consul ta t ions.  Accord ing to  the pract i t ioner ,  the onl ine exchanges wi th  

pat ients  contr ibuted to  a  loss in  the qual i ty  o f  the re la t ions in  rea l  l i fe .  I t  made the pa t ients  ge t  

used to  communicat ing independent ly  o f  the re la t ions and as a consequence,  they a lso acted  

wi th  more d is tance  in  rea l  l i fe .  Another  way the re la t ions can  lose qual i t y  due to  presence of  

technologies can be  c lear ly  seen  in  the  rea l  l i fe  versus v ideo  consul ta t ions,  where  the 

pract i t ioner  exper iences  pat ients  cry ing on a regular  bas is  a t  the phys ica l  consul ta t ions,  but  

never over  v ideo.  

6.2.2 PHRONESIS AND EXPERTISE  

As ment ioned in  sect ion 2.3.1 Pa t ient -p ract i t i oner  re la t ions,  genera l  pract i t ioners  possess  

d i f ferent  types of  knowledge,  where contextual  knowledge is  most  nuanced as wel l  as  most  

important  to  d ive in to  when i t  comes to  a technology that  can serve as dec is ion making 

support .  In  th is  sect ion we wi l l  present  how our in formants  perce ive and use knowledge under 

current  c i rcumstances,  as wel l  as  env is ion i ts  importance  or  poss ib le  chal lenges in  the  

presence of  AI  chatbots .  Dur ing the in terv iew the pract i t ioner  descr ibed the i r  knowledge in  the  

fo l lowing way:  

“…i t 's  a l l  I  have,  i t 's  a l l  my exper ience and a l l  my knowledge.  And a lso  what  the pat ient  te l ls  

and expresses,  and a l l  the re la t ional  s ignals  that  come, the object ive examinat ions and  

react ions.  So,  i t 's  a l l  a  comprehensive package.  There 's  not  one th ing th at  weighs more than  

the other . ”  

A good example of  the use of  contextual  knowledge was g iven when the  pract i t ioner  expla ined  

how the process of  d iagnos ing begins a l ready  in  the wai t ing  room at  the i r  in i t ia l  encounte r  

wi th  the pa t ient :   
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“Then they  come in to  the wai t ing  room,  and  they a l ready s ta r t  there say ing:  ' I  jus t  have so  

much pain in  my e lbow,  I  would l ike to  get  an X -ray ’ . . .  bu t  then,  wi thout  any d i f f icu l ty ,  they 

take the i r  jacket  o f f  and hang i t  over  there,  r ight? '  So you  th ink,  'Okay,  I  a l ready know  how 

th is  is  go ing to  end. '  The rest  is  jus t  serv ice. ”  

 

Fur thermore,  the  MS and the GP expla ined  that  th is  f i rs t  impress ion cons is ts  o f  va r ious  

sensory  inputs ,  such as look ing at  the pa t ient ’s  behav iour ,  movements ,  not ic ing the i r  smel l  o r  

whether  they  sweat  amongst  o ther  th ings.  Moreover,  they a lso  descr ibed how they  can 

somet imes a l ready over  te lephone d is t inguish who rea l ly  needs to  come and be seen at  the  

c l in ic  and who just  needs to  be heard.  They say that  th is  is  the i r  profess ional  judgement  which  

does not  bu i ld  upon the knowledge that  we refer  to  as techné,  but  i t  bu i lds  upon the  

knowledge about  the  par t icu lar  ind iv iduals ,  and  so i t  becomes contextual  as phrones is .  The  

MS def ined i t  as  “human knowledge”.  Addi t ional l y ,  the in formants  express how an ass essment 

made by te lephone,  might  be super ior  to  one made in  a v ideo -consul ta t ion.  The v ideo -

consul ta t ion may have addi t ional  features,  in  be ing able to  see the pa t ient ,  however ,  the GP 

expresses that  i t  is  not  a  suf f ic ient  sensory  input  to  make an  assessment .  Speak ing wi th  

pat ients  on te lephone,  however,  was v iewed as bet ter ,  s ince the  lack of  sensory  inputs  would  

be more obv ious,  leading to  more thorough explanat ions on the s ide of  the pat ient .  The  

pract i t ioner  a lso expla ins how they ut i l ise  the i r  expert ise.  The knowledge they had  acqui red  

through personal  encounters  wi th  pat ients  makes i t  poss ib le  to  evaluate the pat ients  f rom 

short  in teract ions,  jus t  by s ight .  

6.2.3 PERCEIVED EXPECTATIONS AND PERFORMATIVITY  

To the pat ient  the touch  of  the pract i t ioner  serves as the heal ing touch and “ la y ing on of  the  

hands”  in  some way is  ant ic ipated,  whi le  f rom the pract i t ioner 's  po int  o f  v iew i t  can be ca l led  

the d iagnost ic  touch and i ts  importance in  the face of  technologies being present  in  heal th  

care was by Bruhn (1978).  Fur thermore,  Bruhn (1978) i l lus t ra tes how essent ia l  touch is  to  the  

format ion of  pat ient -pract i t ioner  re la t ionship h is tor ica l ly  and overa l l ,  as  a s ign of  empathy and 

bonding too l .  A lso,  he h igh l ights  the  importance of  “per fo rming the  expected act iv i t ies  of  a  

c l in ica l  examinat ion”  as we a lso descr ibed above as per formance  or  what  the pract i t ioner  ca l ls  

a  serv ice and p lacebo.  The pract i t ioner  compared the ef fect  o f  p lacebo medic ine to  the ef fect  

o f  p lacebo in  in terpersonal  communicat ion wi th  the pat ient ,  which accord ing to  her  can be i n  

the r ight  s i tuat ions jus t  as ef fect ive as medica l  treatment ,  which then on  the other  hand might  

become inef fect ive when the communicat ional  par t  is  le f t  ou t :  

“Just  the  fact  that  someone has l is tened,  touched them,  made them fee l  seen,  examined,  

thoroughly  examined,  and understood what  has  happened and why they fee l  the way they do.  

That  in  i tse l f  can have  a heal ing ef fect  on  many th ings.  And you can  prov ide a complete ly  

e f fect ive t reatment  that  has no ef fect  a t  a l l ,  i f  they don ' t  receive a l l  o f  that  as w el l . ”  

This  s tatement  a lso  a l igns wi th  the th ink ing o f  Mi t te ls tadt  (2021) ,  who in  h is  report  a lso 

addressed the pat ient -pract i t ioner  re la t ionship to  be someth ing that  is  heal ing.  

The MS could a lso  re la te to  the expert ise o f  the p ract i t ioner  in  regard to  be ing  able to  

evaluate pat ients  a l ready in  the  wai t ing  room.  This  can be  i l lus t ra ted  through an example,  

where ch i ldren enter  the medica l  centre,  accompanied by the i r  parents .  The MS not ices that  

they are  f ine,  p lay ing  around and  that  they  do no t  behave  as i f  they   have a fever ,  a l though 
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the pat ient  expressed hav ing had s tomach pain  for  the past  3  days.  They a lso ment ion  the  

importance of  touch and  per forming the  consul ta t ion as might  be expected by the parents :  

“ I f  you don ' t  poke i t  ( the  ch i ld )  wi th  your f inger  and actual ly  hur t  the  ch i ldren… And you  l is ten 

to  them, and you look in to  the i r  ears ,  they should scream and they should not  s i t  s t i l l .  I f  you 

do a l l  th is  a lmost  against  what  you personal ly  th ink is  necessary…But then the parents  leave  

and fee l  safe,  and  that 's  rea l ly  n ice.  I f  you hadn' t  done i t ,  then i t 's  l ike…  

Pract i t ioner :  Then they  come back the next  day.  Or  they ca l l  for  acute he lp [ the Danish 

Lægevagten] . ”  

This  example por t rays how phys ica l  con tact  dur ing the  consul ta t ion  i s  a  reass ur ing e lement  

and creates a “ fee l ing that  someth ing is  be ing done” and that  in  a  l i tera l  manner “mat ters  a re 

be ing taken in  hand”  (Bruhn 1978,  1470) ,  such as pok ing the ch i ldren where i t  hur ts .   

Th is  important  expectat ion can be def ined as a  rhetor ica l  c lo sure  mechanism, par t icu lar ly  in  

re la t ion to  text -based technologies,  as they are  not  des igned to  per form phys ica l  tasks.  Since 

the technology is  not  capable of  per forming the des i red task of  fu l f i l l ing the expectat ions of  

touch,  the  subsequent  c losure is  i nhabi ted  in  a  d ismissal  o f  the  ar te fact ,  in  favour of  the  

convent ional  human in te ract ion.   

Simi lar  to  pat ients  react ing pos i t ive ly  to  the i r  phys ica l  expectat ions being met ,  they can a lso 

react  when the oppos i te  takes p lace.  The  prac t i t ioner  ta lked about  h ow they  received  many  

f rust ra ted pat ien ts  f rom other  c l in ics ,  but  in  the i r  journals ,  they could see they received the 

r ight  t rea tment .  These pat ients  d id  not  fee l  proper ly  examined.  The p ract i t ioner ’s  guess was  

that  perhaps in  the other  c l in ics  they d id  wha t  was necessary  but  d id  not  have the resources  

to  proper ly  expla in  the i r  ac t ions to  the  pat ient .  She would  then o f ten g ive the same course o f  

t reatment  and hear the pat ients  say “ .  .  .  ‘Oh ,  thank you for  l is ten ing to  me ’ ” .  

Here,  jus t  as touching,  the act  o f  a  human prac t i t ioner  l is ten ing to  the  human pat ient  becomes 

a too l  o f  reassurance which is  un iquely  human and not  imagined as someth ing that  could be 

suppl ied or  subst i tu ted by the AI  chatbo ts .   

Fur thermore,  The  pract i t ioner  and  the  MS descr ibed how the p rocedure somet imes can  fee l  

a lmost  in  oppos i t ion  to  the i r  pro fess ional  judgement .  Bruhn descr ibed  how th is  can fee l  as a  

ra ther  re l ig ious than a medica l  act ,  drawing para l le ls  to  examples  of  lay ing of  hands and  

heal ing touch as descr ibed in  b ib l ica l  s tor ies ,  descr ib ing th is  heal ing touch,  espec ia l ly  o f  

persons in  a re l ig ious or  profess ional  pos i t ion of  power such as the prac t i t ioner  as someth ing  

engraved in  cu l ture (Bruhn 1978).  

Should an  AI  chatbo t  be  used in  these  s i tuat ions  of  in forming  the  consul ta t ive process,  i ts  lack  

of  contextual  and emot ional  knowledge (Powel l  2019;  Mi t te ls tadt  2021) ,  might  not  be able to  

accommodate the counter in tu i t ive use of  phrones is  of  the pract i t ioner  and the MS. This  

def ines a key  problem of  the ar te fact ,  s ince despi te  the  superf luousness of  th is  medica l  

inspect ion,  i t  becomes a  v i ta l  e lement  for  a  successfu l  consul ta t ion to  take p lace.   

Fur thermore,  the touch has a d iagnost ic  va lue for  the  pract i t ioner  (Bruhn  1978).  Our  

in formants  descr ibed how they can see  the ef fect  o f  the touch in  the i r  pat ients  and how the  

touch a lso helps them to  d iagnose when the re la t ion to  the pat ien ts  is  ma inta ined:  

“But  i t 's  touch,  you know, someth ing happens wi th  people when you touch them. Whether i t 's  

jus t  say ing,  'Oh,  I  can see that  you 're  hav ing a  tough day, '  or  when you  g ive them a hand as 

they get  up  f rom the  cha i r ,  or  someth ing e lse,  someth ing  happens.  You can see i t  in  them, you  
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also develop a d i f fe ren t  connect ion wi th  peop le.  I t 's  eas ier  to  spot  th ings i f  you have  a  

re la t ionship wi th  them.”  

Our in formants  expla ined the i r  process of  d iagnos ing,  how they ut i l ise the i r  contextual  

knowledge and the essent ia l  importance of  touch.  This  is  a  par t icu lar ly  important  aspect ,  when 

i t  comes to  deal ing wi th  people express ing vu lnerabi l i ty ,  who are par t icu lar ly  prevalent  in  

heal th  care  contexts  (Miner  e t  a l .  2019).  In  the face  of  technologica l  progress and 

ins t rumenta l isat ion,  we  want  to  h igh l ight  the  importance of  th is  knowledge,  espec ia l ly  in  

regard to  the importance of  and maintenance of  the pat ient -pract i t ioner  re la t ionship as i t  can 

in f luence qual i ty  o f  care  and medica l  ou tcomes (Nam, Kyoung Hyup et  a l .  2022;  Powel l  2019;  

Parv ia inen et  a l .  2022).  Moreover,  i f  chatbots  should be used as a dec is ion-making support  in  

genera l  pract ices,  awareness of  the ho l is t ic  natu re of  d iagnos ing is  needed.  

Moreover,  the pract i t ioner  a lso ment ioned that  many of  the tests  they prescr ibe are so le ly  to  

make the pat ients  fee l  they were proper ly  examined and not  because i t  was medica l ly  

requi red.  The whole consul ta t ion in  gen era l  is  large ly  about  meet ing the expectat ions of  the  

pat ient  through the  ways we descr ibed  above.  However,  i t  goes  in to even smal ler  deta i ls  such  

as the pract i t ioner  de l iberate ly  us ing communicat ion techniques such as mirror ing,  which has  

become the i r  tac i t  sk i l l :  

“ . . .when I  s tar t  mi r ror ing them, the f i rs t  5  minutes of  the consul ta t ion,  they s tar t  fo l lowing me 

s lowly ,  because then I  lean back a b i t  and then they a lso lean back.  And then I  s i t  a  b i t  

re laxed,  l ike th is ,  and then they s tar t  to  re lax too ."  

Addi t ional ly ,  the pract i t i oner  a lso consc ious ly  uses pauses in  speak ing,  pauses for  thought  or  

leaves the room to  use Google search.  Such b reaks can upl i f t  the  consul ta t ion as  wel l  as  the  

re la t ionship in  genera l .  When technologies are used,  in  th is  case co mpared to  v ideo  

consul ta t ion,  such pauses cannot  be ut i l ised.  

Return ing  to  But le r ’s  not ions of  per fo rmance and per fo rmat iv i ty ,  expectat ions on  var ious  

subjects  p lay an  important  ro le  in  how humans construct  them. Another  example  of  these  

expectat ions is  ho w grey hai r  a rchetyp ica l ly  gets  assoc iated wi th  wisdom and author i ty .  The 

pract i t ioner  ment ioned that  i t  he lped t remendously  to  get  grey hai r ,  as  people began l is ten ing  

to  her  much more.  What  is  per formed gets  const ructed through repeated acts  of  per format iv i ty .  

These acts  of  per format i v i ty  then natura l ise  the construct ion that  is  ant i c ipated and perce ived  

as someth ing “outs ide i t se l f ”  (But le r  2006,  XV).  

Fur thermore,  the pract i t ioner  was a lso cr i t ica l  o f  how the expecta t ions of  pat ients  can  

in f luence her  ro le .  She expla ined that  in  the past ,  the  genera l  pract i t i oner  was perce ived  as  

the a l l -knowing  author i ty ,  who could  jus t  by  s ight  evaluate whether  a  pat ient  needed 

ant ib io t ics .  The  expectat ions of  pat ients  in  regard to  tests  brought  d isrupt ion  to  th is  

author i ta t ive ro le ,  s ince pat ients  demand test ing,  they themselves deem necessary  and thus  

undermine the  author i ty  o f  the p ract i t ioner ,  or  the i r  own percept ion  of  th is  author i ty .  These 

descr ip t ions resemble the paternal is t ic  model  o f  pat ient -p ract i t ioner  re la t ionship,  where the  

pract i t ioner  has the ro le  of  an author i ty  which assumes what  course of  t reatment  is  best  fo r  

the pat ient  to  the i r  best  ab i l i ty ,  wi thout  the invo lvement  o f  the pat ient  in  the dec is ion making.  

Here the dec is ion that  the pat ient  can take is  whether  to  accept  or  dec l ine.  The pract i t ioner  

descr ibed her  own,  and the c l in ic ’s ,  ro le  as fo l lows:  

“But  we are never equal  as heal th  care prov iders  in  re la t ion to  the pat ient .  Never.  Never.  I t  is  

s imply  a  condi t ion that  one must  accept  -  i t  is  us who determine  the fo rmat  and  f ramework of  

the consul ta t ion,  and  we of fer  ourse lves  to  the pat ient  and  present  a  hypothes is .  I t  is  us who 
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decide the t reatment  or  invest igat ion opt ions avai lab le,  and they can then choose whether  to  

accept  or  dec l ine.  But  i t  is  us who def ine the  boundar ies and dete rmine the format  o f  the  

consul ta t ion. ”  

Here the  pract i t ioner  ment ions another  a t t r ibute  of  the pate rnal is t ic  s ty le ,  s ta t ing that  is  them 

“of fer ing themselves to  the pat ient ” .  Emanuel  and Emanuel  (1992),  a lso ment ion that  in  th is  

type of  re la t ion the prac t i t ioner  is  then a lso commit ted to  put  the in teres t  o f  the pat ients  above  

the i r  own.  

The paternal is t ic  ro le  and author i ty  o f  the  pract i t ioner  a lso  became ev id ent  dur ing  the  Wizard  

of  Oz exerc ise regard ing  both the technology and the MS based on our  observat ions.   The 

pract i t ioner  prov ided a verbal  answer descr ib ing the course o f  t reatment  fo r  the  

symptomato logy we prov ided as an example.  Then we suggested  t est ing what  t reatment  the  

chatbot  would  suggest  and the p ract i t ioner  prompted the fo l lowing:  “peanut  in  the  ear .  What  do  

I  do” .  The MS was pos i t ive ly  surpr ised wi th  the  medica l  knowledge o f  the chatbot  as i t  was  

presented wi th  symptoms and gave a deta i led  guide of  how to handle  them (Appendix ,  p rompt  

1) .  The MS then s tated that  the answer was jus t  as good as the one the pract i t ioner  p rov ided ,  

to  which the pract i t ioner  reacted in  a way that  could be in terpreted negat ive ly ,  ra is ing the i r  

eyebrows at  the  MS.  Th is  reac t ion suggests  tha t  they might  have fe l t  the i r  author i ty  could  be 

undermined by the  technology.  Addi t ional ly ,  i t  might  suggest  tha t  the  paternal is t ic  ro le  and the  

author i ty  o f  the pract i t ioner  creates power dynamics between the two soc ia l  groups.  

The paterna l is t ic  ro le  then seems to be  undergoing a t ransformat ion  in to  a ro le  where  the  

pat ient  is  more invo lved,  such as the in format ive model ,  the in terp retat ive model  or  the  

del iberat ive model  as  descr ibed in  sect ion 2 .3.1 Pat ient -p ract i t ioner  re la t ions.  This  is  however  

not  because the p ract i t ioner  deems i t  necessary ,  but  because the pat ients  demand the  

t reatment  that  they  imagine to  be  necessary  or  e lse they would no t  fee l  proper ly  t reated.  The  

“a l l  knowing”  genera l  pract i t ioner  o f  the past  was a l lowed to  prescr ibe t reatments  jus t  by s ight ,  

however,  medica l  technologies such as test ing avai lab le nowadays undermined th is  author i ty  

and created more demands f rom the pat ien ts .  

In  the end,  i t  is  in  everyone’s  best  in terest  that  the invo lvement  o f  these demands is  fu l f i l led,  

and the consul ta t ion is  per formed as  the  pat ien t  expects ,  so  that  the pat ient  fee ls  sat is f ied,  

and the pract i t ioner  does not  have to  see them again the next  day.  

In  the v iew of  the GP,  the undermin ing of  author i ty  can a lso be due to  the technologies 

enter ing the  re la t ionship,  such as a chat  func t ion,  which was implemented at  the  genera l  

pract ice.  The  chat  funct ion in  par t icu lar  made pat ients  more  demanding,  perce iv ing the  

genera l  pract i t i oner  as  being more access ib le  and thus more equal  accord ing to  th e  

pract i t ioner .  

The pat ients  however  s t i l l  perce ive the  pract i t ioner ’s  author i ty  very  s t rongly  accord ing to  the  

MS, s ince she descr ibed that  o f ten pat ients  do  not  have fu l l  conf idence in  her  or  the nurses ’  

evaluat ions and need the pract i t ioner  to  say the words,  somet imes even the exact  same, to 

have the i r  expectat ions met .  

However,  the  pract i t ioner  sees author i ty  as an important  too l .  She s tated that  hers ,  the  

medica l  MS’ ,  and the nurse ’s  author i ty  makes the pat ients  fee l  safe and that  i t  is  ra ther  

essent ia l .  Moreover,  a  lack of  author i ty  can resul t  in  pat ients  los ing conf idence in  the abi l i t ies  

of  pract i t i oners ,  which  can be seen wi th  res iden ts  who are  s t i l l  rece iv ing the i r  t ra in ing when 

they become “ too equal ”  in  the i r  pat ient  re la t ionships.  

Along wi th  the importance of  author i ty ,  the in fo rmants  a lso emphasised the va lue of  empathy  

and being human.  

 

F ina l ly ,  the pract i t ioner  a lso expla ined how some of  her  co l leagues can use a h igh ly 

author i ta t ive  approach  or  even  arrogance,  wh ich paradox ica l ly  can  make some types o f  
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pat ients  fee l  safe.  Whi le  these behav iours  may seem counter in tu i t ive to  creat ing a safe and  

inc lus ive env i ronment ,  they can be understood as per format ive  gestures that  a l ign  wi th  some 

pat ie t ient ’s  preconceived norms and expectat ions regard ing author i ty  and expert ise:  

“When a p ract i t ioner  behaves as i f  they a re an  asshole,  wel l ,  then they at t ract  the pat ients  

who fee l  most  comfor tab le wi th  assholes because ’he is  s imply  unbearable,  but  damn, he is  

ta lented.  So  they fee l  sa fe wi th  i t . ’ ”  

The Importance of  Patient -Practi t ioner Relat ions  

The pat ient -pract i t ioner  re la t ions are a lso essent ia l  and c losely  in ter twined wi th  the subject  o f  

profess ional  judgement  and phrones is .  The p rac t i t ioner  descr ibed how the long- te rm re la t ions 

they form wi th  the i r  pa t ients  support  the d iagnost ic  process.  Al though in  these conversat ions  

chatbots  were not  ment ioned,  i t  is  va luable knowledge as the nature o f  th is  re la t ion must  be  

understood,  pro tected,  and supported in  th e face  of  emerg ing technologies,  s ince they d i rect ly  

in f luence medica l  outcomes.  The knowledge o f  the ind iv idual  pa t ients  becomes tac i t ,  and  thus  

the pract i t ioner  expla ined that  they can recognize pat terns through tac i t  knowledge,  o r  

dev iat ions f rom pat te rns for  that  mat ter :   

“ .  .  .  or  maybe i t 's  Karen who is  a  b i t  pa ler ,  a  b i t  th inner than she usual ly  is .  Then I  rea l ly  

should [do someth ing] . ”  

I t  is  a lso  important  to  note that  th is  con t inu i ty ,  that  supports  the p ract i t ioner ’s  phrones is ,  is  

someth ing unique  to  genera l  p ract ice,  where  the  pat ients  are  fo l lowed fo r  many  years ,  

somet imes large par ts  o f  the i r  l ives,  by the same pract i t ioner .   

Fur thermore,  as we ment ion in  the  background sect ion 2.3.1 Pat ient -pract i t ioner  Relat ions,  fo r  

a  good pat ient -pract i t ioner  re la t ionship  to  ex is t ,  t rus t  must  be main ta ined.  This  t rust  is  

descr ibed as someth ing that  must  be  earned  and p rotected,  s ince the pract i t i oners  a re  

dependent  on i t ,  both on ind iv idual  leve l  wi th  pat ients  and wi th  the  soc iety  as a whole  (Dansk  

Selskab for  Almen Medic in  2022).  

Accord ing to  Mi t te ls tadt  (2021) t rust  is  one o f  the areas that  could  come under  threat  wi th  the  

in t roduct ion of  AI ,  espec ia l ly  s ince phrones is  in  understanding the  ind iv idual  pat ient  is  

needed.  This  threat  could however  be  imagine d in  var ious ways,  for  example s tar t ing  wi th  the  

ex is t ing technologies such as the computer ,  tha t  a l ready now d isrupts  th is  re la t ionship as we 

a l ready establ ished.  Fur thermore,  phrones is  a lso mani fests  as emot iona l  in te l l igence,  which is  

important  fo r  the maintenance of  t rus t .  Accord ing to  Powel l  (2019),  cha tbots  lack the  abi l i t ies  

to  respond wi th  emot ional  in te l l igence and  th is  fac tor  could  fur ther  undermine t rust  i f  they  

should be inc luded in  in teract ions,  

Al though the pract i t ioner  undoubtedly  has vast  kn owledge in  a l l  the th ree forms o f  knowledge 

we presen ted in  the  sect ion 2.3.1 Pat ient -Pract i t ioner  Relat ions;  ep is teme,  techne and 

phrones is .  The theoret i ca l  knowledge,  a lso  ca l led epis teme,  cannot  cover for  a l l  ex is t ing 

d iagnoses.  Espec ia l ly  in  the f ie ld  of  genera l  p ract ice,  which is  the f i rs t  po int  o f  ent ry  for  the 

pat ients ,  a  he lp ing too l  such as Google search engine becomes an important  too l .  The  

pract i t ioner  somet imes however de l ibera te ly  h ides th is  computer  in teract ion,  as she is  wor r ied  

i t  might  negat ive ly  in f luence the t rust  and the pat ient ’s  conf idence in  her  ab i l i t ies .  On the top ic  

o f  AI  poss ib ly  supplement ing knowledge,  the pract i t ioner  expressed tha t  i t  would  be benef ic ia l  

to  have a machine that  could be quicker  than a Google Search to  recognize rare d iseases and 

g ive the pract i t ioner  the abi l i ty  to  qu ick ly  expla in  them to the pa t ients .  
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Another  aspect  that  the  pract i t ioner  ment ioned  af ter  the va lue  of  cont inu i ty ,  is  the genera l  

ab i l i ty  o f  technology  to  exhib i t  the  humani ty  that  they can in  the i r  c l in ic ,  doubt ing that  a  

machine could d isp lay empathy:  

“Where is  the cont inu i ty ,  humani ty ,  and the re la t ional  aspect? Because we communicate  in  a  

way that  enhances the expectat ions and abi l i ty  o f  both the s ick  and heal thy ind iv iduals  to  

manage the i r  own heal th .  We involve the pat ient 's  thoughts ,  concerns,  wish es,  and so on,  

tak ing in to  account  the  pat ient 's  resources,  par t icu lar ly  fami ly  and network.  A robot  s imply  

cannot  do that .  We fo l low the pat ien t  and the i r  re la t ives throughout  the i r  l i fe  t ra jectory ,  

i l lnesses,  and d iseases.  This  is  the heart ;  th is  is  the human.  A robot  has no heart . ”  

This  descr ip t ion a lso a l igns wel l  wi th  the eth ica l  va lues descr ibed in  Profess ional  Eth ics  for  

Genera l  Pract i t ioners  in  Denmark as presented in  sect ion 2.3.1 Pat ient -pract i t ioner  Relat ions,  

s ta t ing that  in  a  genera l  pract ice  hol is t ic  approach is  needed,  s ince the  pract i t ioner  mus t  

tack le  human issues which are in  themselves complex and of ten of  psychologica l ,  soc ia l ,  or  

ex is tent ia l  nature (Dansk Selskab for  Almen Medic in  2022,  6) .  

Fur thermore,  she  a lso quest ioned whether  a  machine could  ut i l ise  contextual  knowledge and  

profess ional  judgement ,  def in ing what  can be  seen as empathy as  in  rea l i ty  be ing  her  

profess ional ism, which i s  bu i l t  upon the vast  knowledge she accumulated :  

“Can a  machine t rans late sc ience and facts  and  adapt  them to each  ind iv idual  pat ient  as  wel l  

as  I  can?  I  have a  heart ,  which  the  computer  does not .  However,  my argument  is  that  i t  is  not  

our  heart  that  we re ly  on,  but  what  I  ca l l  our  profess ional ism, which  a l lows us to  possess 

extens ive knowledge.  Not  jus t  medica l  knowledge,  but  a lso the knowledge beyond.”  

This  presents  the key problem of  the  GP d is t rust ing the resul ts ,  which appears i f  the  AI  

chatbot  is  appl ied to  an  area,  where the contextual  knowledge is  important .  

 

Typology of  Patients,  Cultural  Understanding and Communication  

Fol lowing on the top ic  o f  profess ional  judgement ,  the pract i t ioner  e laborated that  when i t  

comes to  the  re la t ional i ty ,  i t  means to  take  in to cons iderat ion  subjects  such as the person’s  

personal i ty  type as wel l  as  the i r  fears  and wor r ies  and so the context  o f  each consul ta t ion 

ind iv idual ly .  

The phrones is  and pro fess ional  judgement  of  the pract i t ioner  a lso come in to p lay when 

communicat ing wi th  pat ients  f rom d i f ferent  backgrounds.  Being able to  d is t inguish how 

d i f ferent  cu l tu res in terp ret  symptoms requi res a  sk i l l  set  o f  i ts  own.  The pract i t ioner  has  

extens ive knowledge in  th is  area due to  her  exper ience of  work ing in  an asy lum centre for  

many years .  She expla ined how there a re many nuances in  genera l  pract ice,  not  jus t  across  

cont inents  but  a lso wi th in  Europe’s  borders :  

"You can ' t  jus t  be a genera l  pract i t ioner  in  Denmark and th ink that  you can work in  Norway  

under the  same condi t ions because i t 's  a  d i f ferent  cu l ture ,  a  d i f ferent  way o f  present ing  

symptoms.  I t 's  complete ly  d i f ferent  in  Poland,  and someth ing comple te ly  d i f ferent  in  Romania,  

and someth ing ent i re ly  d i f ferent  in  As ia . . .  and  you need to  have knowledge about  each  cu l ture  

in  order  to  read,  understand,  l is ten,  and t reat  cor rect ly  wi th  the person s i t t ing in  f ront  o f  you."  
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She cont inued to  expla in  that  one can even encounter  cu l tura l  d i f ferences wi th in  Denmark 's  

borders .  The p ract i t ioner  a lso prov ided en example which could be espec ia l ly  re levant  in  the  

AI  debate,  por t ray ing how essent ia l  i t  is  to  understand the cu l tu ra l  background of  the pat ient  

to  prov ide the r ight  t reatment :  

“ In  the  Middle  East ,  there is  no  [d iagnos is  of ]  anx iety ;  there  are  no  menta l  i l lnesses,  and  such.  

But  i f  one exper iences  what  cor responds to  anx iety ,  wor r ies  or  rest lessness,  they come and 

say:  ‘ I 'm sure my b lood pressure is  too h igh. ’  

And I  have measured many b lood pressures in  Middle  Eastern  pat ients ,  a l l  o f  which were  

normal .  You jus t  have to  say:  ‘Hm, you keep say ing your b lood pressure is  too h igh,  and  I  

keep measur ing  i t  ob jec t ive ly  to  be complete ly  normal .  So,  what  does i t  mean when you say  

your b lood pressure is  too h igh? ‘Ahh,  wel l ,  i t  means that  you are af ra id  of  th is  and that . ’  "  

The pract i t ioner 's  phrones is ,  or  pract ica l  wisdom, is  requi red  to  nav igate these d i f fe rences and  

in terpret  the pat ient 's  concerns a ccurate ly .  By object ive ly  measur ing the pat ient 's  b lood  

pressure and engaging in  meaningfu l  d ia logue,  the pract i t ioner  can uncover the under ly ing  

fears  and anx iet ies  that  the pat ien t  is  express ing through the i r  be l ie f  about  h igh  b lood  

pressure.  This  demons trates the importance of  the pract i t ioner 's  knowledge,  exper ience,  and  

abi l i ty  to  approach the  s i tuat ion wi th  sens i t iv i ty  and cu l tura l  competence.  Al l  o f  which a re  

sk i l ls  that  need to  be taken in to cons iderat ion when technologies such as AI  could be brough t  

in to  the d iagnost ic  p rocess in  the fu ture.  

A lack of  th is  contextual  unders tanding could be dangerous  and lead to  worse medica l  

outcomes,  s ince many types of  pat ients  that  dev iate f rom what  could be understood as  

s tandard,  go undiagnosed and untreated .  This  is  a  problem that  a lso  ex is ts  in  the present  and  

not  on ly  in  regard to  pat ients  f rom other  e thn ic  and cu l tura l  backgrounds,  but  a lso wi th  

pat ients  who are no t  neurotyp ica l  or  are soc ia l ly  marg ina l ised.   Whi le  tex tbooks and 

ins t ruct ions prov ide a foundat ion for  ep is teme and techne,  the appl icat ion of  phrones is  

requi res a more nuanced approach,  as descr ibed in  the eth ica l  gu ide l ines we presented in  

background sect ion 2.3.1 Pat ient -pract i t ioner  Relat ions.  This  is  a lso an issue that  the  

pract i t ioner  ment ioned :  

“We over look  a  s ign i f icant  number  of  common condi t ions among ind iv iduals  of  d i f ferent  e thn ic  

backgrounds and soc ia l ly  marg ina l ised ind iv iduals .  They present  the i r  symptomato logy in  a 

complete ly  d i f fe rent  manner.  Asperger 's ,  aut ism d iagnoses,  and  even ADHD, fo r  that  mat ter ,  

present  the i r  symptom prof i les  d i f fer en t ly  f rom the s tandard descr ibed in  tex tbooks.”  

Prev ious ly  we have ment ioned the problems regard ing the p resence of  technologies such as 

the computer  in  the consul ta t ion and the i r  damage to  the re la t ions between pract i t ioners  in  

pat ients .  When i t  comes to  th is  group of  pat ients  however,  the pract i t ioner  can see benef i ts  in  

u t i l is ing the computer  and look ing in to the  screen ins tead of  overwhelming the non -

neurotyp ica l  pat ients  such as the ones on the aut ism spectrum wi th  too much eye contact ,  

which they of ten  are uncomfor tab le wi th .  

 

Algor i thmic  Knowledge and Techné versus Phronesis  

This  knowledge of  par t icu lar  pat ient  types must  be accounted for  when emerging technologies  

such as AI  chatbots  enter  the f ie ld  of  genera l  p ract ice,  in  order  to  ensure equi tab le outcomes 

for  a l l  pat ients .  Moreover,  the the oret ica l  knowledge that  we re fer  to  as techne,  is  
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s tandard ised.  I f  chatbots  operate pr imar i ly  based on textbook in format ion,  the i r  ass is tance in  

heal th  care can  br ing the r isk  of  exacerbat ing  heal th  d ispar i t ies .  Fur thermore,  accord ing  to  

Mi t te ls tadt  (2021) ,  the  quant i f iab le  natu re o f  the machine’s  understanding can fa i l  i n  

understanding the par t icu lar  contexts  and par t icu lar  pat ien ts  and  the i r  needs.  Dev iat ions  f rom 

standards is  someth ing  that  the p ract i t ioners  must  cope wi th  da i ly ,  therefore the sk i l ls  tha t  

come wi th  contextual  knowledge are essent ia l  fo r  good outcomes:  

“One can per form except ional ly  wel l  as  a  medica l  profess ional ,  adher ing to  a l l  gu ide l ines  and  

d i rect ions whatsoever,  and s t i l l  over look,  lose,  and mismanage a s ign i f icant  number o f  

pat ients  s imply  because  they do not  f i t  the s tandard.  Our gu ide l ines and our  expert ise -  they 

are s tandard ised.  But  there isn ' t  much in  th is  wor ld  that  is  s tandard ised.”  

Another a rea where the context  and demographic  of  pat ients  requi res phrones is  is  p rescr ip t ion  

of  medicat ions.  The p ract i t ioner  expla ined  dur ing the  in terv iew how the pat ient  populat ions  

that  medic ine is  normal ly  tes ted on are  usual ly  young heal thy males.  Therefore,  she s tated  

that  i t  is  fundamenta l  to  understand that  sc ience cannot  be a ppl ied d i rect ly ,  s ince there is  a 

lo t  o f  b ias.  The prac t i t ioner  compared i t  to  tak ing someth ing f rom an aquar ium and us ing i t  in  

the sea,  wi th  her  task  then  being the recogni t ion and  evaluat ion  of  which  par ts  o f  the 

knowledge acqui red in  aquar ium condi t ion s  can be appl ied  in  the sea,  as wel l  as  when,  how or  

whether  they can be app l ied at  a l l  to  the s i tuat ions at  hand.  

Moreover,  contextual  knowledge is  a lso important  when i t  comes to  communicat ing d i f f icu l t  

in format ion to  the pat ients .  The pract i t ioner  expl a ined how they somet imes evaluate that  a 

cer ta in  pat ient  should not  receive de ta i ls  or  the i r  d iagnos is  due  to  the i r  age and psychologica l  

f ra i l ty .  Therefo re,  th is  area a lso needs to  be accounted for  i f  technologies such as AI  chatbots 

should be in teracted wi th  by the pat ients  in  d iagnost ic  processes.   

Dur ing one o f  the Wizard of  Oz in teract ions,  the pract i t ioner  tes ted  the response on the  

chatbot  to  th is  p rompt :  “What  can be wrong i f  one has a pa in in  the  shoulder?”  

She was exc i ted to  see whether  the chatbo t  wou ld suggest  cancer,  as  th is  has been a f requent  

concern wi th  us ing the  in ternet .  Relat ing  to  the ex is t ing technology of  the Google search  

engine,  our  in fo rmants  expressed the key problem, that  i f  the  technology is  too quick  to  

suggest  the worst  scenar ios whi le  support ing the dec is ion making of  the pract i t ioner ,  i t  poses  

a r isk  for  over t reatment  or  overmedicat ion.  However,  i t  may a lso fa i l  a t  p ick ing up on s igns of  

d iseases and so make the pract i t ioner  over look d iagnoses.  

At  the same t ime,  the p ract i t ioner  a lso vo iced concerns about  the contex tual  knowledge of  the 

chatbot ,  as  i t  comes f rom exper ience and focuses on the con text  o f  a  par t icu lar  s i tuat ion to  

make the r ight  dec is ion.  Accord ing  to  the  pract i t ioner ,  one  should  be  carefu l  when chal lenging  

the chatbot  when i t  comes to  medica l  prof ic iency s ince the abi l i ty  to  d is t inguish between 

d i f ferent  ar t ic les  is  someth ing that  even themselves may not  have.  Fur thermore,  they must  

assess what  is  most  re levant  for  each ind iv idual  p at ient  and the va l id i ty  o f  sources is  

important .  

 Simi lar ly ,  Parv ianen and Ranta la  (2022) ,  ra ised the same issue of  chatbots  showing  a  

problemat ic  def ic iency in  contextual  knowledge as wel l  as  the a forement ioned loss of  qual i ty  

in  d iagnost ic  pract ice.  This  per ta ins to  the danger of  re l iab i l i ty ,  which can be fur ther  enhanced 

by the persuas ive and human- l ike communicat ion of  the chatbot .  The pract i t ioner  s ta ted that  

AI  should s t r ive to  be object ive ins tead of  human - l ike and that  the chatbot  could be dangerous  

i f  the person us ing  i t  for  medica l  adv ice does  no t  know much about  what  they are doing,  wi th  

the chatbot  response being jus t  as “safe”  as the quest ion being asked.  

A poten t ia l  a rea where  our  in fo rmants  could  env is ion an AI  chatbot  as an  enhancement  of  the i r  

expert ise could be pat ients  wi th  concurren t  condi t ions,  he lp ing them when in  doubt .  The MS 
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could see a potent ia l  in  us ing less c l icks than when us ing Google ,  howe ver,  the pract i t ioner  

ra ised again the issue o f  expert ise,  which she appl ies  when us ing Goog le search.  She knows 

what  she is  look ing for  and which s i tes  can be cons idered re l iab le.  The  re l iab i l i ty  o f  chatbots  

such as ChatGPT is  h igh ly  quest ionable due to  t he b lack box problem we descr ibe in  the  

background.  There is  no t  enough t ransparency f rom the b ig  tech f ie ld  to  proper ly  account  for  

the log ic  behind the outputs  of  the AI  chatbots  and cannot  f igure the log ic  out  jus t  by 

observ ing and us ing the technology.  Thus,  accord ing to  Mi t te ls tadt  (2021) the log ic  is  ne i ther  

access ib le  nor  in te l l ig ib le .  

 

6.2.4 PROFESIONALITY  

Another  important  aspec t  o f  the pract i t ioner ’s  knowledge is  profess ional  judgement ,  which was 

a recurr ing theme throughout  the in te rv iew and the workshop.  Th is  is  a lso a form of  phrones is  

as i t  is  an execut ive v i r tue and comes in to p lay when the knowledge acqui red through 

textbooks or  gu ide l ines is  no longer suf f ic ien t .  Phrones is  is  bu i l t  f rom the exper iences of  the  

pract i t ioner  and as we descr ibe in  the backg round sect ion,  i t  is  an “accumulated wisdom” 

(Conroy e t  a l .  2021,  1) .  

For  the  pract i t ioner ,  to  be profess ional ,  i t  means to  be  able  to  d is tance  themselves f rom any 

in i t ia l  emot ional  impress ions they would get  f rom the pat ien ts .  Understanding,  and  respondin g  

proper ly  to  the emot ions  of  the i r  pat ients ,  is  a lso an important  e lement  o f  heal th  care (Powel l  

2019),  that  estab l ishes t rust  in  the care that  is  prov ided.  The accumulated wisdom can a lso 

inc lude personal  avers ions or  p re jud ices.  The  pract i t ioner  descr ib ed  a theoret ica l  example of  a  

s i tuat ion that  could ar i se,  wi th  a pat ient  hav ing poor hygiene,  coming in  the c l in ic ,  and  

shout ing.  The way the  pract i t ioner ’s  profess ional  judgement  then  comes in to p lay is  to  

separate the psychologica l  i r r i ta t ion  the pat ient  is  caus ing and focus as an expert ,  on what  

might  medica l ly  cause the pat ient  to  act  in  such a manner.  They descr ibe that  in  th is  way the  

c l in ic  can hold up to  t reat ing a l l  pat ients  equal l y .  Al though i t  is  not  a lways poss ib le  to  adhere  

to  these va lues complete ly ,  the pract i t ioner  a lways does the i r  best  to  f ind what  the under ly ing  

reason might  be fo r  the pat ients  seek ing medica l  he lp.  

6.3 WORKFLOW 

During  both the in terv iew,  and  the  workshop,  workf low was a  repeated theme. The  in formants  

of ten re la ted to  how the i r  curren t  workf low was,  and by extens ion ,  i t  was re la t ive ly  easy for  

them to env is ion how the in t roduct ion of  A I  chatbots  might  in f luence th is  in  the genera l  

pract ice.  We def ine  workf low as  act iv i t ies ,  o r  p rocedures,  that  re la te to  the everyday funct ion 

of  the genera l  pract ice.  These can inc lude,  but  are not  l imi ted to ,  scheduled events  (Al tura ik i  

e t  a l .  2022),  such  as phone hours ,  or  b reaks,  as  wel l  as  tasks that  are  o f ten made in  the same 

way in  the user ’s  pract ice.  

6.3.1 TAILORED CARE 

The in formants  repeatedly  expressed how a  genera l  pract ice  is  un ique and  complex.  

Part icu lar ly ,  when compar ing to  the  workf low at  hospi ta ls ,  i t  is  exempl i f i ed in  how 

consul ta t ions are not  exc lus ive ly  handled by spec ia l is ts  or  nurses;  admin is t ra t ive personnel  

a lso have a large invo lvement ,  both in  the fact  that  they a lso carry  out  consul ta t ions,  and that  

they p lay a large par t  i n  f ind ing the appropr ia te care g i ver ,  and t ime f rame for  the pat ient  in  

quest ion:  
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“Then we are sor t  o f  s tar ted up,  where  they  [ the  pat ients ]  do no t  want  to  research any  

in format ion yet .  Then [ the MS] assesses the most  appropr ia te p lace for  them, when dur ing the  

day,  and who of  us are  going to  see them. And i f  they have booked themselves,  then move 

around a l i t t le .  I t  is  very  very  complex. ”  

Here,  the genera l  sent iment ,  that  the genera l  pract ice is  more personal ised towards the  

pat ients ,  is  a lso expressed.  Prov id ing care,  and hav ing a degree  of  compass ion and  

cons iderat ion,  is  someth ing that  extends beyond the a l lo t ted t ime window of  the consul ta t ion.  

In  our  background chapter ,  we in t roduce two cases,  presented by Schar io  et  a l .  (2022),  where  

pat ients  are apprehens ive in  the i r  engagement  wi th  the heal th  care sec tor ,  and that  prov id ing  

care,  spec i f ica l ly  around the consul ta t ion,  can be ut i l ised for  the benef i t  o f  the pat ient .  Whi le  

our  in formants  express that  i t  is  a  complex undertak ing,  Schar io  et  a l .  (2022) expla in  how 

tak ing s teps towards no t  rest r ic t ing  caregiv ing  to  an appointed  consul ta t ion can resul t  in  long -

term benef i ts .  Th is  po int  is  a lso expanded on,  when re la t ing to  concrete consul ta t ions.  As  

descr ibed prev ious ly  (6 .2.2 Phrones is  Expert ise and 6.2.3;  Perce ived Expectat ions and  

Performat iv i ty ) ,  our  in fo rmants  express how the  assessment  o f  pat ients  s tar ts  in  the  wai t ing  

room. 

These k inds of  ext racur r icu lar  act iv i t ies  i l lus t ra t e that  the workf low in  a  genera l  pract ice can  

be very  hect ic ,  and that  one day in  the pract ice is  never l ike the las t .  Th is  may be due to  the 

requis i te  e lements  of  be ing a genera l  p ract ice;  hav ing to  deal  wi th ,  as the in formants  ment ion ;  

“5000 d i f ferent  ways”  o f  communicat ing wi th  pat ients ,  or  i t  may be based on the personal i t ies  

of  the c l in ic ians.  The GP ment ions how they “ .  .  .  cannot  fo l low a f low chart .  I  sk ip  past  a l l  the 

t ime.” ,  re la t ing to  d i f ferences between the i r  way of  work ing,  as compared to  the i r  percept ion of  

nurses and spec ia l is ts  a t  hospi ta ls .  Addi t ional l y ,  they point  out  that  the univers i t ies  do  not  

educate for  the  rea l - l i fe  c i rcumstances of  a  genera l  pract ice,  par t icu lar ly  when i t  comes to  

act iv i t ies  that  are not  based in  the i r  medica l  prof ess ional ism. In  our  background we i l lus t ra te  

how chatbots  show po tent ia l  when i t  comes to  admin is t ra t ive tasks,  and  se l f - learn ing  aspects  

of  AI  chatbots  might  be able to  take the humane e lements  of  admin is t ra t ive tasks in to  account .  

Th is  is  a lso  one of  the areas where the in formants  env is ion the implementat ion;  a t  the  

workshop they requested that  the chatbot ,  as  an exemplary  ar te fact ,  should preferably  not  

in ter fere d i rect ly  wi th  the i r  pat ient  in teract ion,  but  that  i t  could be a qu iet  l is tener,  t hat  gets  to  

know the i r  p references,  gu ide l ines,  and behav iours :  

“Then I  might  want  to  have one [a  chatbot ]  that  l is tened to  my  consul ta t ion,  and every th ing I  

sa id  dur ing,  i t  would l i s t  and make the note,  and then I  could jus t  press accept  on the  

referra ls ,  I  wanted i t  to  make,  and then i t  wou ld make i t  fo r  me.  .  .  .  I t  should be in  the  

consul ta t ion for  around hal f  a  year  to  ge t  to  know me,  so I  can t rust  that  i t  is  do ing what  i t  

should. ”  

In terest ing ly ,  th is  i l lus t ra tes a degree of  ins ights  in to  the neura l ,  or  sub -symbol ic ,  potent ia l  o f  

AI  chatbo ts ,  no t  on ly  that  i t  could be  able  to  l i s ten and  take no tes,  which a symbol ic  model  

wi th  speech- to- text  capabi l i t ies  could car ry  ou t ,  but  that  i t  should  be able to  essent ia l ly  

understand the sent iments  expressed by th e user .  
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6.3.2 PLANNING 

During the workshop,  the in formants  expanded on aspects  of  p lanning,  and workf low,  engaging 

in  a degree  of  env is ion ing how AI  chatbots  might  be able  to  benef i t  them in  the genera l  

pract ice.  Drawing the card of  Exc i tement  in  the PLEX scenar io  technique,  the y comment :  

“You should  avoid  that ,  so you do  not  get  in to  that  [exc i tement ] .  I t  should make our  weekday 

predic tab le. ”  

The in formants  fur ther  env is ioned the idea of  us ing the chatbot  as a  schedul ing too l ,  that  

could ass is t  them in  p lanning the i r  days:  

“ [ I t  should ]  ensure  that  we do  not  overbook ourse lves.  Now we are  going to  book  two of  [ the  

same types]  o f  assessments  in  a  row.  Are you sure that  you have the t ime for  that? You a lso  

need your  lunch.  Or,  i t  is  the th i rd  day,  th is  week,  that  you do not  have you r lunch.  .  .  .  I t  

should d ispose of  our  t ime.  So  i t  wi l l  throw us home,  and shu t  o f f  the  ent i re  system . .  .  .  a  

check l is t ,  to  keep t rack of  what  we need to  do.”  

This  env is ion ing re la tes  to  how the chatbot  should have contro l  o f  the i r  system, in  order  to  

dec ide,  and enact ,  the p lan for  the day.  Much l ike smart  dev ices,  o r  the  in ternet  o f  th ings,  they  

env is ion a system that ,  not  on ly ,  g ives them adv ice or  wr i tes  out  a  p lan,  but  has more  

pract ica l  uses,  such as turn ing o f f  the l ights ,  nudging them towards cer t a in  des i red  

behav iours .  This  type of  in teract ion has s imi lar i t ies  to  what  the in formants  expressed dur ing  

the in terv iew,  where they ment ioned how they  had p laced the i r  computers  in  consul ta t ion  

rooms,  so that  i t  would be hard to  use i t ,  whi le  a lso conduct i ng a consul ta t ion.  

Us ing the avai lab le  technology of  the workshop,  ChatGPT, they narrowed down the i r  

env is ion ing to  a text -based p lan of  the i r  day.  Spec i f ica l ly  in  re la t ion  to  phone t imes,  they 

env is ioned how the cha tbot  could ass is t  in  p lanning,  prov id in g  suggest ions in  a  systemat ic  

way,  that  they might  not  have thought  o f :  

“ I t  might  be,  that  i t  could te l l  me,  that  i t  is  not  such a good idea  that  [ I ]  ta lk  on the phone f rom 

e ight  to  e ight  th i r ty .  .  .  .   Or th is  many pat ien ts  have not  had contact  wi th  you today but  migh t  

need to .  I t  makes you th ink d i f ferent ly ,  or  spec i f ica l ly ,  more systemat ica l ly ,  i t  could prov ide 

suggest ions,  you had no t  thought  o f  yourse l f . ”  

During the second round of  Wizard of  Oz,  they  made the i r  n in th prompt  as “Can you p lan my 

day” .  To the output  f rom th is  prompt ,  they had some gr ievances wi th  the  chatbot ,  say ing that  i t  

“ is  hard on  us” ,  and that  i t  “does not  know us” .  The comments were  spec i f ica l ly  re la ted to  how 

the chatbot  gave them long work hours ,  and tha t  i t  d id  not  inc lude t ime to  receive phone ca l ls .  

Whi le  these facto rs  could subsequent ly  be adjus ted,  i t  u l t imate ly  i l lus t ra tes how they  env is ion 

a system that  could take the i r  par t icu lar  genera l  pract ice,  and e lements  spec i f ic  to  i t ,  and  

ta i lor  a  weekday to  the i r  wants  and needs.  

6.3.3 GUIDELINES 

During the  in terv iew,  the  in formants  re layed what  ent i t ies  had in f luence  on the workf low a t  the  

genera l  pract ice.  The  Agency for  Pat ient  Safety  (S tyre lsen for  Pat ients ikkerhed) was  

ment ioned as an ent i ty  that  invo lved some st r ic t  and r ig id  gu ide l ines,  whic h were important  to  

cons ider  a t  the genera l  pract ice:  
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“Other  than the Agency for  pat ient  safe ty ,  that  is  cer ta in ly  based on r ig id  s t ructures,  then…”  

The s tatement  was expressed in  a conversat ion about  profess ional  judgement ,  in  re la t ion to  

pat ient  in teract ion,  and  was g iven as an example of  someth ing that  would not  requi re  the i r  

own profess ional  judgement ,  but  ra ther  could be an e lement  to  in form poten t ia l  systems to 

e i ther  ensure  that  the  guide l ines were  fo l lowed or  in form personnel  a t  the genera l  p ract ice on 

proper procedures.  The point  was la ter  expanded on,  in  re la t ion to  Danish Soc iety  for  Genera l  

Medic ine (Dansk se lskab for  a lmen medic in  2022),  w here the thought  o f  robots ,  or  chatbots ,  

were in t roduced:  

” I  mean,  DSAM’s guides are gradual ly  becoming  ext remely  complex.  .  .  .  and i f  you can  use a  

robot  l ike th is  to  he lp f ind ing the proper  leve l  f rom some pat ient  parameters ,  i t  would be very  

he lpfu l . ”  

This  under l ines the f rust ra t ions that  were p resent  a t  the genera l  pract i ce,  about  how cer ta in  

outs ide ent i t ies  had  an impact  on how the work f low was.  These ou ts ide ent i t ies  par t icu lar l y  

came to the fo ref ront ,  when they ment ioned the concept  o f  serv ice reg i s t ra t ion  

(ydelsesregis t rer ing) ,  to  which the i r  f rus t ra t ions were embedded in  the pract ica l i ty ,  the  

economy,  and the publ ic  opt ics  re la ted to  cer ta in  requi red p rocedures:  

“The serv ice reg is t ra t ion takes up a whole lo t  of  e f for t .  And every  t ime there is  a  s t ory  in  the 

media,  about  how GPs have accounted for  x  amount  o f  mi l l ions fo r  fau l ty  ca lcu lat ions,  yes,  but  

that  is  mul t ip l ied by  10,  and,  on  average,  we [GPs]  have that  much miss ing,  because of  some 

technica l i ty  or  o ther .  So ,  we are  actual ly  get t ing  [pa id]  f or  much less than what  we a l l  ac tua l ly  

work for . ”  

Dismiss ing the technica l i t ies ,  th is  quote  c lear l y  i l lus t ra tes a f rust ra t ion wi th  cer ta in  fau l ty  

ca lcu lat ions,  nav igat ing wi th in  bureaucrat ic  s t ructures,  that ,  wi th  the help of  some form of  

re l iab le  automat ion,  might  be avoidable.  Addi t ional ly ,  i t  under l ines the cont inuous d isapproval  

for  external  ent i t ies  hav ing too much in f luence on how they run the i r  genera l  pract ice.  

Towards the end of  the workshop,  they re i tera te  the i r  s ta tement ,  ment ion ing how the chatb ot  

might  not  be v iab le fo r  genera l  pract ices:  

“ [ the chatbot  would be]  bet ter  in  more l imi ted  spec ia l isat ions.  Our spec ia l isat ion is  a  lo t  abou t  

the except ions,  those who do not  f i t  in to  the boxes,  where  you should not  fo l low the  

gu ide l ines.  We are too lops ided.”  

This  comment  largely  re la ted to  us ing chatbo ts  dur ing a cons ul ta t ion,  as opposed to  us ing i t  in  

surrounding act iv i t ies ,  and i l lus t ra tes a common theme of  lack ing profess ional  capabi l i t ies ,  o f 

the chatbot  wi th in  heal th  care.  As presented,  the env is ioned ar te fact  and i ts  uses,  la rge ly  

concern admin is t ra t ive or  p lanni ng,  act iv i t ies ,  wh ich a l igns wi th  our  f ind ings re la t ing to  h ighest  

potent ia l  for  these act iv i t ies  (Mi t te ls tadt  2021).  

 

6.3.4 SAFETY NET 

When speak ing of  the workf low of  the  in formants ,  and an idea of  the i r  env is ioned exemplary  

ar te fact  o f  chatbots ,  the theme of  a larm bel ls ,  o r  a  k ind of  safety  net ,  was  in t roduced:  
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“ I t  could be n ice,  i f  i t  could put  up a larm bel ls ,  and help f ind ing so lut ions,  schedules,  and  

s t ructures:  knowledge seek ing.”  

These a larm bel ls  were env is ioned to  be safety  nets  that  could catch mis takes,  or  avoid r isks,  

and in form the  genera l  pract ice on how to  combat  them. I t  was expanded on,  as a  too l  to  

ensure pat ient  safe ty ,  as  wel l  as  remind them of  loose ends to  be t ied  up:  

“ I  would use  i t  i f  i t  cou ld g ive me bet te r  pat ient  safety ,  bet te r  t reatment ,  and  more  contro l ;  

fewer loose ends,  and fewer r isk  facto rs . ”  

In  the second round of  Wizard of  Oz,  wh i le  not  re la t ing to  sur rounding act iv i t ies ,  the 

pract i t ioner  and the  MS fur ther  explo re the  idea of  us ing  the chatbot  as a sa fety  net .  In  

re la t ion to  an outpu t  concern ing medicat ion,  they ran in to an issue of  potent ia l  drug 

in teract ion,  a l ign ing wel l  wi th  how Danie l  e t  a l .  (2022)  presents  the benef i ts  o f  chatbots  in  

re la t ion to  pharmacology.  An idea  of  a la rm bel l s  for  drug in te ract ion was env is ioned,  and they 

commented that  someth ing s imi lar  was a l ready  implemented:  

“Our  pat ient  systems actual ly  a l ready do tha t .  So,  i f  you prescr ibe s imvastat in ,  and they  

a l ready receive amlodip ine,  i t  [ the system] wi l l  go ‘woah [wai t ] ’ . ”  

Cont inu ing  the theme of  ex is t ing facto rs  tha t  could become fea tures for  a  fu ture  chatbot ,  they  

ment ion a too l  ca l led the v is i ta t io n guide (v is i ta t ionsguiden),  which is  a  too l  for  MS, used to  

commit  to  an in formed dec is ion on how to t rea t  a  ca l l  f rom a pat ient .  Th is  was brought  up,  

when explor ing how a  chatbot  might  be used  on the i r  own websi te ,  as a mediator  between 

pat ients  and the genera l  pract ice:  

“ I t  a l ready ex is ts  in  the  form of  the v is i ta t ion gu ide,  where p rofess ional  personnel  can take a  

ca l l  and ask quest ions to  c lar i fy  what  t ime to  schedule or  i f  i t  is  necessary  to  ca l l  112  

[emergency serv ices] . ”  

The aspect  o f  us ing AI  chatbo ts  for  such tasks was a lso in t roduced in  our  background chapter  

by Av i la  e t  a l .  (2022),  in  re la t ion to  f requent ly  asked quest ions,  however our  in formants  

seemingly  d id  not  v iew th is  as hav ing a large potent ia l ,  and the c losure mechanism of  “ i t  

a l ready ex is ts”  was reached.  

6.4 EFFICIENCY AND EFFECTIVENESS 

The workshop in t roduced noteworthy  f ind ings,  when compared  to  the f ind ings  presented  

prev ious ly  in  sect ion 2.1 The Emergence of  Ar t i f ic ia l  In te l l igence in  Heal th  Care.  Par t icu lar ly ,  

when i t  comes to  the area concern ing ef f ic iency and ef fect iveness.  As presented in  4.1 Case  

Study and Fie ld  In t roduct ion genera l  pract ices in  Northern Jut land are comin g under pressure 

due to  work load  and these tendenc ies a re expected to  worsen (Prakt iserende Lægers  

Organisat ion  2022).  Th is  sent iment  was a lso someth ing expressed by our  in formants  

in terpret ing  the technology of  the AI  chatbot  as a potent ia l  he lp  wi th  exac t ly  the tasks re la ted  

to  making the i r  work  eas ier  and more ef fect ive.  However,  th is  is  espec ia l ly  an area where  

eth ica l  cons iderat ions a re re levant ,  s ince us ing  AI  chatbo ts  for  s t reaml in ing should not  a f fect  

the pat ients  and the care they receive.   

In  the background chapter ,  we  a lso presented how AI  cha tbots  lack emot ional  in te l l igence  

(Powel l  2019),  and GPs are genera l ly  a lso scept ica l  concern ing the  accuracy in  terms of  
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assess ing pat ients  emot ional ly ,  and symptomat ica l ly  (Palan ica et  a l .  2019).  The  in form ants  

f rom the genera l  pract ice address these points ,  dur ing the in terv iew,  when speak ing about  the  

importance of  the phrones is ,  or  author i ty  o f  the GP in  terms of  sor t ing pat ients  as e laborated  

upon in  sect ion 6.2 Relat ions.  The unique benef i t  o f  ‘ the o ld ’  archetyp ica l  pract i t ioner  was a  

much more paternal is t i c  author i ty ,  as  we have in t roduced in  2 .3.1  Pat ient -p ract i t ioner  

Relat ions.  In t roduc ing new technologies can po tent ia l ly  threaten th is  author i ty ,  less ef f ic ient  

process of  tasks such as assess ing a i lme nts  or  prescr ib ing drugs .  This  sent iment  is  

cont inuous throughout  our  work wi th  the in formants ,  par t icu lar ly  for  the  GP, who towards the  

conc lus ion of  the workshop re i terates an  apprehens ion for  implement ing technologica l  

capabi l i t ies  at  a  genera l  pract ice :  

“You need to  watch out  for  what  you  are able to  do,  because i t  can t r igger  a  lo t  [o f  tasks] . ”  

This  presents  a key problem concern ing ef fect iveness and ef f ic iency,  and the impl icat ions that  

be ing a more ef fect ive ins t i tu t ion might  t r igger  addi t ional  work  loads,  and respons ib i l i t ies .  Th is  

worry  is  wel l  founded,  as technologica l  so lu t ions increase ef fect i veness,  r isk  cyn ica l  

approaches to  employees and u l t imate ly  reduce the i r  wel l -be ing  (Parv ia inen and Ranta la  

2022).   

In  terms  of  phrones is ,  i t  is  ind icated t ha t  the  implementat ion  process should be  carefu l ly  

cons idered,  to  avoid  poor profess ional  p ract ices,  and long - te rm s ide ef fects ,  harming bo th 

profess ionals  and pat ients  (Parv ia inen and  Ranta la  2022).  Dur ing  the workshop,  the 

in formants  expressed scept ic ism  in  re la t ion to  the capabi l i t ies ,  and prescr ip t ion of  AI  chatbots  

d i rect ly :  

“ I t  is  actua l ly  not  a  benef i t  to  act  l ike humans,  because we need someth ing e lse. ”  

The s t rengths of  genera l  pract i t ioners ,  and the scept ic ism towards capabi l i t ies  of  technology  

rep lac ing the work tasks,  and phrones is ,  i l lus t ra te that  the sub -symbol ic  AI  approach to  

chatbots  (Kel ley  2003),  in  terms of  rep lac ing  GPs,  causes s ign i f icant  apprehens ion amongst  

our  in formants .  This  apprehens ion is  re in forced  throughout  the workshop,  par t icu lar ly  dur ing  

the Wizard of  Oz exerc ises.  Af ter  the i r  f i f th  prompt ;  “what  is  the  wai t ing per iod for  a  

dermato log is t  in  the nor thern Jut land reg ion?” ,  and receiv ing a response f rom the chatbot ,  the  

GPs expla ins:  

“ I t  [ the  chatbot ]  has sor t  o f  genera l  know ledge,  but  i t  does not  have  spec i f ic  knowledge of  

Northern Jut land .  And i f  i t  should do anyth ing,  then i t  is  prec ise ly  the spec i f ic  changes, 

ex is t ing in  nor thern Jut land,  as compared to  the genera l ,  and where i t  can match the  

spec ia l ised phys ic ian leve l .  T hat  s tu f f  [chatbot  output ]  is  layman level . ”  

The GP points  to  the bulk  of  inputs  and outputs ,  concern ing medica l  procedures,  symptom 

check ing,  and pat ient  re ferra ls ,  ind icat ing a f rust ra t ion wi th  the capabi l i t ies  in  these areas.  

There is  a  par t icu lar  scept ic ism towards the profess ional  capabi l i t ies ,  as wel l  as  the re la t ions  

wi th  pat ients  (6 .2.3 Perceived Expectat ions) ,  which are essent ia l  dur ing consul ta t ions,  leading  

to  our  in formants  wish ing to  explore  capab i l i t ies  surrounding  the  consul ta t ion.  These  

capabi l i t ies  envelop tasks that  are re la ted to  admin is t ra t ive work,  par t i cu lar ly  tasks that  are  

cons idered low sk i l l ,  and t ime consuming (Mi t te ls tadt  2021;  Schar io  et  a l .  2022).  Whi le  there  

has been a theme of  opt imis ing the workf lows,  which might  be cons idere d increas ing ef f ic iency 

and ef fect iveness,  th is  sect ion wi l l  p resent  some cons iderat ions tha t  re la te to  problems,  

worr ies  or  quas i - techn ica l  requi rements .  As  a resul t ,  th is  chapter  wi l l  address some 
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d iscrepanc ies between the technology used in  gather ing em pir ica l  ev idence,  GPT-4 ,  and the  

wishes expressed by our  in formants .  

6.4.1 RESPONSE TIME  

In  terms of  improv ing t rad i t ional  t reatment ,  the f i rs t  prompt ,  made by the in formants ,  in i t ia l ly  

concerned medica l  procedures,  spec i f ica l ly  the removal  o f  a  peanut  in  the ear  o f  a  pat ient .  

Whi le  our  in formants  agreed wi th  the  genera l  p rocedure,  suggested by  GPT -4,  the  answer  was  

cons idered “ layman”,  as i t  d id  not  address important  fac to rs  such as a peanu t  be ing  a  

b io log ica l  fore ign ob ject ,  as wel l  as a f rust ra t ion wi th  “smal l  ta lk”  in  the answer.  Th is  was  

re i terated  for  the second prompt in  the workshop,  request ing  guidance for  a  person wi th  h igh  

b lood pressure,  and reduced k idney funct ion.  For  the output  produced for  th is ,  the f rust ra t ion  

wi th  response t ime was addressed spec i f ica l ly :  

“  .  .  .  And then  i t  is  too much to  read i f  you have  to  f ind that  ACE I I . ”  

We c lass i fy  th is  po int  b roadly  as response  t ime,  s ince there  is  both  a process of  the  chatbot  

wr i t ing an  output ,  and the process of  the  user  reading the output .  The key problem wi th  

outputs  be ing  too  wordy,  par t icu la r ly  concern ing l iab i l i ty  d isc la imers on the  s ide  of  the  

chatbot ,  was a recurr ing one,  and whi le  i t  is  poss ib le  to  request  genera l ly  shor ter  answers  

f rom GPT-4,  th is  was not  obv ious to  the in fo rmants ,  resul t ing in  long  respond t imes for  the 

prompts.  The in formants  la ter  compare the technology to  technologica l  so lu t ions,  that  they 

a l ready ut i l ise,  more  spec i f ica l ly  the Google  search engine,  whe re  they express tha t  fo r  the 

chatbot  to  be  usefu l ,  i t  should be more e f f ic ient  than  Google,  in  re la t ion to  amount  o f  c l icks,  

and t ime used  in  the  in teract ion.  Addi t ional ly ,  the GP ment ioned  that  they knew what  sources 

they t rusted,  so a t  the t ime,  a  search  on Google would requi re shorte r  t ime investments .  

6.4.2 VIRTUAL ASSISTANT AND CONTEXTUAL KNOWLEDGE OF THE USER  

During the debr ie f  o f  the workshop,  the pract i t i oner  expressed a centra l  key problem, in  terms  

of  what  they would want  f rom a technologica l  so lu t ion:  

“ I  had  some pre jud ice about  how i t  was  not  very  good at  answer ing.  I  would l ike  such an  

ass is tant  that  could per form some tasks.  .  .  .  I t  can become just  another  computer .  [ i t  can 

become] an e lement  o f  i r r i ta t ion. ”  

The GP expresses that  in t roduc ing technology,  jus t  f or  the  sake of  in t roduc ing i t ,  becomes an  

e lement  o f  i r r i ta t ion,  and i f  i t  does not  benef i t  them, or  i f  i t  is  not  in tegrated wi th  how they do  

th ings at  the genera l  p ract ice,  i t  becomes an e lement  o f  i r r i ta t ion ,  ra ther  than a pos i t ive  

addi t ion.  

Expanding on  the  e lement  o f  a  personal ised ass is tant ,  as  an exemplary  ar te fact ,  our  

in formants  repeatedly  requested features re la t ing to  adaptabi l i ty  to  the context  and user .  They  

ment ion that  an AI  ass is tant ,  or  chatbot ,  should have knowledge of  loca l  systems and  

guide l ines wi th in  the genera l  pract ice,  surrounding ins t i tu t ions,  and the spec ia l ty  o f  the users .  

The MS spec i f ica l ly  ment ions that  the chatbot  should know whether  i t  is  a  GP, MS, CN, or  

res ident  us ing i t ,  so i t  might  ad just  the expert i se to  sa id user .  Addi t i onal ly ,  the pract i t ioner  

ment ions s ign i f icant  d i f ferences between pat ients ,  and how they expla in  th ings:  

“ I t  [ the  chatbot ]  should be adapted and  understand the user .  They [ the  pat ients ]  have 5000 

ways of  express ing the exact  same need. ”  
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This  is  tak ing the  perspect ive of  us ing the chatbot  as a mediator  between GP, and pat ien t ,  ye t  

u l t imate ly  under l ines a  genera l  po int ,  that  the genera l  pract ice  is  un ique and a chatbot  should  

be aware of  th is .  They la ter  e laborate that  they  bel ieve the chatbo t  to  be “  .  .  .  Bet ter  in  more 

l imi ted spec ia l isat ions. ” ,  and that  the i r  spec ia l isat ion “  .  .  .  is  very  much about  the except ions.  

Those who do not  f i t  wi th in  the boxes.  Where you do not  fo l low the guide l ines. ” .   These  

comments re la ted to  the i r  in terpreta t ive f lex ib i l i t y ,  in  re la t ion to  how the  spec ia l isat ion of  the 

GP is  more compl icated  than other  medica l  spec ia l isat ions,  leading to  the c losure mechanism 

of  the poss ib le  use of  the chatbot ,  in  the i r  context ,  s ince i t  d id  not  meet  the expectat ions,  in  

terms of  techné,  ep is teme,  and phrones is ,  des i red by the GP. We prev ious ly  presented the 

opportun i t ies  for  admin is t ra t ive tasks,  i l lus t ra t ing the in terpret ive f lex ib i l i ty ,  present  a t  the 

genera l  pract ice.  

6.4.3 RADICAL INVENTIONS  

In  re la t ion to  SCOT, the concept  o f  rad ica l  invent ions ,  as  compared to  conservat ive 

invent ions ,  is  in t roduced (Bi jker  e t  a l .  1993 ,  pp.  51 -82) ,  where rad ica l  invent ions are  

technologies that  d isrup t  the s ta tus quo,  and conser vat ive invent ions improve upon i t .  These  

two concepts  of  invent ions can help in  expla in ing why there are some d iscrepanc ies between 

the propert ies  of  the  technologica l  ar te fact ,  and the wishes f rom the  genera l  pract ice.  GPT -4  

may be cons idered a conservat i ve invent ion,  wi th in  the space o f  large language models  

(LLMs),  in  that  the technology increments ,  in  a  way,  on the prev ious models ,  and at tempts to  

improve the on the language models ,  to  bet ter  per form tasks.  However,  the in t roduct ion of  A I  

chatbots  wi th in  genera l  pract ice,  and  spec i f ica l l y  in  the  context  o f  our  case,  is  cer ta in ly  very  

d isrupt ive,  pr imar i ly  because there is  no equiva lent  technology in  p lace ,  but  addi t ional ly ,  the  

technology has potent ia l  to  so lve a mul t i tude of  tasks that  might  not  p rev iou s ly  have involved 

technologica l  ar te facts .  The in formants  d id  somewhat  compare the technology to  search  

engines,  more spec i f ica l ly  Google,  remark ing the c losure mechanism, that  the chatbot  should  

requi re  “ fewer c l icks than Google” ,  which may imply  that  the i r  use of  the chatbot  was based on 

a presumpt ion that  the  chatbot  would serve  the same tasks.  This  p resumpt ion is  cer ta in ly  

reasonable,  cons ider ing  how the LLM is  t ra ined  on in ternet  resources,  and the impl icat ions of  

s imi lar  input /output  user  in ter faces,  yet  the capabi l i t ies  of  the AI  chatbot  do exceed those of  a  

search engine,  when i t  comes to  the abi l i ty  to  make sense of  data,  and formulate  sent iments .  

Since there  is  no  d i rect  compar ison to  AI  cha tbots  in  the i r  cur rent  p ract ice,  our  in formants  

were somewhat  apprehens ive in  explor ing  the  rad ica l  impacts  that  could  be in t roduced by  the  

technology,  th is  was par t icu lar ly  prominent  in  re la t ion to  in terpersonal  connect ions,  and 

‘human’  qual i t ies :  

“ I t  [ the cha tbot ]  should a lso not  destroy the soc ia l  fee l ing,  but  that  is  not  i ts  task. ”  

An argument  can be made for  LLMs to  be spec i f ica l ly  des igned wi th  these soc ia l  in teract ions 

in  mind,  a t tempt ing to  imi ta te human language,  however the  in formants  express a  def in i te  

prescr ip t ion that  i t  is  not  the chatbot 's  purpose t o  act  in  such manner.  Th is  can be seen as an 

issue of  the rad ica l  invent ion being inaugura ted as an ent i re  new system, ra ther  than 

developed to  improve upon ex is t ing s t ructu res (Bi jker  e t  a l .  1993,  p .  57) ,  and as a resul t ,  the  

ex is t ing s t ructures are  not  p redisposed to  nur ture the in t roduct ion  of  the invent ion.  
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7. DISCUSSION  
Fol lowing the analys is  o f  the  empir ica l  mater ia l ,  there a re some d iscuss ion e lements ,  

regard ing  the concepts  of  rad ica l  and  conserva t ive invent ions,  as wel l  as  some unexpected 

f ind ings,  which we wi l l  unpack in  the f o l lowing chapter .  

7.1 RADICAL OR CONVERSATIVE INVENTIONS 

The analys is  presen ts  the concepts  o f  rad ica l  and conserva t ive invent ions (6.4.3 Radica l  

Invent ions) .  We br ie f ly  in t roduced that  the ex is t ing s t ructures wi th in  the  genera l  pract ice were  

not  predisposed to  nur ture the in t roduct ion o f  rad ica l  invent ions.  In  th is  sect ion of  the 

d iscuss ion,  we wi l l  unpack th is  po int  fur ther .  

We def ine AI  chatbots  as a rad ica l  invent ion,  due to  how i t  p resents  the poss ib i l i ty  to  so lve  

tasks that  were not  p rev ious ly  poss ib le  to  so lve technologica l ly .  AI  chatbots  are,  a t  the t ime o f  

wr i t ing th is  thes is ,  the c losest  th ing to  imi ta t ing human in teract ion through text .  As an LLM, I t  

has the capabi l i ty  o f  access ing large amounts  of  in format ion,  and d isseminate i t  conc ise ly  in  

response to  a user  input .  However,  our  in formants  had apprehe ns ions towards env is ion ing the  

implementat ion of  the  chatbot ,  which we a t t r ibu ted to  the  fact  that  there were no comparable  

technologies in  p lace.  This  presents  the soc ia l  construct iv is t  argument ,  for  no  technologica l  

in tervent ion to  take p lace,  s ince the  genera l  p ract ice is  funct ion ing  wel l  a l ready.  However,  i f  

we enter ta in  a more technologica l ly  determin is t  approach,  i t  p resents  the quest ion of  whether  

the technology is  superf luous or  redundant ,  requi r ing an ent i re ly  d i f ferent  technology to  reach  

des i red outcomes,  o r  i f  the fea tures of  the technology enable i t  to  ca ter  to  user  needs.  An  

argument  could be made for  the la t ter ,  s ince GPT -4,  and other  vers ions of  GPT, a re pre -

t ra ined on  large  amounts  of  data,  envelop ing many d i f ferent  f ie lds  o f  expert ise,  and  wi th  the  

technica l  know-how,  a system, powered  by GPT,  could be  ta i lored  to  the  des i res expressed  by 

the genera l  p ract ice.  

However,  much of  the re luctance,  concern ing our  in formants ’  use of  the chatbot ,  re la ted to  

how i t  was  too  genera l ,  and d id  not  take  in to  account  the  unique  nuances of  the  genera l  

pract ice.  As such,  the counter ing argument  to  ta i lor ing a ChatGPT var iant  would be that  the  

sheer amount  o f  t ra in ing data,  as wel l  as  a  predispos i t ion to  no t  prov ide medica l  adv ice,  due  

to  a r isk  o f  mis in forma t ion,  makes for  a  too broad foundat ion.  Our empir ica l  ev idence points  

towards a system, which  is  t ra ined on spec i f ic  data,  both re la t ing to  the context  o f  the genera l  

pract ice in  quest ion,  bu t  a lso l imi ted to  the sources of  medica l  knowledge that  they t rus t .  

EXPECTATIONS AND RESULTS 

When we conducted  our  l i tera ture  rev iew,  we pr ior i t ised and  sor ted  through text  mater ia ls  

based on expectat ions  of  what  is  re levant  to  our  problem statement  and what  top ics  we 

expected to  d iscuss wi th  our  in formants .  However,  as ment ioned in  the Methods sect ion,  we  

chose an explorato ry  approach and le t  the  soc ia l  groups,  our  in fo rmants ,  show u s how they  

in terpret  the technology,  i ts  problems,  and the poss ib le  fu ture.  Al l  the whi le ,  we a lso had our  

personal  preconceived not ions.  As we wr i te  in  4 .1 Case Study and Fie ld  In t roduct ion ,  

F lyvb jerg (2006,  237)  addresses the subject  o f  preconcept ions  thr ough the  four th  

misconcept ion regard ing the b ias toward ver i f ica t ion of  these.  He then a rgues that  in  fac t  the 

oppos i te  usual ly  takes p lace and these not ions  become instead fa ls i f ied and i t  is  exact ly  the  

act iv i ty  o f  cast ing of f  these preconcept ions where the learn ing takes p lace and new ins ights  

are achieved ( ib id . ,  236 -237).  

In  h inds ight ,  th is  methodologica l  po int  is  a lso  someth ing that  descr ibes  our  process very  wel l .  

A l though we d id  not  form any expl ic i t  hypothes is ,  we d id  have var ious expectat ions abou t  the  
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pract i t ioner 's  Wizard  of  Oz in teract ions,  evalua t ion of  the technology as wel l  as  where they  

might  ident i fy  the key problems or  how they might  imagine the exemplary  ar te fact .  

 

The f i rs t  counte r in tu i t ive outcome was that  the  pract i t ioner  d id  not  expre ss any in terest  or  

worry  in  the poss ib i l i ty  o f  pat ients  se l f -d iagnos ing wi th  AI  chatbo ts  such as ChatGPT. They  

acknowledged tha t  se l f -d iagnos ing  has a lways  been an  issue,  even  in  an  analogue way  

through conversat ions wi th  one 's  fami ly  or  ne ighbours,  and wi th  the technology through the  

Google search engine.  However ,  cons ider ing  how the in formants  descr ibed meet ing of  

expectat ions as a  cruc ia l  e lement  in  consu l ta t ions and  how nuanced and somet imes 

problemat ic  i t  can be to  tack le  the s i tuat ions when pat ients  b e l ieve someth ing is  wrong and  

they need medica l  a t tent ion,  when in  fac t  they need reassurance and being heard,  i t  is  

noteworthy how quick ly  they d isregarded the technology ’s  threat  to  perpetuat ion of  these  

issues.  They expla ined how the in te rnet  makes the pat ients  t remendous ly  worr ied as the wors t  

scenar ios pop up as the f i rs t  search resul ts .  

In  addi t ion,  the  pract i t i oner  a lso  ment ioned in ternet  o f  th ings  and wearables g iv ing pat ients  

worr ies :  “They have access to  a l l  k inds of  data that  they don ' t  know how to respond to . ”  

The only  remark they had regard ing ChatGPT was say ing how sel f -d iagnos ing a l ready is  a  

problem.  

Some of  our  preconceived not ions  were thus  that  the  pract i t ioner  would become much more  

worr ied  about  AI  Chatbo ts  be ing access ib le  to  pat ients .  As  a l ready  ment ioned in  the Analys is ,  

they acknowledged i ts  humanl ike manner of  communicat ion as wel l  as  persuas iveness and  

untrustworth iness could  perpetuate problems re la ted to  se l f -d iagnos is .  Al though there a lso  

ex is ts  a  poss ib i l i ty  that  we fa i led  to  por t ray the capabi l i t ies  of  the technology proper ly  that  

could expla in  the d is in terest ,  we can s t i l l  conc lude that  what  we perce ived as a potent ia l ly  

s t rong threat  and expec ted catast rophic  fu ture scenar ios f rom the pract i t ioner ’s  perspect ive  

seems to s imply  be a human tendency that  is  we l l  known to the pract i t ioner ,  tak ing p lace wi th  

and wi thout  technology a l though s t i l l  made worse in  i ts  presence.  Therefore,  we  want  to  

h igh l ight  the va lue of  the case s tudy approach and acknowledge how i t  led to  many spec i f ic  

and in  th is  case unforeseen outcomes that  a ided  our  learn ing.  

Fur thermore,  when i t  came to the Wizard of  Oz in teract ions dur ing the workshop,  we obs erved  

that  the  pract i t ioner  o f ten seeked help  wi th  tasks that  would requi re  the chatbot  to  have  

access to  loca l  and pract ice -spec i f ic  knowledge and looked  for  ways i ts  answers  could be  

re levant  in  making the i r  job eas ier .  Here we expected that  the p ract i t i oner  would a t tempt  to  

chal lenge the chatbot  more on i ts  techné to  get  a  sense for  the depth of  i ts  knowledge,  such 

as a fo l low-up on the in terv iew where the need for  Google search engine was ment ioned  

regard ing rare  d iseases.  This  was however  aga in an impor tant  learn ing  as i t  shows how the  

pract i t ioner  in terprets  and thus constructs  the technology,  showing authent ica l ly  which areas 

are most  re levant  o r  problemat ic  for  the i r  pract ice and par t icu lar  context .  

Addi t ional ly ,  the in fo rmants  d id  not  seem to  p erce ive the par t icu lar  technology of  AI  chatbots  

as a threat ,  ra ther  they descr ibed the presence of  technologies,  both in  regard to  re la t ionships 

as wel l  as  the i r  work f low and genera l  operat ion as problemat ic ,  present ing us wi th  the key  

problems.  The in fo rmants  por t rayed how the growing presence of  techno logy creates a sh i f t  in  

the re la t ionship  where the pat ient  gets  access to  large  amounts  of  in format ion,  data,  and  

prev ious ly  unseen opt ions which they can  demand.  This  f ind ing was a lso par t ia l ly  

unant ic ipated,  s ince we expected more emphas is  on what  the consequences wi l l  be fo r  the  

pract i t ioner  when pat ien ts  get  access to  such powerfu l  technology.  In  i t s  current  form i t  was  

not  perce ived as a threat ,  but  ne i ther  as a mi rac le  so lut ion for  the p roblems of  the soc ia l  

groups.  In  th is  sense there was more emphasis  on the exemplary  ar te fact  and i ts  potent ia l  

appl icat ions wi th in  the p ract ice,  imagined outs ide of  the cur rent  technologica l  bounds.  
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This  leads us to  the next  unforeseen f ind ing,  wh ich is  how the technology was imagined as an 

omnipresent  too l  in  the fu ture,  a  too l  that  i s  one s tep ahead,  making the work of  the  

pract i t ioner  eas ier  th rough ant ic ipat ion.  The pract i t ioner  env is ioned how the technology should 

not  be in  the  way of  the phys ica l ,  face - to - face  in teract ions  and thus  they do not  des i re  to  

d i rect ly  engage wi th  i t  as  much.  

F ina l ly ,  when f i rs t  learn ing about  and present ing phrones is ,  we expected to  see how or  

whether  i t  could  be supp lemented or  potent ia l ly  subst i tu ted by machine  in te l l igence.  Or ra ther ,  

in  what  form wi l l  i t  ex is t  in  the  presence  of  such  in te l l igence.  What  we learned ins tead  is  tha t  

in  the context  o f  the par t icu lar  pract ice,  phrones is  is  s t i l l  a  human sk i l l  in  a  very  deep and  

profound way and  should be p rotected as  such.  I t  cons is ts  o f  va r ious sensory  inpu ts ,  

accumulated knowledge,  cont inu i ty  and thus  very  spe c i f ic  contextual i ty .  The sk i l l  was  

descr ibed as so nuanced that  the pract i t ioner  d id  not  see i t  as  be ing under threat  in  any way 

or  t ransforming  any t ime soon.  
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8. CONCLUSION 
In  l ine wi th  F lyvb jerg  (2006),  our  case  s tudy does not  a t tempt  to  p rove spec i f ic  c la ims but  

ra ther  to  ga in deep ins ights  and con text  spec i f ic  knowledge,  as  inherent  in  case s tud ies.  

Through the  knowledge acqui red in  th is  thes is ,  we a im to contr ibu te to  the  ongoing and  

dynamic development  of  the f ie ld  of  AI  chatbo ts  through a soc ia l -construct iv is t  lens.  

To reaf f i rm the purpose of  th is  s tudy,  we wi l l  res tate the problem formulat ion and research  

quest ions,  which are  as fo l lows:  

 

“How might  the fu tu re of  rap id l y  evolv ing AI  chatbots ,  in  the context  o f  a  genera l  pract ice in  

Northern  Jut land,  be co -env is ioned?”  

➢  How can soc ia l  and cu l tura l  aspects  wi th in  the soc ia l  group(s)  in form the construct ion 

of  the technologica l  a r te fact?  

➢  How might  the f ind ings wi th in  th is  th es is  in form the  susta inable  and respons ib le  

implementat ion of  AI  chatbots  in  genera l  p ract ice or  heal th  care?  

 

 In  address ing  the f i rs t  research quest ion,  wh ich focuses on the  in f luence of  soc ia l  and  

cu l tura l  fac to rs  on  the development  of  a  technologica l  a r te fact ,  we conducted an e thnographic  

case s tudy at  a  genera l  pract ice  in  Northern Jut land.  Through an in te rv iew and  a  workshop 

sess ion,  we employed  the methodologica l  and  theoret ica l  perspect ives of  e thnographic  co -

env is ion ing and the Soc ia l  Construct ion o f  Technology (SCOT) f ramework,  respect ive ly .  Our  

ob ject ive was  to  examine how the  soc ia l  g roups  at  the genera l  pract ice  env is ioned the fu ture  

of  the i r  pract ice  in  the  presence o f  AI  chatbo ts ,  spec i f ica l ly  ChatGPT. We d iscussed the  

convent ional  re t rospect i ve appl icat ion of  SCOT and ut i l ised i ts  key concepts  of  in terpretat ive 

f lex ib i l i ty ,  c losure and  s tab i l i ty ,  technologica l  f rames,  and soc ia l  g roups to  analyse the  

empir ica l  data  we co l lec ted.  Whi le  SCOT prov ided the  theoret ica l  bas is  for  f raming  our  

f ind ings,  the rap id ly  evo lv ing nature and ear ly -s tage implementat ion of  A I  chatbots  in  medica l  

contexts  necess i ta ted a  more forward - look ing  approach.  To  address  th is ,  we  employed the  

methodologica l  f ramework of  e thnographic  co -env is ion ing,  in t roduced in  An Anthro pology  o f  

Futures and Technology (4.2 Methodology) .  Th is  approach a l lowed us to  env is ion the  

uncerta in  fu ture  impl icat ions of  AI  chatbots  as a technologica l  ar te fact .  We conducted  

in terv iews to  ga in  contextual  ins ights  in to  the genera l  pract ice,  which in fo rmed the des ign of  

the workshop and p rov ided analy t ica l  unders tanding of  the curren t  s ta te.  The subsequent  

workshop a imed to  co -env is ion fu ture scenar ios wi th  the par t ic ipants  us ing methods such as 

the PLEX scenar io  technique and Wizard  of  Oz,  enabl ing exp lorat ion and enactment  o f  

potent ia l  scenar ios.  

Regard ing  the second research quest ion,  which  per ta ins to  the  way  the  f ind ings in  th is  thes is  

can in form the  susta inable and respons ib le  imp lementat ion of  AI  chatbots  in  genera l  pract ice 

or  heal thcare,  we present  our  spec i f ic  empir ica l  and analy t ica l  f ind ings.  When address ing the 

aspect  o f  susta inable implementat ion,  we cons ider  susta inabi l i ty  in  terms of  develop ing 

technology that  wi l l  remain v iab le in  the fu ture,  par t icu la r ly  wi th in  the context  o f  the  soc ia l  

groups at  the genera l  pract ice.  On the other  hand,  respons ib le  implementat ion refers  to  

achiev ing an eth ica l ,  soc ia l ,  and cu l tura l ly  appropr ia te in tegrat ion.  
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9. REFLECTIONS 
As techno-anth ropologis ts ,  we  seek not  on ly  to  focus on a reas of  technica l  ra t ional i ty ,  but  

ra ther  to  operate wi th in  a f ramework of  be ing re f lec t ive pract i t ioners  (Schön 1992).  As 

ref lec t ive pract i t ioners  we engage in  a pract ice of  re f lec t ion-on-pract ice ,  where the purpose is ,  

to  recognise the tac i t  aspects  of  our  profess iona l  pract ic e ( ib id . ) .  Addi t ional ly ,  we a lso re f lec t -

in-act ion ,  invo lv ing the  construct ion of  appropr ia te methodology,  and  theory ,  for  the g iven  

case in  quest ion ( ib id . ) .  The fo l lowing ref lec t ive chapter  wi l l  make these aspects  expl ic i t ,  to 

i l luminate how the  p ro ject  was constructed,  what  might  have been done d i f ferent ly ,  and how 

th is  s tudy might  contr ibu te to  fur ther  creat ion of  knowledge.  

9.1 THE UNPREDICTABLE FUTURE  

The unique va lue  of  a  techno -anthropologica l  approach is  that  we  seek to  br idge gaps  between 

determin is t ic  technolog ica l  v iews,  and more abstract  ideas of  technology,  concern ing 

empir ica l ly  grounded o bservat ions.  Dur ing th is  s tudy,  we adopted  the methodologica l  and  

theoret ica l  approaches  of  e thnographic  co -env is ion ing (4.2 Methodology) ,  and the soc ia l  

construct ion of  technology (SCOT) (5.  SCOT Theory) ,  to  approach the rap id ly  develop ing 

technology of  AI  chatbots  by grounding our  f i nd ings in  empir ica l  mater ia l ,  whi le  making i t  

tangib le  through the theoret ica l  f raming of  SCOT. In  a l ignment  wi th  co -env is ion ing,  we seek to 

chal lenge the  approach  of  technologica l  dete rmin ism, however,  we  do not  sugg est  a  rad ica l  

soc ia l  construct iv is t  in te rvent ion,but  ra ther  to  make these soc ia l ly  const ructed co -env is ion ings  

tangib le ,  and able to  in form the development  of  technology.  

Throughout  the case s tudy,  we exper ienced s t ruggles,  par t icu lar ly  re la t ing to  f ind ing ex is t ing  

theoret ica l  f rameworks that  were inc l ined  towards imagin ing fu tures in  case -spec i f ic  s tud ies.  

As par t  o f  our  re f lec t ion -on-pract ice,  we  eventual ly  set t led on  the  theoret ica l  f ramework o f  

SCOT, wi th  the  imperat ive marr iage wi th  our  methodologica l  approach of  e thnographic  co -

env is ion ing.  This  was done to  repurpose the convent ional ly  re t rospect ive approach of  SCOT 

wi th  an anthropologica l  methodology that  enabled us t o  invest igate  fu tures,  as par t  o f  work ing  

wi th  a rap id ly  evolv ing technology,  wi th  a tempora l  context  that  is  d i f f icu l t  to  predic t .  

Pract ica l ly ,  we in t roduced the approach of  engag ing wi th  the technology as a snapshot ,  where  

we used  the  cut t ing-edge s tate  of  our  technology,  GPT-4,  to  explore  potent ia l  impacts  o f  th is  

s ta te .  This  was poss ib le  as a d i rect  resul t  o f  inherent  qual i t ies ,  and features,  o f  the 

technology in  quest ion,  AI  chatbots  based on Large Language Models ,  as they seek to  be 

widely  appl icable to  d i f ferent  contexts .  Subsequent ly ,  we were able  to  use the inherent  

features to  apply  the technology to  our  case s tudy,  by prompt ing the chatbot  to  act  as an 

ar t i f ic ia l ly  in te l l igen t  ass is tant ,  in  genera l  p ract ice in  Denmark,  who has the  purpo se  of  

adv is ing a genera l  pract i t ioner  in  the i r  workday .  

9.2 EMPIRICAL DATA GENERATION 

As part  o f  re f lec t ing - in-act ion,  we made cer ta in  dec is ions,  dur ing the case s tudy,  that  

impacted how the  pro ject  developed.  Par t icu lar l y ,  when i t  came to  the  methods we used,  and  

how we employed the methods,  we engaged in  cer ta in  techniques that  proved t o  have an 

impact  on the generated empir ica l  data.  For  the workshop,  we used the PLEX scenar io  

technique (Lucero and Arrasvuor i  2010),  as  a means to  engage our  in fo rmants  in  construct ing  

rea l - l i fe  scenar ios,  as  par t  o f  the  process of  co -env is ion ing (Lanzeni  e t  a l .  2022).  Dur ing the  

workshop debr ie f ,  the in formants  expressed that  they d id  not  par t icu lar l y  see the va lue of  the  

PLEX scenar io  technique,  but  ra ther  en joyed  the Wizard  of  Oz,  and the conversat ions  

surrounding the workshop.  This  resul ted in  empir ica l  data,  which was less t ied to  the  resul t ing  

constructed scenar ios,  whi le  more re l iant  on the conversat ions.  This  led to  a coding p rocess,  
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and subsequent  themat ic  analys is ,  which  d id  no t  invo lve the i r  const ructed scenar ios.  Whether  

the reasons  for  th is  re l uctance were  not  understanding the  ru les,  or  s imply  not  en joy ing  the  

technique,  the  conversat ions dur ing  the p rocess turned ou t  to  be va luable.  However,  an  

a l ternat ive approach to  env is ion ing these scenar ios could have been benef ic ia l ,  s ince we 

wanted a rec iprocal  re la t ionship wi th  our  par t ic ipants ,  not  on ly  in  prov id ing ef f icacy in  terms of 

a l lowing them to express the i r  op in ions  and env is ion ing,  but  a lso in  re la t ion to  p rov id ing a  

p leasant  exper ience.  

Another  re f lec t ion on the workshop was that  the  par t ic ipants  appeared to  s t ruggle wi th  how to  

formulate prompts  in  ChatGPT, which  was a lso a po int  brought  up by (Parv ia inen and Ranta la  

2022).  We,  as fac i l i ta tors  of  the workshop,  had ins ights  in to  how to formulate cer ta in  prompts,  

to  receive more contextual ly  appropr ia te and usefu l  responses,  as wel l  as  to  remedy some of  

the i r  issues wi th  the chatbot .  To a l low our  in formants  to  be the  pr imary in f luence on the  

empir ica l  data,  we dec ided not  to  in t rude,  and suggest  so lut ions for  the i r  issues.  Ul t imate ly ,  

we found th is  approach to  be preferable,  s ince the f rust ra t ions,  on the par t  o f  our  in formants ,  

prov ided ins ights  in to  fundamenta l  d iscrepanc ies between the fea tures of  the technology,  and  

the des i res of  our  in fo rmants .  Also,  i t  a l lowed us an aut hent ic  v iew of  how the in formants  

in terpreted  the technology.  This  a lso led to  the  f ind ing,  re la t ing to  rad ica l  and conservat ive  

invent ions,  that  the  in formants  approached the technology  through the i r  most  re la tab le  

compar ison,  the  Google  search engine.  Ho wever,  fo r  fu ture  s tud ies,  i t  might  be  va luable  to  

br ie f ly  educate in formants  on how to create prompts,  to  be able to  le t  them invest igate the  

capabi l i t ies  of  the technology to  a fu l ler  extent .  

9.3 FUTURE WORKS 

This  case s tudy re l ied on invest igat ing a spec i f ic  context ,  to  contr ibute to  the sc ient i f ic  corpus 

of  re la ted research.  We could no t  cover  a l l  aspects  of  a l l  the  c i rcumstances re la t ing  to  our  

research area and as a resul t ,  we del imi ted the s tudy t o  the context  o f  a  case.  Wi th th is  in 

mind,  we have  some propos i t ions for  research that  could  expand on  th is  s tudy,  to  unpack  the  

top ic  fur ther .  

As par t  o f  our  theore t i ca l  f raming  wi th  SCOT,  we ident i f ied  a  mul t i tude of  d i f feren t  soc ia l  

groups,  many of  which we chose to  exc lude f rom the case s tudy,  as par t  o f  de l imi t ing  our  

case.  Notably ,  we chose  to  not  focus on the pat ient  perspect ive at  the genera l  pract ice,  which  

was pr imar i ly  as a resul t  o f  th is  perspect ive being very  prominen t  focal  po ints  wi th in  the  

re la ted works that  we presented in  our  background chapter .  Since re la t ions were a recurr ing  

theme, and pa t ients  a re an essent ia l  e lement  wi th in  a genera l  p ract ice,  commit t ing to  

invest igat ing how the  technology impacts  the  perspect ive  of  the pa t ients ,  coul d  prov ide  

supplementa l  ins ights  in to  these re la t ions.  

Addi t ional ly ,  combin ing the two perspect ives,  o f  the genera l  pract ice,  and pat ients ,  

respect ive ly ,  could contextual ise the re la t ions  to  a h igher degree.  Through observat ional  

s tud ies of  a  consul ta t ion,  a t  a  genera l  pract ice,  the s tudy of  the user ’s  pract ice could  be  

unpacked wi th  a h igher degree of  va l id i ty ,  as  i t  would prov ide d i rect  ins ights ,  as opposed to  

verbal  exchange.  

A d i rect  approach to  cont inu ing the s tudy in to  the genera l  pract ice,  would be to  s tudy a l l  the  

d i f ferent  soc ia l  groups,  that  were iden t i f ied,  as par t  o f  SCOT. Our  ethnographic  process was 

s t ructured th rough an  in terv iew and  a workshop,  which inc luded two of  the soc ia l  groups,  the  

GP,  and the MS, respect ive ly .  However,  inc lud ing these t wo soc ia l  groups in  the same 

conversat ions,  led to  consensus in  in terpretat ions of  the technology,  which l imi ted  the  

potent ia l  to  invest igate  the f lex ib i l i ty  o f  i ts  in terpretat ion  wi th in  the  genera l  pract ice.  Iso la t ing  

the soc ia l  groups,  as  par t  o f  genera t ing empir ica l  data,  could  contr ibute to  a deeper  

understanding in to the in terpretat ive f lex ib i l i ty  that  is  present  amongst  the soc ia l  groups.  
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Another  soc ia l  group,  that  could be invest igated,  as a next  s tep,  would be developers  of  the 

technology.  Tradi t ional l y ,  a  more determin is t  soc ia l  group,  i t  could prov ide a complete ly  

d i f ferent  perspect ive on  the area of  AI  chatbots  in  genera l  pract ice,  and i t  would p rov ide a 

perspect ive f rom a group that  inherent ly  has deeper ins ights  in to  the  technology.  One could  

addi t ional ly  prov ide th is  thes is ,  and d iscuss the resul ts ,  to  engage wi th  the f ind ings.  

Fur ther ,  one could a lso  s t ructure workshops,  inc lud ing mul t ip le  soc ia l  groups,  to  fac i l i ta te  

d ia logue of  po tent ia l ly  cont rad ic tory  perspect ives,  which could  in fo rm aspects  of  soc ia l  

construct iv is t  e thnographic  co -env is ion ing.  Potent ia l ly  invo lv ing a  d i f ferent  genera l  pract ice,  to  

invest igate whether  the  f ind ings,  made in  th is  thes is ,  are congruent  or  d ivergent  wi th  other ,  

s imi lar ,  contexts ,  could  contr ibute to  an understanding of  how genera l  pract ices re la te to  AI  

chatbots ,  in  a  more genera l  sense.  

Last ly ,  we have repeatedly  re ferred to  AI  chatbots  as a rap id ly  evolv ing technology,  

par t icu lar ly  in  recent  years .  We engaged wi th  GPT -4,  which was the  cut t ing-edge  s tate o f  

avai lab le AI  cha tbots ,  a t  the t ime of  wr i t i ng th is  thes is .  Repeat ing,  and re i terat ing  case  

s tud ies,  s imi lar  to  th is  pro ject ,  as  the technology evolves,  could prov ide in terest ing f ind ings 

in to  how perspect ives  might  change,  and the im pacts  brought  on by  the  cont inuous evolut ion .  

Addi t ional ly ,  the in t roduct ion of  the publ ic ly  avai lab le ChatGPT has accelerated d iscuss ions 

surrounding the concept  o f  Art i f ic ia l  Genera l  In te l l igence  (AGI) ,  which seeks a model  for  

recreat ing,  ra ther  than  imi ta t ing,  human in te l l igence (F igure  9.1) .  AGI would presen t  an even  

more rad ica l  invent ion  that  could br ing  on a  paradigm shi f t ,  which would fur ther  re in force the  

importance of  be ing able  to  s tudy fu tures,  and rap id ly  evolv ing technologies.  

 
Figure 6:Document  en tr ies  on Scopus,  concern ing the exact  l i terature search of  “Ar t i f ic ia l  
Genera l  In te l l igence”,  us ing the Analyse funct ion to  i l lus t ra te documents  re leased by year ,  
wi th in  the scope o f  2012 -2022.  
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