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Abstract

This thesis explores a nonlocal nonlinear thermal diffusion law inspired by peridy-
namics, a nonlocal reformulation of classical mechanics. The primary objective is
to establish an existence theory for nonlocal equilibrium states based on the Dirich-
let principle of minimum energy. By rigorously defining and analyzing nonlocal
analogues of gradient and divergence operators, we prove the existence and unique-
ness of nonlocal equilibrium states, characterizing them as weak solutions to a non-
local p-Laplacian law. Dual formulations are derived using Kelvin’s principle of
minimum complementary energy, and their well-posedness is established through
the Ladyzhenskaya-Babuška-Brezzi theory and Fenchel-Rockafellar duality. Further-
more, we demonstrate the convergence of nonlocal equilibrium states to their local
counterparts as the nonlocal interaction horizon vanishes, drawing on relevant results
from Bourgain-Brezis-Mironescu and Ponce.

The scope narrows down to linear diffusion, specifically focusing on the formula-
tion and analysis of nonlocal optimal control and obstacle problems. Interestingly,
the analysis of linear-quadratic optimal distributed control problems closely mirrors
the corresponding local analysis. However, for locally ill-posed nonlinear control in
conductivity, nonlocal analogues yield practical solutions without additional regular-
ization. Similarly, we analyze nonlocal obstacle problems with minimal assumptions
on the obstacles. We argue that nonlocal modeling proves advantageous in consid-
ering discontinuous conductivities and obstacles, which pose challenges in the local
theory.

Lastly, the thesis investigates the numerical approximation of equilibrium states.
We demonstrate the extension of the finite element method to the nonlocal case,
albeit with increased computational costs. Rigorous analysis confirms the conver-
gence of finite element approximations to the nonlocal equilibrium state, and this
is supported by a series of numerical experiments. Additionally, we apply the non-
local finite element approximations to solve nonlocal optimal control and obstacle
problems.
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Chapter 1

Introduction

In recent decades, there has been a surge in the formulation and application of models
characterized by a notion of nonlocality. Nonlocality arises in the modeling of long-
range interactions, which are present in a wide variety of contexts. We mention
their application in image processing [42] and stochastic processes [52, 53], as well as
physical phenomena such as phase transition [9, 19], material fracture [60, 65], and
anomalous diffusion arising in flows in porous media, subsurface transport, emulsions,
and more [13, 31, 53, 69]. The presence of anomalous diffusion invalidates classical
local modeling via Fick’s law in the language of a partial differential equation (PDE).
In contrast, nonlocal models are of integral form. Relaxed regularity requirements
allow for improved modeling capabilities, especially for discontinuities.

One of the most exciting applications is the attempt to reformulate classical
continuum mechanics from a nonlocal theory [34, 35, 49, 50]. Recently, much at-
tention has been given to the theory of peridynamics [65, 66], which is a nonlocal
reformulation of continuum mechanics that does not require spatial derivatives in its
formulation. Here, nonlocality appears in a reformulated equation of motion in the
form of long-range material bonds, characterized by a force function that includes all
material properties. This allows peridynamics to describe a wide range of material
behavior. A characteristic of peridynamics is that a material point can only form
bonds within the interaction horizon. This property makes peridynamics a gener-
alizing theory, since classical elasticity theory can be recovered in the limit when
the interaction horizon vanishes. We refer to [51] for an overview of the theory and
applications of peridynamics.

Of particular interest in this thesis is the extension of peridynamic theory to
thermal diffusion, specifically its equilibrium states. As such, this thesis constructs
a mathematical framework for a general nonlocal diffusion law. The generality of
the model lies in the description of the diffusion by a nonlocal p-Laplacian law.
We consider nonlocal material conductivity distributions, and an extended notion of
Dirichlet boundary conditions for nonlocal boundary value problems. We approach
the construction by introducing nonlocal analogues of the gradient and divergence
operators, as well as a notion of nonlocal heat flux as in [33, 39, 45]. Through these,
equilibrium states are defined by variational principles of minimum energy. In addi-
tion, we obtain equivalent variational formulations that mimic the weak formulations
of classical PDE theory. In the spirit of peridynamics, we will similarly study the
limiting behavior of nonlocal diffusion as the interaction horizon vanishes.
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1.1. Outline

The mathematical validity of the variational principles is paramount. Therefore,
we aim to prove results on existence and uniqueness. We will see that, in the eyes
of the classical calculus of variations, its nonlocal counterpart has surprising quali-
ties [57]. The direct method of Tonelli will be our main tool. Therefore, the notions
of continuity and compactness will recur throughout the thesis. First and foremost,
we establish the well-posedness of the variational formulation of our nonlocal diffu-
sion law and its dual formulation presented in [39]. Second, we restrict ourselves to
the case of linear diffusion and study its application in the field of optimal control.
We treat the prototypical problem of linear-quadratic optimal source control and the
nonlinear problem of conductivity identification. In addition, we will study how the
dual formulation in term of thermal fluxes aids in the analysis of the saddle-point
problem of Céa and Malanowski [22]. Finally, we study how the relaxed regularity
of the nonlocal framework applies to obstacle problems.

Of practical interest, we will also explore the numerical simulation of the non-
local diffusion model. Its variational formulations are tractable for Galerkin-type
approximations. In particular, we will use a finite element method (FEM) to ap-
proximate the nonlocal equilibrium states. Computationally, the nonlocal FEM is
more complicated than its local counterpart due to the nonlocal interactions [30, 7].
Implementation methods to overcome these challenges are under active research, and
only in the last few years have nonlocal FEM codes become publicly available. We
include numerical experiments to settle implementation details and to explore the
convergence rate of our Galerkin scheme. Finally, we will use our nonlocal FEM im-
plementation to approximate solutions to optimal distributed control problems and
obstacle problems.

1.1 Outline

We realize that nonlocal modeling may be a new concept to the reader, and therefore
Chapter 2 serves as a gentle introduction. The scope is limited to one dimension,
with the goal of defining a nonlocal derivative analog and establishing an existence
theory for its variational problems. Chapter 3 defines the nonlocal gradient and for-
mulates the thermal diffusion law in terms of the Dirichlet principle. In addition, the
notion of nonlocal fluxes is introduced together with the nonlocal divergence opera-
tor, allowing a dual formulation of the diffusion law. The existence and uniqueness of
equilibrium states is established, and the convergence to the limiting local problem
is studied. Chapter 4 deals with the formulation and analysis of nonlocal optimal
control problems and obstacle problems. Special emphasis is given to the nonlinear
problems of parameter identification. In Chapter 5, we discuss the implementation
of the finite element method for simulation of nonlocal diffusion. We perform numer-
ical experiments to show convergence and to approximate solutions to both optimal
control and obstacle problems.

2



Chapter 2

An introduction to nonlocality

The following chapter is a brief introduction to the notion of nonlocality. The goal
is to define a one-dimensional nonlocal framework which will serve to illustrate key
differences between the classical calculus of variations and its nonlocal counterpart.
We first introduce the notion of a nonlocal derivative operator which we use to define
a class of nonlocal boundary value problems. We proceed by developing an existence
theory for their solutions. This involves identifying suitable state spaces in which the
direct method in the calculus of variations can be applied. Rather surprisingly, we
discover that nonlocal versions of classically unsolvable problems are solvable. The
chapter follows the discussion in [57].

2.1 Nonlocal derivatives

Throughout this chapter we will consider a fixed domain, the interval Ω = (0, 1).
Classically, we say that a function u : Ω → R is differentiable at a point x ∈ Ω if the
limit

u′(x) = lim
x′→x

u(x)− u(x′)

x− x′

exists and is finite. Hence, the derivative u′(x) is dependant on the pointwise regu-
larity of u near x for its existence. Modelling via the derivative is therefore limited
in its application, as points of discontinuity or cusps do not admit derivatives. An
extended definition adopted in the analysis of PDEs is the notion of the weak deriva-
tive. We say that u admits a weak derivative if there exists a locally integrable
function u′ : Ω → R, which satisfies an integration by parts formula∫ 1

0
u(x)ϕ′(x) dx = −

∫ 1

0
u′(x)ϕ(x) dx, ∀ϕ ∈ C∞

c (Ω).

Here, C∞
c (Ω) represents the space of infinitely differentiable functions with compact

support in Ω. It is worth noting that if a function u is continuously differentiable,
its weak derivative coincides with its usual derivative. However, the concept of weak
derivative extends to nondifferentiable functions as well. However, it is important to
highlight that functions with jump discontinuities do not possess weak derivatives.
Note, both of these derivative notions depend on behavior in infinitesimally small
neighborhoods. Therefore, we refer to modeling with these notions as local. Our
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2.1. Nonlocal derivatives

goal is to redefine the notion of derivative to incorporate nonlocal interactions. Non-
locality takes a variety of forms in the literature, but our preliminary presentation
considers the following simple idea.

Definition 2.1. Let u : Ω → R be a measurable function. Then we define its
nonlocal derivative at a distinct pair of points (x, x′) ∈ Ω× Ω as

Gu(x, x′) = u(x)− u(x′)

x− x′
.

Remark that the nonlocal derivative shares properties with the usual local deriva-
tive. First, it is clear from its definition that it may be seen as a linear operator on
functions. Second, if the nonlocal derivative Gu vanishes everywhere on the domain
Ω, then u is constant. Unlike the local derivative, the nonlocal derivative depends
on two points in the domain. Therefore, we cannot just simply substitute it for the
usual derivative in classical local problems. Consider the following example.

Example 2.2. The Dirichlet principle is a classical problem in variational calculus,
and its study led to the development of the direct method of calculus of variations.
We will formulate it through the elliptic Laplace equation

−u′′ = 0, in Ω,

u(0) = 0, u(1) = 1.
(2.1)

The Dirichlet principle states that the unique solution to (2.1) is also the unique
equilibrium state satisfying a minimum energy principle. That is, we find it as a
solution to

min
u∈W 1,2(Ω)

I(u) =
1

2

∫ 1

0
|u′(x)|2 dx,

s.t. u(0) = 0, u(1) = 1.

(2.2)

The solution is sought in the Sobolev space W 1,2(Ω), and the integral I is referred
to as the Dirichlet energy. Since we have a nonlocal notion of the derivative, we
may adapt the variational formulation of (2.2) to the nonlocal setting. However,
the nonlocal derivative is defined with an additional argument, and therefore its
analogous problem requires an additional integral to be defined.

The simple nonlocal extension of (2.2) is

min
u∈U

J(u) =
1

2

∫ 1

0

∫ 1

0

∣∣Gu(x, x′)∣∣2 dx′ dx,

s.t. u(0) = 0, u(1) = 1,

(2.3)

and we will refer to the integral J as the nonlocal Dirichlet energy. At the moment
it is unclear in which space U the solution u is sought. We note that the formulation
in (2.3) explicitly requires two forms of regularity. First, we want to enforce pointwise
boundary conditions. Obviously, this disqualifies candidates like the Lebesgue spaces
Lp(Ω) for p ∈ [1,∞]. Second, the nonlocal Dirichlet energy has to be a proper
functional, that is J(u) <∞ for some u ∈ U . The last requirement is settled by the
following definition inspired by the Sobolev spaces.

4



2. An introduction to nonlocality M. Schytt

Definition 2.3. Let p ∈ (1,∞) and define the space

NW 1,p(Ω) = {u ∈ Lp(Ω) |Gu ∈ Lp(Ω× Ω)},

with norm

∥u∥NW 1,p(Ω) = ∥u∥Lp(Ω) + ∥Gu∥Lp(Ω×Ω) .

The choice U = NW 1,2(Ω) makes J proper, but again we are left with the
question of how boundary conditions can be enforced. It is well-known that the
Sobolev trace theory allows the association of boundary values to equivalence classes
of functions, as long as they are regular. Similarly we will see for NW 1,p(Ω), as
long as p ∈ (1,∞) is sufficiently large. For this, we recall the fractional Sobolev
spaces W s,p(Ω) with exponent p ∈ (1,∞) and fractional exponent s ∈ (0, 1). They
are reflexive Banach spaces defined by their norm

∥u∥W s,p(Ω) =
(
∥u∥pLp(Ω) + |u|pW s,p(Ω)

)1/p
,

where the Gagliardo seminorm is defined

|u|W s,p(Ω) =

(∫
Ω

∫
Ω

|u(x)− u(x′)|p
|x− x′|1+sp

dx′ dx

)1/p

.

We remark the connection between the Gagliardo seminorm and the Lebesgue norm
of the nonlocal derivative. Indeed, we have the following correspondence

∥Gδu∥Lp(Ω×Ω) = |u|W 1/p∗,p(Ω),

where p∗ ∈ (1,∞) is the conjugate exponent of p defined by

1 =
1

p
+

1

p∗
.

Thus NW 1,p(Ω) coincides with the fractional Sobolev space W 1/p∗,p(Ω) due to the
equivalence of their norms. Since W 1/p∗,p(Ω) is a reflexive Banach space, so is
NW 1,p(Ω). Unfortunately, the space we are interested in, NW 1,2(Ω) = W 1/2,2(Ω),
is notoriously problematic from a regularity viewpoint. Indeed, for all s ≤ 1/2, the
space W s,2(Ω) contains discontinuous functions, which invalidates the enforcement
of pointwise boundary conditions. However, there are other combinations of expo-
nents that are useful in this case. The fractional Sobolev spaces enjoy the following
embedding result.

Theorem 2.4. Let s ∈ (0, 1) and p ∈ (1,∞). Then we have the following embedding
results.

(i) Assume q ∈ (1, p]. Then the fractional Sobolev space W s,p(Ω) is compactly
embedded in Lq(Ω), i.e. every bounded set in W s,p(Ω) is relatively compact in
Lq(Ω).

(ii) Assume sp > 1. Then the fractional Sobolev space W s,p(Ω) is continuously
embedded in C0,α(Ω) with α = (sp− 1)/p, i.e. there exists C > 0 such that

∥u∥C0,α(Ω) ≤ C ∥u∥W s,p(Ω) , ∀u ∈W s,p(Ω).
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2.2. Nonlocal variational calculus

Proof. The proofs may be found in the excellent introductory monograph on frac-
tional Sobolev spaces [32].

Here, we note that C0,α(Ω) with α ≤ 1 denotes the space of α-Hölder continuous
functions. By juggling the exponents, we find a straightforward corollary that applies
to our current situation.

Corollary 2.5. Let p > 2. Then NW 1,p(Ω) is compactly embedded in Lp(Ω), and
continuously embedded in C0,α(Ω) with α = (p− 2)/p.

Proof. Recall that NW 1,p(Ω) = W s,p(Ω) with s = 1/p∗ = 1 − 1/p. Theorem 2.4(i)
then gives the compact embedding. Since p > 2, we have sp = p− 1 > 1, which by
Theorem 2.4(ii) guarantees the continuous embedding of W s,p(Ω) in C0,α(Ω) with
α = (sp− 1)/p = (p− 2)/p.

As a consequence of Corollary 2.5 we see that functions in NW 1,p(Ω) admit
Hölder continuous representatives whenever the exponent p > 2. Their boundary
values are uniquely determined by continuity, and therefore we can impose bound-
ary conditions. Unfortunately, we had to sacrifice the possibility of irregularity in the
process. In subsequent chapters we adopt another framework for boundary condi-
tions, so that we can impose boundary conditions, even in the absence of continuity.

With this in mind, we can now study the nonlocal Dirichlet principle (2.3) with
a slight modification. For exponents p > 2, the problem becomes

min
u∈NW 1,p(Ω)

J(u) =
1

p

∫ 1

0

∫ 1

0

∣∣Gu(x, x′)∣∣p dx′ dx,

s.t. u(0) = 0, u(1) = 1,

(2.4)

This modified problem is well defined since the functional J is proper and the bound-
ary conditions can be imposed. However, it is important to investigate whether the
problem admits any solutions.

2.2 Nonlocal variational calculus

We now proceed to develop an initial calculus of variations for problems governing
the nonlocal derivative. We fix the exponent p > 2 and consider end-point boundary
conditions u(0) = a and u(1) = b for a, b ∈ R. We study the general problem

min
u∈NW 1,p(Ω)

J(u) =

∫ 1

0

∫ 1

0
F (x, u(x),Gu(x, x′)) dx′ dx,

s.t. u(0) = a, u(1) = b.

(2.5)

Here, we assume that the integrand F : Ω× R× R → R is Carathéodory, that is
measurable in its first variable and continuous in the remaining. Additionally, we
assume that F satisfies the coercivity condition: There exists some α > 0 and β ∈ R
such that

F (x, u, U) ≥ α|U |p + β, ∀(x, u, U) ∈ Ω× R× R. (2.6)
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2. An introduction to nonlocality M. Schytt

To demonstrate that (2.5) admits solutions, we will utilize the direct method
of the calculus of variations. Therefore, we need some notion of continuity of the
functional J . Surprisingly, it can be obtained under very limited assumptions. The
reason, presented in the following lemma, lies in the nature of the nonlocal derivative.

Lemma 2.6. Let {uk}k∈N be a bounded sequence in NW 1,p(Ω). Then there exists a
subsequence {uk′}k′∈N, and some u ∈ NW 1,p, such that as k′ → ∞:

(i) The subsequence uk′ converges to u in Lp(Ω).

(ii) The subsequence {Guk′}k′∈N converges pointwise to Gu for a.e. (x, x′) ∈ Ω×Ω.

(iii) The subsequence {Guk′}k′∈N converges weakly to Gu in Lp(Ω× Ω).

Proof. By assumption and Corollary 2.5 we know that {uk}k∈N is relatively com-
pact in Lp(Ω). Therefore, for (i), we see that there exists some u ∈ Lp(Ω) which
is the strong and a.e. pointwise limit of some extracted subsequence {uk′}k′∈N.
The pointwise convergence of {uk′}k′∈N immediately gives us the pointwise conver-
gence of nonlocal derivatives. Indeed, for almost all x, x′ ∈ Ω × Ω the convergence
Guk′(x, x′) → Gu(x, x′) follows from the linearity of the limit, and therefore (ii)
holds. Lastly, for (iii) we note {Guk′}k′∈N is bounded in Lp(Ω × Ω), which due to
its pointwise convergence and Egorov’s theorem also implies the weak convergence
Guk′ ⇀ Gu in Lp(Ω×Ω), see e.g. [46, Theorem 13.44]. Consequently, Gu ∈ Lp(Ω×Ω)
which proves the claim u ∈ NW 1,p.

This lemma marks a watershed between the nonlocal and local theory. Notably,
we obtain the pointwise convergence of nonlocal derivatives, purely by pointwise
convergence of the functions. A similar situation in the Sobolev space W 1,p(Ω)
yields only points (i) and (iii), but not (ii). With pointwise convergence of nonlocal
derivatives, lower semicontinuity can be established for the functional J by Fatou’s
lemma.

Proposition 2.7. Let J be given as in (2.5), and assume that the integrand F is
bounded from below. Then we have the following lower semicontinuity properties.

(i) J is weakly lower semicontinuous in NW 1,p(Ω).

(ii) J is lower semicontinuous in Lp(Ω).

Proof. For (i) let u ∈ NW 1,p(Ω) and assume uk ⇀ u in NW 1,p(Ω) for some se-
quence {uk}k∈N. By weak convergence {uk}k∈N is bounded in NW 1,p(Ω) and by
Lemma 2.6 we know that we may extract a subsequence {uk′}k′∈N for which Guk′
converges weakly and pointwise to Gv for some v ∈ NW 1,p(Ω). However, the strong
convergence of Lemma 2.6(i) implies that uk′ converges weakly to v in Lp(Ω), which
implies u = v due to the continuous embedding of NW 1,p(Ω) in Lp(Ω). In summary,
we have all of the convergence results of Lemma 2.6 with the original limiting point
u ∈ NW 1,p(Ω). If J(uk) → ∞ then lower semicontinuity is immediate. Therefore
we assume WLOG that J(uk) ≤ M uniformly for all k ∈ N for some M ∈ R. The
pointwise convergence of the sequence and its nonlocal derivatives, together with the
continuity of F , gives us the pointwise convergence of the integrand

lim
k′→∞

F (x, uk′(x),Guk′(x, x′)) = F (x, u(x),Gu(x, x′)), (2.7)

7



2.2. Nonlocal variational calculus

for almost all (x, x′) ∈ Ω × Ω. Since F is bounded below, we can apply Fatou’s
lemma and the pointwise limit in (2.7) to obtain

J(u) =

∫ 1

0

∫ 1

0
F (x, u(x),Gu(x, x′)) dx′ dx

≤ lim inf
k′→∞

∫ 1

0

∫ 1

0
F (x, uk′(x),Guk′(x, x′)) dx′ dx

= lim inf
k′→∞

J(uk′).

Since J(uk) is bounded below, we could initially choose the subsequence {uk′}k′∈N
from a minimizing sequence converging towards lim infk→∞ J(uk). The above argu-
ments would still hold, and we would additionally have

lim inf
k′→∞

J(uk′) = lim inf
k→∞

J(uk),

which completes the proof of (i). For (ii) we realize that uk → u in Lp(Ω) implies
uk′(x) → u(x) a.e. in Ω for some subsequence, which in turn implies the pointwise
convergence Guk′ → Gu. The proof now follows exactly as for (i).

Remark that in contrast to the local theory, we obtain weak lower semicontinuity
without a convexity assumption. This is striking, since some notion of convexity is
necessary for semicontinuity in the local theory [25].

The next step towards applying the direct method is to ensure appropriate com-
pactness of minimizing sequences. Here, a coercivity property of the functional J is
crucial. The polynomial coercivity of F given by (2.6) may at first seem insufficient.
Indeed, with it we obtain

J(u) ≥ α ∥Gu∥pLp(Ω×Ω) + β, ∀u ∈ NW 1,p(Ω). (2.8)

However, for coercivity we want J(u) → ∞ as the norm ∥u∥NW 1,p(Ω) → ∞. But
the norm on NW 1,p(Ω) also relies on ∥u∥Lp(Ω), which is not considered in (2.8).
Fortunately, we have nonlocal analogues of the Poincaré inequalities that resolve
this debacle.

Proposition 2.8. Let M be a closed subspace of NW 1,p(Ω) for which the only
constant function in M is identically zero. Then there exists some C > 0 such that

∥u∥Lp(Ω) ≤ C ∥Gu∥Lp(Ω×Ω) , ∀u ∈ M.

Proof. We employ the usual proof by contradiction for Poincaré-type inequalities.
Hence for contradiction, we assume that there exists some sequence {uk}k∈N in M
all with ∥uk∥Lp(Ω) = 1, such that

∥Guk∥Lp(Ω×Ω) ≤
1

k
, ∀k ∈ N.

This sequence is bounded in NW 1,p(Ω), hence we apply Lemma 2.6(i) to obtain
a subsequence for which uk′ → u ∈ Lp(Ω). Both {uk′}k′∈N and {Guk′}k′∈N are
convergent in Lp(Ω) and Lp(Ω× Ω), respectively, as Guk′ → 0 in Lp(Ω× Ω). Since
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2. An introduction to nonlocality M. Schytt

NW 1,p(Ω) is Banach, so is the closed subspace M, and as a result uk′ converges to
some u ∈ M with Gu ≡ 0 and ∥u∥Lp(Ω) = 1. But Gu ≡ 0 implies that the continuous
representative of u in C0,α(Ω) is constant. Since the only constant in M vanishes
everywhere, we obtain a contradiction with ∥u∥Lp(Ω) = 1.

Consider the subspace of functions with vanishing boundary conditions

NW 1,p
0 (Ω) = {u ∈ NW 1,p(Ω) |u(0) = u(1) = 0}.

We remark that NW 1,p
0 is closed. This follows from Theorem 2.4(ii) since conver-

gence in NW 1,p(Ω) implies uniform convergence in C0,α(Ω). Therefore, vanishing
boundary conditions are preserved in the limit. Additionally, we note that the only
constant function in NW 1,p

0 is identically zero. Hence one can choose M = NW 1,p
0

in Proposition 2.8. This yields a nonlocal version of the classical Poincaré inequality.

Corollary 2.9 (Nonlocal Poincaré inequality). There exists some C > 0 such that

∥u∥Lp(Ω) ≤ C ∥Gu∥Lp(Ω×Ω) , ∀u ∈ NW 1,p
0 (Ω).

Unsurprisingly, the Poincaré inequality from Corollary 2.9 allows us to define an
equivalent norm on NW 1,p

0 . In fact, we see that

∥Gu∥Lp(Ω×Ω) ≤ ∥u∥NW 1,p(Ω) ≤ (1 + C) ∥Gu∥Lp(Ω×Ω) , ∀u ∈ NW 1,p
0 (Ω), (2.9)

where C > 0 is given by Corollary 2.9. Hence ∥Gu∥Lp(Ω×Ω) is equivalent to the norm
∥u∥NW 1,p(Ω) for all u ∈ NW 1,p

0 (Ω). Returning to the coercivity inequality (2.8), we
realize that ∥u∥NW 1,p(Ω) → ∞ also implies ∥Gu∥Lp(Ω×Ω) → ∞.

2.2.1 Existence theorems

It is now straightforward to prove existence under vanishing boundary conditions.

Theorem 2.10. Assume F is given as in (2.5) and satisfies the coercivity condi-
tion (2.6). Then the problem

min
u∈NW 1,p

0 (Ω)
J(u) =

∫ 1

0

∫ 1

0
F (x, u(x),Gu(x, x′)) dx′ dx

admits an optimal solution if J is proper.

Proof. To apply the direct method, we begin by noting that J is bounded below by
the coercivity condition (2.6)

J(u) ≥ α

∫ 1

0

∫ 1

0
|Gu(x, x′)|p dx′ dx+ β ≥ β, ∀u ∈ NW 1,p(Ω).

Hence, we can choose a minimizing sequence {uk}k∈N in NW 1,p
0 (Ω). Since the func-

tional values {J(uk)}k∈N are bounded, there exists M ∈ R such that for all k ∈ N

M − β ≥ J(uk)− β ≥ α

∫ 1

0

∫ 1

0
|Guk(x, x′)|p dx′ dx ≥ α(1 + C)−p ∥uk∥pNW 1,p(Ω)

.
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Here, the last inequality follows from (2.9). Thus, uk is bounded in NW 1,p
0 (Ω),

and by Lemma 2.6, there exists u ∈ NW 1,p
0 (Ω) and a subsequence uk′ → u in

Lp(Ω). Furthermore, since the coercivity condition also implies that F is bounded
below, we can conclude the lower semicontinuity of J in Lp(Ω). Now, according to
Proposition 2.7(ii), we have the limiting inequality

J(u) ≤ lim inf
k′→∞

J(uk′) = inf
v∈NW 1,p

0 (Ω)
J(v),

which proves that u ∈ NW 1,p
0 (Ω) minimizes J .

The proof of Theorem 2.10 is dependent on the coercivity of J in NW 1,p
0 (Ω),

which was shown utilizing the nonlocal Poincaré inequality. We will now see that
similar arguments also apply in the case of arbitrarily fixed boundary conditions.
For a, b ∈ R we let

NW 1,p
a,b (Ω) = {u ∈ NW 1,p(Ω) |u(0) = a, u(1) = b}, a, b ∈ R.

Our approach realizes that NW 1,p
a,b (Ω) can be seen as an affine subspace of NW 1,p(Ω)

through NW 1,p
0 (Ω). To this end we define the affine function

ua,b(x) = a+ (b− a)x, ∀x ∈ Ω.

Note that the nonlocal derivative of ua,b is constant. Indeed, for (x, x′) ∈ Ω× Ω
distinct, we have

Gua,b(x, x′) = (b− a)
x− x′

x− x′
= b− a.

Hence ua,b ∈ NW 1,p
a,b (Ω). Now for any u ∈ NW 1,p

a,b (Ω) let u0 = u− ua,b ∈ NW 1,p
0 (Ω).

This gives the affine decomposition

u = u0 + ua,b. (2.10)

Lemma 2.11. Assume F is given as in (2.5) and satisfies the coercivity condi-
tion (2.6). Then the functional

J(u) =

∫ 1

0

∫ 1

0
F (x, u(x),Gu(x, x′)) dx′ dx

is coercive on NW 1,p
a,b (Ω).

Proof. We prove that J(u) → ∞ as ∥u∥NW 1,p(Ω) → ∞ for u ∈ NW 1,p
a,b (Ω). For any

u ∈ NW 1,p
a,b (Ω) we use the decomposition (2.10). By the coercivity condition (2.6)

we have

J(u) ≥ α ∥Gu∥pLp(Ω×Ω) + β

≥ α ∥Gu0 + Gua,b∥pLp(Ω×Ω) + β

≥ α
∣∣∣∥Gu0∥Lp(Ω×Ω) − ∥Gua,b∥Lp(Ω×Ω)

∣∣∣p + β,

10



2. An introduction to nonlocality M. Schytt

due to the reverse triangle inequality. Rearranging, we get(
α−1J(u)− α−1β

)1/p ≥ ∣∣∣∥Gu0∥Lp(Ω×Ω) − ∥Gua,b∥Lp(Ω×Ω)

∣∣∣
≥ ∥Gu0∥Lp(Ω×Ω) − ∥Gua,b∥Lp(Ω×Ω)

≥ (1 + C)−1 ∥u0∥NW 1,p(Ω) − ∥Gua,b∥Lp(Ω×Ω) ,

using the nonlocal Poincaré inequality. Therefore, we have

∥u0∥NW 1,p(Ω) ≤ (1 + C)
[(
α−1J(u)− α−1β

)1/p
+ ∥Gua,b∥Lp(Ω×Ω)

]
. (2.11)

We now note that ∥u∥NW 1,p(Ω) → ∞ implies ∥u0∥NW 1,p(Ω) → ∞ due to the triangle
inequality

∥u∥NW 1,p(Ω) ≤ ∥u0∥NW 1,p(Ω) + ∥ua,b∥NW 1,p(Ω) ,

and since ∥ua,b∥NW 1,p(Ω) is constant. From (2.11) we deduce that J(u) → ∞ as
α > 0 and ∥u∥NW 1,p(Ω) → ∞.

Using the direct method as in the proof of Theorem 2.10, we can now establish
the existence of solutions under nonhomogeneous boundary conditions.

Theorem 2.12. Assume F is given as in (2.5) and satisfies the coercivity condi-
tion (2.6). Given boundary conditions a, b ∈ R, the problem

min
u∈NW 1,p

a,b (Ω)
J(u) =

∫ 1

0

∫ 1

0
F (x, u(x),Gu(x, x′)) dx′ dx,

admits an optimal solution if J is proper.

Proof. The proof follows that given in Theorem 2.10, but with a slight modification.
In order to guarantee that a minimizing sequence {uk}k∈N ⊂ NW 1,p

a,b (Ω) is bounded
in NW 1,p(Ω), we apply Lemma 2.11. Due to the coercivity condition (2.6), the
sequence of functional values {J(uk)}k∈N is bounded. But by coercivity of J on
NW 1,p

a,b (Ω) this implies that the sequence of norms {∥uk∥NW 1,p(Ω)}k∈N is bounded,
proving the minimizing sequence is bounded.

2.3 Examples

We conclude this chapter by providing two examples of local variational problems
and their corresponding nonlocal variants. The existence of solutions to the nonlocal
problems will be established using the nonlocal variational calculus developed in the
previous section.

Example 2.13 (The p-Laplace equation). We first present the p-Laplace equation,
which is a generalization of the linear Laplace equation (2.1) for varying exponents
p ∈ (1,∞).

−(|u′|p−2u′)′ = 0, in Ω,

u(0) = 0, u(1) = 1.
(2.12)

11
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The p-Laplace equation arises in the description of a variety of nonlinear physical
phenomenons, such as some types of anomalous diffusion and fluid flow. Despite
its nonlinearity, its solution is still characterized by Dirichlets principle of minimum
energy

min
u∈W 1,p(Ω)

I(u) =
1

p

∫ 1

0
|u′(x)|p dx,

s.t. u(0) = 0, u(1) = 1.

(2.13)

For p > 2 we realize that the the nonlocal version of (2.13) was the problem intro-
duced in (2.4)

min
u∈NW 1,p(Ω)

J(u) =
1

p

∫ 1

0

∫ 1

0

∣∣Gu(x, x′)∣∣p dx′ dx,

s.t. u(0) = 0, u(1) = 1.

(2.14)

Let us now verify that (2.14) admits a unique solution. We have already argued
that J is a proper functional on NW 1,p(Ω). In addition, we see that its integrand
is of the form F (x, u, U) = |U |p, and hence automatically satisfies the coercivity
condition (2.6). As such, Theorem 2.12 promises the existence of a solution. Since
the integrand is convex, the functional is also convex and the solution is unique.
In Figure 2.1 we provide numerical estimates of the nonlocal solutions obtained by
discretizing (2.14).

0.0 0.2 0.4 0.6 0.8 1.0
x

0.0

0.2

0.4

0.6

0.8

1.0

u(
x)

Reference
p = 4.000
p = 3.000
p = 2.100
p = 2.001

Figure 2.1: Solutions to the nonlocal variational problem (2.14) are shown for differ-
ent choices of p > 2. The classical local solution u(x) = x to (2.12) is plotted as the
reference line.

Example 2.14 (The double-well potential). Lastly, we consider a common example
of a degenerate local problem.

min
u∈W 1,4(Ω)

I(u) =

∫ 1

0

∣∣|u′(x)|2 − 1
∣∣2 dx+

∫ 1

0
|u(x)|2 dx,

s.t. u(0) = 0, u(1) = 0.

(2.15)

12



2. An introduction to nonlocality M. Schytt

0.0 0.2 0.4 0.6 0.8 1.0
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0.00

0.05

0.10

0.15

0.20

0.25

u k
(x

)

k = 2
k = 4
k = 6
k = 8
k = 10

Figure 2.2: The first few sawtooth functions belonging to a minimizing sequence
of (2.15). As k increases, the functions become more and more oscillatory.

Despite its simple formulation, it holds that (2.15) admits no solutions. Indeed, a
standard exercise shows that one can construct a minimizing sequence, whose limiting
functional value is unattainable. For instance, consider the sequence of piecewise
affine sawtooth-like functions {uk}k∈N illustrated in Figure 2.2. Their derivatives
are given by the formula

u′k(x) =

{
+1, if sin(2πkx) ≥ 0,

−1, else,
∀x ∈ Ω. (2.16)

Note that |u′k(x)| = 1 and |uk(x)| ≤ 1/(2k) for all x ∈ Ω and thus

I(uk) =

∫ 1

0
|u(x)|2 dx ≤ 1

4k2
→ 0.

However, no element u ∈W 1,4(Ω) can attain the value I(u) = 0. That would imply
both of the contradictory properties u ≡ 0 and u′ ≡ 1.

Problem (2.15) poses a challenge due to the lack of convexity in the integrand.
Specifically, the double-well potential R ∋ U 7→ (U2 − 1)2 is not a convex function.
This nonconvexity leads to a lack of semicontinuity of the functional I. However, it
is important to note that convexity is not a requirement of the nonlocal variational
calculus. To demonstrate this, we consider the nonlocal version of (2.15).

min
u∈NW 1,4(Ω)

J(u) =

∫ 1

0

∫ 1

0

∣∣|Gu(x, x′)|2 − 1
∣∣2 dx′ dx+

∫ 1

0
|u(x)|2 dx,

s.t. u(0) = 0, u(1) = 0.

(2.17)

It is straightforward to see that u ≡ 0 implies J(u) = 1, hence the functional is
proper. Additionally, the coercivity condition (2.6) is satisfied for p = 4 for some
constants α > 0 and β ∈ R. To see this, note that the polynomial

p(x) = (1− α)x2 − 2x2 + (1− β), ∀x ∈ R,
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is nonnegative on R whenever 1 = (1− α)(1− β) and α < 1. Inserting x = U2 and
rearranging p(x) ≥ 0 we obtain (U2 − 1)2 ≥ αU4 + β, which is sufficient since

F (u, U) = (U2 − 1)2 + u2 ≥ (U2 − 1)2, ∀(u, U) ∈ R× R.

Thus, F satisfies the coercivity condition, and as a surprising consequence of Theo-
rem 2.10, there must exist a solution to (2.17).

This highlights a fascinating aspect of nonlocality. Namely, nonlocal problems
sometimes yield solutions even when their local counterparts do not. This phe-
nomenon makes nonlocal models valuable as approximations of local models, facili-
tating the study of ill-posed physical behaviour.

14



Chapter 3

Principles of nonlocal diffusion

The following chapter is devoted to the formulation of a nonlocal diffusion law for
equilibrium temperature states. The chapter extends the framework in [39] to the
nonlinear case. We begin by recalling the classical local formulation, the principles
of which will be replicated by its nonlocal counterpart. The nonlocal theory is
constructed through the nonlocal gradient operator. We then introduce the notion
of the nonlocal divergence Similar to the approach in [33, 45]. We then proceed
with the formulation of the nonlocal diffusion law, which is formulated by a Dirichlet
principle. Thereafter, we establish the existence and uniqueness of equilibrium states
under nonlocal boundary conditions. This is followed by a section studying the
dual formulation of the nonlocal Dirichlet principle, which yields a nonlocal Kelvin
principle. Finally, we analyze the localizing property of the nonlocal model as the
nonlocality vanishes.

3.1 Local reference model

Throughout the chapter we let Ω ⊂ Rd, d ≥ 2, be a bounded Lipschitz domain, that
is a nonempty, connected, and open set, with Lipschitz boundary Γ. We assume that
the conductivity distribution of Ω is heterogeneous and isotropic, and is described by
κ ∈ L∞(Ω) which satisfies κ ∈ [κ, κ] ⊂ (0,∞) almost everywhere in Ω. Subject to a
volumetric heat source f ∈ L2(Ω) under homogeneous Dirichlet boundary conditions,
the equilibrium temperature state is found as the solution of

−div(κ∇u) = f, in Ω,

u = 0, on Γ.
(3.1)

The problem (3.1) is known as the generalized Poisson equation. Here ∇v = [∂iv]
d
i=1

denotes the gradient of a scalar function v and div σ =
∑d

i=1 ∂iσi denotes the diver-
gence of a vector function σ. Note that the partial derivative ∂i with respect to the
ith variable is understood in the weak sense. The corresponding heat flux is found as
q = −κ∇u through Fick’s first law. It is important to mention that a variety of heat
transport phenomena can be modelled using Neumann, Robin or mixed boundary
conditions. However, for simplicity we limit ourselves to Dirichlet conditions. The
weak formulation of (3.1) can be posed as a linear variational problem

Find u ∈ U : ă(u, v) = ℓ(v), ∀v ∈ U , (3.2)
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defined by the bilinear form

ă(u, v) =

∫
Ω
κ∇u · ∇v dx, ∀u, v ∈ U ,

and linear functional

ℓ(v) =

∫
Ω
fv dx, ∀v ∈ U .

For clarity we omit the variables in the integrals whenever they are clear from the
context. The linear variational problem (3.2) is analyzed by fixing the appropri-
ate Sobolev space U = H1

0 (Ω), and unique solvability is deduced by invoking the
Lax-Milgram theorem. To this end, it is necessary to obtain notions of coercivity
and boundedness of the bilinear form and functional. For details, see [17, 18]. Alter-
natively, the properties of the bilinear form gives an equivalent formulation of (3.2)
through a minimum energy principle. Indeed, the equilibrium temperature state
satisfies Dirichlet’s Principle, and is found as the unique minimizer of

min
v∈U

Ĭ(v) =
1

2

∫
Ω
κ|∇v|2 dx−

∫
Ω
fv dx. (3.3)

Here | · | denotes the Euclidean norm and Ĭ is the Dirichlet energy functional. A
dual interpretation may be formulated by considering the equilibrium heat flux. By
Kelvin’s principle, the equilibrium heat flux of the equilibrium temperature state is
found as the minimizer of the complementary energy functional

min
σ∈Q

“I(σ) =
1

2

∫
Ω
κ−1|σ|2 dx, (3.4)

among all suitable heat fluxes σ with div σ = f . Mathematically, Kelvin’s principle
can be derived as the dual problem of Dirichlet’s principle (3.3) or by rewriting (3.2)
as a mixed variational problem in the Sobolev space Q = H(div,Ω) [14]. We will
explore the details in the nonlocal case. This alternative description of heat diffusion
is useful in applications where the heat flux is the variable of importance.

The above principles can be generalized to the case of nonlinear diffusion. If
we modify the exponent in the Dirichlet energy functional to be p ∈ (1,∞), we
may formulate a generalized Dirichlet principle. Subject to nonlinear diffusion and a
volumetric heat source f ∈ Lp∗(Ω), p∗ the conjugate exponent of p, the equilibrium
temperature state is found as the minimizer of

min
v∈U

Ĭ(v) =
1

p

∫
Ω
κ|∇v|p dx−

∫
Ω
fv dx. (3.5)

In this case, the appropriate Sobolev space is U = W 1,p
0 (Ω). Similar to before, the

minimum energy principle can be equivalently characterized by a variational problem
that takes the same form as (3.2). However, it is now defined by the bivariate
functional

ă(u, v) =

∫
Ω
κ|∇u|p−2∇u · ∇v dx, ∀u, v ∈ U . (3.6)
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This results in a nonlinear variational problem, which is the weak formulation of the
generalized p-Laplace equation

−div
(
κ|∇u|p−2∇u

)
= f, in Ω,

u = 0, on Γ.
(3.7)

Here, ∆pu = div
(
|∇u|p−2∇u

)
is known as the p-Laplacian of a function u : Ω → R.

It is possible to verify the existence of a unique solution to (3.5), and equivalently
prove it to be a weak solution to (3.7), by applying the direct method of calculus of
variations and utilizing convexity arguments [6, Section 6.11]. Once again, we can
formulate a dual Kelvin principle in the nonlinear setting, and such has been done in
the context of developing mixed finite element methods for the p-Laplace equation,
see e.g. [24, 40, 41]. In this case, Kelvins minimum complementary energy principle
is of the form

min
σ∈Q

“I(σ) =
1

p∗

∫
Ω
κ1−p∗ |σ|p∗ dx, (3.8)

where the equilibrium heat flux is sought among heat fluxes σ with div σ = f . The
nonlinear heat flux is defined by the relation q = −κ|∇u|p−2∇u, and it is sought in
the Sobolev space

Q = {q ∈ Lp∗(Ω,Rd) | div q ∈ Lp∗(Ω)}.

In the ensuing chapter, all the presented variational problems and minimum energy
principles are reobtained in the nonlocal setting.

3.2 Nonlocal operators

Similar to the previous chapter, we first introduce a nonlocal notion of the gradi-
ent. Since we treat the extension of the bond-based peridynamic model to thermal
diffusion, we first fix the nonlocal interaction horizon δ > 0, which limits the range
at which material bonds can form. With caution, we remark that this implies that
points near the boundary of the domain Ω may interact with parts of its exterior.
As such, we consider the interaction domain

Ωδ = ∪x∈ΩBδ(x),

where Bδ(x) denotes the open ball in Rd with radius δ and center in x ∈ Rd. In
particular, we let Bδ = Bδ(0). The set Γδ = Ωδ \Ω will be referred to as the nonlocal
boundary of Ω. Figure 3.1 displays some examples.
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Ω

ΩδΓδ

δ

(a)

Ω

Ωδ

Γδ

δ

(b)

Figure 3.1: Two examples of Lipschitz domains Ω and their corresponding inter-
actions domains Ωδ, (a) is a square domain, (b) is an L-shaped domain. Their
respective nonlocal boundaries Γδ are shaded grey, and the interaction horizon δ is
marked.

3.2.1 The nonlocal gradient

We first define the nonlocal gradient. We consider an extension of the definition
given in the previous chapter. In this case, the interaction horizon is taken into
account. Encoding the strength of the nonlocal interactions, we fix a nonlocal kernel
ωδ : Rd → [0,∞) with support in Bδ. We will assume it to be radial, i.e.

ωδ(x) = ωδ(|x|), ∀x ∈ Bδ.

We elaborate on its remaining properties after the following definition.

Definition 3.1. Let u : Rd → R. Then the nonlocal gradient of u is defined

Gδu(x, x
′) = (u(x)− u(x′))ωδ(x− x′), ∀(x, x′) ∈ Rd × Rd.

Remark that the nonlocal gradient is defined on the entirety of Rd × Rd. How-
ever, due to the interaction horizon, its support resides entirely within Ωδ × Ωδ.
Throughout this chapter we fix p ∈ (1,∞), and we view the nonlocal gradient as an
unbounded linear operator

Gδ : D(Gδ) ⊂ Lp(Ω) → Lp(Ωδ × Ωδ).

Here, we note that D(Gδ) denotes the domain of Gδ. In order to consider the nonlocal
gradient of functions defined on Ω, we implicitly extend the functions by zero outside
of their defined domains. This allows us to apply the nonlocal gradient operator to
functions defined on Ω even if they are not defined everywhere in Rd. The goal
of this section is to explore the properties of the nonlocal gradient. Naturally, the
properties of the kernel are defining for the nonlocality, and therefore it has to be
chosen suitably. The simplest kernel is perhaps the constant kernel

ωδ(x) = cδχBδ
(x), ∀x ∈ Rd.
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Here χM is understood as the indicator function on the set M ⊂ Rd. Similarly, a
continuous cutoff function such as

ωδ(x) = cδ(δ
β − |x|β)αχBδ

(x), ∀x ∈ Rd, ∀α, β > 0,

is also admissible. Note that these are both examples of bounded integrable kernels.
In contrast, one may also choose the singular kernel

ωδ(x) =
cδ
|x|αχBδ

(x), ∀x ∈ Rd \ {0},

with an appropriate choice of α > 0. For s ∈ (0, 1), one such choice is α = d/p + s
in spirit of the fractional Sobolev spaces. Regardless of the choice of kernel, the
constant cδ > 0 is chosen to normalize the kernel in such a way that∫

Rd

|x|pωδ(x)
p dx = K−1

p,d . (3.9)

Here Kp,d > 0 is defined by

Kp,d =
1

|Sd−1|

∫
Sd−1

|s · e|pds,

where Sd−1 is the (d − 1)-dimensional unit sphere, |Sd−1| its Lebesgue measure,
and e ∈ Sd−1 is chosen arbitrarily. This choice of normalization is intrinsically
related to the approximation of Sobolev spaces by their nonlocal counterparts, as
first seen in [15] and further developed in [58, 59]. In the same vein, we will use (3.9)
in Section 3.5 to mathematically describe the localization of our nonlocal model
as δ ↘ 0. For practical reasons, we give an example of the constant Kp,d and a
normalization constant cδ.

Example 3.2. Assume d = p = 2 and consider the continuous cutoff kernel with
α > 0 and β = 2

ωδ(x) = cδ(δ
2 − |x|2)αχBδ

(x), ∀x ∈ Rd.

Let us determine cδ > 0 such that (3.9) is satisfied. The constant K2,2 is readily
found

K2,2 =
1

|S1|

∫
S1

|s · e|2ds = 1

2π

∫ 2π

0
cos(t)2dt =

1

2
.

Meanwhile, the right-hand side of (3.9) can be computed by switching to polar
coordinates

K−1
2,2 = c2δ

∫
Bδ

|x|2(δ2 − |x|2)2α dx = 2πc2δ

∫ δ

0
r3(δ2 − r2)2αdr =

πc2δδ
4α+4

2(2α+ 1)(α+ 1)
.

Rearranging the previous two equations, we get

c2δ =
4(2α+ 1)(α+ 1)

πδ4α+4
.

We note that as δ ↘ 0, the normalization constant cδ ↗ ∞.
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With an appropriate kernel at hand, we begin our analysis of the nonlocal gradient
Gδ as an unbounded linear operator. We start with the following density result.

Proposition 3.3. Let the domain of Gδ be denoted Uδ. Then Uδ is dense in Lp(Ω).

Proof. We prove that Uδ belongs to a dense subset of Lp(Ω). Let φ ∈ C0,1
c (Ω) and

note that its extension by zero resides in C0,1
c (Ωδ). Then∫

Ωδ

∫
Ωδ

|Gδφ(x, x
′)|p dx′ dx =

∫
Ωδ

∫
Ωδ

|φ(x)− φ(x′)|pωδ(x− x′)p dx′ dx

=

∫
Ωδ

∫
Ωδ

|φ(x)− φ(x′)|p
|x− x′|p |x− x′|pωδ(x− x′)p dx′ dx

≤ ||φ||p
C0,1(Ωδ)

∫
Ωδ

∫
Ωδ

|x− x′|pωδ(x− x′)p dx′ dx

≤ ||φ||p
C0,1(Ωδ)

∫
Ωδ

∫
Rd

|z|pωδ(z)
pd z dx

≤ |Ωδ|||φ||pC0,1(Ωδ)
K−1

p,d ,

where the third inequality follows from the normalization assumption (3.9). This
shows that Gδφ ∈ Lp(Ωδ × Ωδ), which implies that C0,1

c (Ω) ⊂ Uδ. Since C0,1
c (Ω) is

dense in Lp(Ω), so is Uδ.

The domain Uδ will serve as the nonlocal analog of the equilibrium temperature
state space U = H1

0 (Ω) discussed in Section 3.1. It is important to note that the
boundary conditions imposed in H1

0 (Ω) (in the trace sense) are not enforced in Uδ.
Instead, the practice of extending functions by zero outside their defined domains
leads to a different notion of boundary conditions in the nonlocal setting. We will
discuss this in more detail later.

In order to study variational principles on Uδ, we need to study its compactness
properties. In particular, we will show that Uδ is a reflexive Banach space. To do
this, we will rely on a series of results that shed light on the properties of the nonlocal
gradient. Initially, we will equip Uδ with the graph norm

∥u∥G =
(
∥u∥pLp(Ω) + ∥Gδu∥pLp(Ωδ×Ωδ)

)1/p
.

Here, the notation is inspired by the graph of Gδ, which we denote G (Gδ). Subject to
this norm, the nonlocal gradient trivially becomes a bounded linear operator on Uδ.
Indeed for all u ∈ Uδ, we see that

∥Gδu∥pLp(Ωδ×Ωδ)
≤ ∥u∥pLp(Ω) + ∥Gδu∥pLp(Ωδ×Ωδ)

= ∥u∥pG ,

and hence it has operator norm ∥Gδ∥Uδ
∗ ≤ 1. Here Uδ

∗ denotes the dual space of Uδ.
In connection we have the following result.

Proposition 3.4. The graph of Gδ is closed in Lp(Ω)× Lp(Ωδ × Ωδ).

Proof. In order to prove the result, we assume that {uk, qk}k∈N ⊂ G (Gδ) is a sequence
which converges in Lp(Ω)×Lp(Ωδ×Ωδ) to the pair (u, q). By extracting a subsequence
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3. Principles of nonlocal diffusion M. Schytt

indexed by k′ ∈ N we may obtain pointwise convergence. That is, for almost all
(x, x′) ∈ Ωδ × Ωδ we have

Gδu(x, x
′) = lim

k′→∞
Gδuk′(x, x

′) = lim
k′→∞

qk′(x, x
′) = q(x, x′).

Here, the first equality follows from the pointwise convergence of uk′ , while the last
inequality follows from the pointwise convergence of qk′ . This suggests Gδu = q and
(u, q) ∈ G (Gδ). Thus, we find that the graph of Gδ is closed.

Similar to the previous chapter, we find it handy that the pointwise convergence
of a function automatically implies the same for its nonlocal gradient. We can now
draw the desired conclusion by using Proposition 3.4.

Proposition 3.5. The space (Uδ, ∥·∥G ) is a reflexive Banach space.

Proof. Consider the canonical linear isometry T : Uδ → Lp(Ω)×Lp(Ωδ×Ωδ) defined

T (u) = (u,Gδu), ∀u ∈ Uδ.

It is clear that the range R(T ) coincides with G (Gδ). By Proposition 3.4, R(T ) is a
closed subspace of the reflexive Banach space Lp(Ω)×Lp(Ωδ×Ωδ), and so it inherits
the properties of reflexivity and completeness. Finally, since T is an isometry between
Uδ and the reflexive Banach space R(T ), Uδ also inherits those properties.

In future proofs it will come in handy to have a nonlocal Poincaré inequality,
which will provide us knowledge about a function given that we have information
about its nonlocal gradient. In addition, it will provide an equivalent norm for Uδ,
which as an added bonus will simplify computations. In order to prove such an in-
equality, we need more information on the behaviour of the nonlocal gradient. Follow-
ing the steps of [38] we give the following compactness result from [58, Theorem 1.2],
here stated in the language of our framework.

Lemma 3.6 (Ponce inequality). Let δ0 > 0 and let {δk}k∈N ⊂ (0, δ0) be a sequence
of interaction horizons converging to zero. Assume {uk}k∈N ⊂ Lp(Ω) is a bounded
sequence and that there exists some M > 0 for which∫

Ωδk

∫
Ωδk

|Gδkuk(x, x
′)|p dx′ dx ≤M, ∀k ∈ N.

Then {uk}k∈N is relatively compact in Lp(Ωδ0). Any limit point u ∈ Lp(Ωδ0) is also
in W 1,p(Ωδ0) and satisfies∫

Ωδ0

|∇u|p dx ≤ lim sup
k→∞

∫
Ωδk

∫
Ωδk

|Gδkuk(x, x
′)|p dx′ dx. (3.10)

In contrast to Lemma 2.6, which we used to prove the Poincaré inequality given
in Proposition 2.8, Lemma 3.6 considers a sequence of different gradient operators,
defined by a corresponding vanishing sequence of interaction horizons. This result is
our first glimpse into the localization property of the nonlocal gradient. The obtained
inequality for the local limit points (3.10) is known as the Ponce inequality. With it,
we can prove the nonlocal Poincaré inequality.
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3.2. Nonlocal operators

Proposition 3.7 (Nonlocal Poincaré inequality). There exists some δ0 > 0 and a
constant C(δ0) > 0, such that for all δ ∈ (0, δ0)

∥u∥Lp(Ω) ≤ C(δ0) ∥Gδu∥Lp(Ωδ×Ωδ)
, ∀u ∈ Uδ. (3.11)

Proof. We take the usual approach of proof by contradiction. Therefore, we assume
there exists a sequence {δk}k∈N in (0, δ0), for some δ0 > 0, which converges to zero,
and that for all k ∈ N we find corresponding uk ∈ Uδk satisfying

∥uk∥Lp(Ω) > k ∥Gδkuk∥Lp(Ωδk
×Ωδk

) ,

and ∥uk∥Lp(Ω) = 1 for all k ∈ N. Hence

∥Gδkuk∥Lp(Ωδk
×Ωδk

) → 0 as k → ∞.

For all k ∈ N we define Mk = supj≥k

∥∥Gδjuj
∥∥p
Lp(Ωδj

×Ωδj
)
< ∞, and we get the

uniform bound ∫
Ωδk

∫
Ωδk

|Gδkuk(x, x
′)|p dx′ dx ≤Mk ≤M0. (3.12)

As δk ↘ 0 we can use Lemma 3.6 to see that {uk}k∈N is relatively compact in
Lp(Ωδ0). If we consider such a limit point u ∈ W 1,p(Ωδ0), we can use the Ponce
inequality (3.10) to get∫

Ωδ0

|∇u|p dx ≤ lim
k→∞

∫
Ωδk

∫
Ωδk

|Gδkuk(x, x
′)|p dx′ dx = 0.

This implies that ∇u ≡ 0, hence u is constant almost everywhere. We can prove
u ≡ 0 on Ωδ0 \Ω by pointwise convergence of the sequence {uk}k∈N. Indeed, since we
extend functions by zero outside their domains limk→∞ uk(x) = 0 for all x ∈ Ωδ0 \Ω,
which implies the same almost everywhere for the limit u. Since u is constant, it
must vanish everywhere in Ωδ0 . But, due to the convergence in Lp(Ωδ0), we must
have that ∥u∥Lp(Ωδ0

) = 1 which is a contradiction.

It is important for us to note that the above nonlocal Poincaré inequality (3.11)
only holds true if δ > 0 is chosen sufficiently small, that is δ ∈ (0, δ0). Throughout the
rest of this thesis, we assume that δ is chosen as such, and we define the corresponding
constant CP = C(δ0) > 0. For practical reasons, we will also assume that all of the
numerically considered interaction horizons are permissible.

As promised, we can now define an equivalent norm on Uδ.

Corollary 3.8. Define the norm

∥u∥Uδ
= ∥Gδu∥Lp(Ωδ×Ωδ)

, ∀u ∈ Uδ.

Then the space (Uδ, ∥·∥Uδ
) is a reflexive Banach space. In particular, Uδ becomes a

Hilbert space, if p = 2, with inner product

⟨u, v⟩Uδ
=

∫
Ωδ

∫
Ωδ

GδuGδv dx
′ dx, ∀u, v ∈ Uδ. (3.13)
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3. Principles of nonlocal diffusion M. Schytt

Proof. Given the constant CP > 0 from the nonlocal Poincaré inequality, we have
the following equivalence of norms

∥u∥pUδ
≤ ∥u∥pG = ∥u∥pLp(Ω) + ∥Gδu∥pLp(Ωδ×Ωδ)

≤ (1 + Cp
P ) ∥u∥

p
Uδ
.

This proves the first claim. It is immediate to see that the norm is induced by the
inner product ∥u∥Uδ

= (⟨u, u⟩Uδ
)1/2, when p = 2.

With this choice of norm, it is again immediate to see that the nonlocal gradient
is continuous on Uδ. In fact, this time as an isometry. In particular, this implies that
the nonlocal gradient is an injective operator. Before our next step, we prove a final
property of the nonlocal gradient.

Proposition 3.9. The range R(Gδ) is closed in Lp(Ωδ × Ωδ).

Proof. Let {uk}k∈N be a sequence in Uδ for which Gδuk → q in L2(Ωδ × Ωδ). This
implies that {Gδuk}k∈N is Cauchy in L2(Ωδ × Ωδ), which in turn implies {uk}k∈N is
Cauchy in Uδ, since Gδ is an isometry. Corollary 3.8 implies that the sequence uk
has a limit u ∈ Uδ due to the fact that Uδ is a Banach space. Moreover, since Gδ is a
closed operator (as stated in Proposition 3.4), we can conclude that Gδu = q, which
proves that the range of Gδ is closed.

3.2.2 The nonlocal divergence

Now, let’s focus on constructing a nonlocal divergence operator. Like the nonlocal
gradient, we will treat and analyze the nonlocal divergence as an unbounded linear
operator. In contrast to the local divergence, which acts on vector fields, the nonlocal
divergence consider the nonlocal interactions. As such, it acts on scalar functions
defined on Ωδ × Ωδ. To ease the use of notation, we introduce the integral notation

⟨u, v⟩Ω =

∫
Ω
u(x)v(x) dx,

⟨q, σ⟩Ωδ×Ωδ
=

∫
Ωδ

∫
Ωδ

q(x, x′)σ(x, x′) dx′ dx,

for measurable scalar functions u, v : Ω → R, and q, σ : Ωδ ×Ωδ → R. We define the
nonlocal divergence as follows.

Definition 3.10. Let Dδ : D(Dδ) ⊂ Lp∗(Ωδ×Ωδ) → Lp∗(Ω) be the negative adjoint
of Gδ : Uδ ⊂ Lp(Ω) → Lp(Ωδ × Ωδ). Then Dδ denotes the nonlocal divergence. In
particular, it is the unique linear operator satisfying

⟨Dδq, u⟩Ω = −⟨q,Gδu⟩Ωδ×Ωδ
, ∀q ∈ D(Dδ), u ∈ Uδ. (3.14)

It is immediate to see that the nonlocal divergence is well-defined since the nonlo-
cal gradient is densely defined, see Proposition 3.3. It should be noted that our char-
acterization, as expressed by equation (3.14), relies on identifying the dual Lebesgue
spaces Lp(Ω)∗ and Lp(Ωδ × Ωδ)

∗ with their corresponding Riesz representations,
namely Lp∗(Ω) and Lp∗(Ωδ × Ωδ). Remark that the characterization defines the
nonlocal gradient to satisfy an integration by parts formula in conjunction with the
nonlocal gradient, similar to the definitions of local operators. Further justification
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3.2. Nonlocal operators

of this definition is presented in [33] by relating the local physical balance laws to the
nonlocal vector calculus of [45]. In the latter paper, the authors develop a nonlocal
vector calculus using the nonlocal operators, which generalizes Gauss’ theorem and
Green’s identities from the classical vector calculus.

We analyze the properties of the nonlocal divergence in a similar manner as we
did for the nonlocal gradient.

Proposition 3.11. Let Qδ = D(Dδ). Then Qδ is dense in Lp∗(Ωδ × Ωδ).

Proof. We will show that C0,1(Ωδ×Ωδ) ⊂ Qδ. To this end we let ψ ∈ C0,1(Ωδ×Ωδ),
and we will show that we may find Dδψ ∈ Lp∗(Ω) satisfying (3.14). Let u ∈ Uδ, and
for ε > 0 let

Oε = {(x, x′) ∈ Ωδ × Ωδ | |x− x′| > ε}.

Utilizing the Lebesgue dominated convergence theorem (DCT) we get

−⟨ψ,Gδu⟩Ωδ×Ωδ
= −

∫
Ωδ

∫
Ωδ

ψ(x, x′)(u(x)− u(x′))ωδ(x− x′) dx′ dx

= lim
ε↓0

∫∫
Oε

ψ(x, x′)(u(x′)− u(x))ωδ(x− x′) dx′ dx.

(3.15)

Under this limit we claim that one can apply Fubini’s theorem to find∫∫
Oε

ψ(x, x′)(u(x′)− u(x))ωδ(x− x′) dx′ dx

=

∫∫
Oε

ψ(x, x′)u(x′)ωδ(x− x′) dx′ dx−
∫∫

Oε

ψ(x, x′)u(x)ωδ(x− x′) dx′ dx

=

∫∫
Oε

u(x)(ψ(x′, x)− ψ(x, x′))ωδ(x− x′) dx′ dx.

Here we utilize that ωδ is radial and exchange the variables in the first term. To verify
the assumptions of Fubini’s theorem, we first consider σ(x, x′) = ψ(x, x′)/|x − x′|.
Since ψ is Lipschitz continuous, we may consider the Lipschitz extension of ψ to
the closure Oε. Now σ is continuous on Oε, and therefore C = supOε

σ is finite.
Consequently, we may apply Hölder’s inequality twice to see that∫∫

Oε

|ψ(x, x′)|
|x− x′| |u(x

′)||x− x′|ωδ(x− x′) dx dx′

≤ C

∫
Ωδ

|u(x′)|
∫
Ωδ

|x− x′|ωδ(x− x′) dx dx′

≤ C

∫
Ω
|u(x′)| dx′

∫
Bδ

|z|ωδ(z)dz

≤ C|Ω|1/p∗ |Bδ|1/p
∗
K−p

p,d ∥u∥Lp(Ω) <∞.

Returning to (3.15) we can utilize the DCT again to obtain

−⟨q,Gδu⟩Ωδ×Ωδ
= lim

ε↓0

∫∫
Oε

u(x)(ψ(x′, x)− ψ(x, x′))ωδ(x− x′) dx′ dx

=

∫
Ω
u(x)

∫
Ωδ

(ψ(x′, x)− ψ(x, x′))ωδ(x− x′) dx′ dx.
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By definition, we recognize that

Dδψ(x) =

∫
Ωδ

(ψ(x′, x)− ψ(x, x′))ωδ(x− x′) dx′, ∀x ∈ Ω,

if Dδψ ∈ Lp∗(Ω). In particular, we find that the nonlocal divergence of ψ is bounded.
For x ∈ Ω and by another application of Hölder’s inequality we get

|Dδψ(x)| ≤
∫
Ωδ

|ψ(x′, x)− ψ(x, x′)|ωδ(x− x′) dx′

=

∫
Ωδ

|ψ(x′, x)− ψ(x, x′)|
|x− x′| |x− x′|ωδ(x− x′) dx′

≤ 2||ψ||C0,1(Ωδ×Ωδ)|Ωδ|1/p
∗
K−p

p,d .

So ∥Dδψ∥Lp∗ (Ω) < ∞ and as a result C0,1(Ωδ × Ωδ) ⊂ Qδ. Since C0,1(Ωδ × Ωδ) is
dense in Lp∗(Ωδ × Ωδ), density of Qδ is immediate.

The proof of Proposition 3.11 gives a formula for the nonlocal divergence

Corollary 3.12. Let q ∈ C0,1(Ωδ × Ωδ). Then the nonlocal divergence of q can be
represented by the formula

Dδq(x) =

∫
Ωδ

(q(x′, x)− q(x, x′))ωδ(x− x′) dx′, ∀x ∈ Ω. (3.16)

As a straightforward consequence of Dδ being an adjoint operator, we automat-
ically get the following property of the domain Qδ.

Proposition 3.13. Define the norm

∥q∥Qδ
=
(
∥q∥Lp∗ (Ωδ×Ωδ)

+ ∥Dδq∥Lp∗ (Ω)

)1/p∗
.

Then the space (Qδ, ∥·∥Qδ
) is a reflexive Banach space.

Proof. Note that the nonlocal divergence Dδ is a closed operator by virtue of being
an adjoint operator [18, Proposition 2.17]. Since the norm ∥·∥Qδ

is the graph norm
arising from Dδ, the arguments follow the proof of Proposition 3.5.

Using the fact that the nonlocal divergence is a closed operator by virtue of being
an adjoint operator, we conclude the proof. The following proposition summarizes
the remaining properties inherited by Dδ.

Proposition 3.14. The nonlocal divergence Dδ : Qδ → Lp∗(Ω) enjoys the following
properties:

(i) The range R(Dδ) is closed in Lp∗(Ω).

(ii) Dδ is surjective onto Lp∗(Ω).

(iii) Dδ is a bounded linear operator.
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3.2. Nonlocal operators

Proof. Since Gδ is a closed operator, R(Dδ) is closed if and only if R(Gδ) is closed,
see e.g. [18, Theorem 2.19]. Hence (i) follows by Proposition 3.9. Since the nonlocal
gradient is injective, and the range of Dδ is closed, we get the following equalities

R(Dδ) = N (Gδ)
⊥ = Lp∗(Ω).

Here N (Gδ) denotes the kernel of Gδ, and M⊥ denotes the orthogonal subspace of
a subspace M . This shows (ii). Lastly, (iii) follows from the closed graph theorem,
since the nonlocal divergence Dδ is closed and Qδ is a Banach space.

In future discussions we will consider the following notion. For f ∈ Lp∗(Ω) we
define the closed affine subspace

Qδ(f) = {q ∈ Qδ |Dδq = f}.

Due to the surjectivity of the nonlocal divergence Dδ, we know that the affine space
Qδ(f) is nonempty. By carefully choosing an element of Qδ(f) for all f ∈ Lp∗(Ω),
we will now show that Dδ admits a bounded right inverse.

Proposition 3.15. There exists C > 0 such that for all f ∈ Lp∗(Ω) there exists
some q ∈ Qδ(f) satisfying

∥q∥Qδ
≤ C ∥f∥Lp∗ (Ω) .

Proof. From Proposition 3.14 we know that Dδ : Qδ → Lp∗(Ω) is a bounded sur-
jective operator. Let us now denote N = N (Dδ) and consider the quotient space
Qδ/N . Since N is closed Qδ/N is a Banach space with quotient norm

∥q̇∥Qδ/N
= inf

n∈N
∥q + n∥Qδ

, ∀q̇ ∈ Qδ/N, (3.17)

where q ∈ Qδ is some fixed representative of q̇. Note that the infimum in (3.17)
is attained since Qδ is a reflexive Banach space. Working in the quotient space,
bounded surjectivity of Dδ induces a bijective bounded linear quotient operator Ḋδ :
Qδ/N → Lp∗(Ω) defined by

Ḋδ q̇ = Dδq, ∀q̇ ∈ Qδ/N.

By the open mapping theorem Ḋδ is an open map, and hence its inverse opera-
tor (Ḋδ)

−1 : Lp∗(Ω) → Qδ/N is a bounded linear bijection. Therefore, for each
f ∈ Lp∗(Ω) there exists q̇ ∈ Qδ/N , such that (Ḋδ)

−1f = q̇, which implies that

∥q̇∥Qδ/N
≤ C ∥f∥Lp∗ (Ω) ,

where C > 0 is given by the boundedness of (Ḋδ)
−1. Since the implicit infimum

on the left-hand side is attained, there exists some q ∈ Qδ(f) which satisfies the
inequality

∥q∥Qδ
≤ C ∥f∥Lp∗ (Ω) ,

as we wanted.
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3.3 Nonlocal diffusion

Using the previously defined nonlocal operators, we now proceed to formulate a
nonlocal diffusion law. Similar to the local formulation, we address the question of
domain conductivity. To do so, we introduce a nonlocal conductivity distribution
κδ ∈ L∞(Ωδ ×Ωδ). In contrast to the local case, the nonlocal conductivity distribu-
tion takes values on Ωδ ×Ωδ. For physical reasons, we assume that κδ is symmetric,
meaning that κδ(x, x′) = κδ(x

′, x) almost everywhere in Ωδ ×Ωδ. Additionally, simi-
lar to its local counterpart, we assume that κδ ∈ [κ, κ] almost everywhere in Ωδ×Ωδ.
Just like the nonlocal kernel, the nonlocal conductivity distribution allows for further
characterization of the nonlocal interactions.

We move on to consider the nonlocal analog of the generalized p-Laplace equa-
tion introduced in (3.7), which characterized the local equilibrium states. Given
a volumetric heat source f ∈ Lp∗(Ω), we study the generalized nonlocal p-Laplace
equation

−Dδ(κδ|Gδu|p−2Gδu) = f, in Ω,

u = 0, in Γδ.
(3.18)

We let Lδu = Dδ(|Gδu|p−2Gδu) denote the nonlocal p-Laplacian of u : Ω → R.
Utilizing the divergence formula in (3.16), we formally write the nonlocal p-Laplacian
with the formula

Lδu(x) = 2

∫
Ωδ

|u(x)− u(x′)|p−2(u(x)− u(x′))ωδ(x, x
′)p dx′, ∀x ∈ Ω. (3.19)

Depending on the choice of nonlocal kernel, it may be necessary to consider the
formula (3.19) in the principal value sense. For the case of p = 2, the nonlocal
2-Laplacian arises in the formulation of the peridynamic equilibrium equation. The
general nonlocal p-Laplacian has been studied extensively in the literature, with
applications to anomalous diffusion and as fractional p-Laplacian operators. A com-
prehensive citation of the related works would be impractical, but notable studies
include [2, 3]. The nonlocal p-Laplacian shares various properties with its local
counterpart, and for further discussion, we refer to [47] and the references therein.

Unique to the nonlocal approach, we impose a volume constraint on the nonlocal
boundary Γδ, as opposed to a boundary condition on Γ in the local case. Unlike
the local case, where a boundary condition on Γ is typically imposed, requiring
regularity of the temperature state, in the nonlocal case, it severely restricts the
admissible nonlocal kernels. Recall our findings in Chapter 2. In our present case,
we consider a homogeneous Dirichlet volume constraint, which enforces u ≡ 0 on Γδ.
It is important to note that this constraint is automatically satisfied for temperature
states u ∈ Uδ since they are implicitly extended to vanish outside Ω. It is also possible
to impose inhomogeneous Dirichlet volume constraints by extending the states with a
given function g ∈ Lp(Γδ). Additionally, nonlocal Neumann and Robin-type volume
constraints can also be prescribed. Further details can be found in [33].

Let us clarify that we consider solutions of (3.18) in the weak sense. In the present
case, we define them by the following procedure. Assuming that u ∈ Uδ solves the
generalized nonlocal p-Laplace equation, we test the first equation of (3.18) with
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arbitrary v ∈ Uδ and integrate over Ω. Formally invoking the integration by parts
formula (3.14), we obtain the weak formulation∫

Ωδ

∫
Ωδ

κδ|Gδu|p−2GδuGδv dx
′ dx =

∫
Ω
fv dx, ∀v ∈ Uδ. (3.20)

This inspires the following definition.

Definition 3.16. We say u ∈ Uδ is a solution to (3.18) if it satisfies (3.20).

Observe that (3.20) is the direct nonlocal analog of the weak formulation char-
acterizing the generalized p-Laplacian equation.

3.3.1 Nonlocal Dirichlet principle

On par with the local analysis, we will study the variational problem in (3.20) through
an equivalent minimum energy principle. Accordingly, we formulate the nonlocal
Dirichlet principle as the nonlocal analogue of (3.5). It states that the nonlocal
equilibrium temperature state u ∈ Uδ, which solves (3.18), is equivalently found as
a minimizer of

min
v∈Uδ

J̆(v) =
1

p

∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx−
∫
Ω
fv dx. (3.21)

Here the functional J̆ : Uδ → R denotes the nonlocal Dirichlet energy. Following
the exact steps of the local theory, we argue the existence of a solution to (3.21)
by application of the direct method, and we will derive (3.20) as the characterizing
optimality condition. The following series of results provide the necessary tools.

Lemma 3.17. The functional J̆ : Uδ → R is strictly convex.

Proof. We first define the function φ(r) = rp and note that it is strictly convex on
[0,∞) since p > 1. With it, the first integrand of J̆ : Uδ → R may be written as

κδ(x, x
′)φ(|Gδv(x, x

′)|), ∀(x, x′) ∈ Ωδ × Ωδ,∀v ∈ Uδ. (3.22)

For arbitrary (x, x′) ∈ Ωδ × Ωδ, v, w ∈ Uδ, and λ ∈ [0, 1], we see that

κδ(x, x
′)φ(|Gδ(λv + (1− λ)w)(x, x′)|)

≤ κδ(x, x
′)φ(λ|Gδv(x, x

′)|+ (1− λ)|Gδw(x, x
′)|)

≤ κδ(x, x
′)φ(λ|Gδv(x, x

′)|) + (1− λ)φ(|Gδw(x, x
′)|).

Here the first inequality follows from the triangle inequality and the linearity of the
nonlocal gradient, while the second inequality follows from the convexity of φ. We
remark that the inequalities may be strict. Indeed, if v ̸= w, then Gδv ̸= Gδw due to
injectivity of the nonlocal gradient. If |Gδv| ≠ |Gδw|, then the second inequality is
strict for almost every (x, x′) ∈ Ωδ ×Ωδ due to the strict convexity of φ. If not, then
|Gδv| = |Gδw|, which in turn implies Gδv = −Gδw. In this case the first inequality
becomes strict for almost every (x, x′) ∈ Ωδ × Ωδ, since λGδv and (1 − λ)Gδw have
different signs. Integrating over Ωδ ×Ωδ shows the strict convexity of the functional

Uδ ∋ v 7→ 1

p

∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx. (3.23)
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Strict convexity of the nonlocal Dirichlet energy follows since it is the sum of the
linear functional

Uδ ∋ v 7→ −
∫
Ω
fv dx, (3.24)

and the strictly convex functional (3.23).

Proposition 3.18. The nonlocal Dirichlet energy J̆ : Uδ → R satisfies:

(i) J̆ is continuous in Uδ.

(ii) J̆ is weakly lower semicontinuous in Uδ.

Proof. For (i) we consider the strictly convex term (3.23) and the linear term (3.24)
separately. To this end, we first notice that (3.23) is bounded for all v ∈ Uδ in the
sense that ∫

Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx ≤ κ

∫
Ωδ

∫
Ωδ

|Gδv|p dx′ dx = κ ∥v∥pUδ
. (3.25)

Note that the reverse triangle inequality together with (3.25) yields∥∥∥κδ1/p|Gδv| − κδ
1/p|Gδw|

∥∥∥p
Lp(Ωδ×Ωδ)

=

∫
Ωδ

∫
Ωδ

κδ
∣∣|Gδv| − |Gδw|

∣∣p dx′ dx (3.26)

≤
∫
Ωδ

∫
Ωδ

κδ|Gδ(v − w)|p dx′ dx

≤ κ ∥v − w∥pUδ
.

By applying another reverse triangle inequality to the left-hand side of (3.26) we get∣∣∣∣∥∥∥κδ1/pGδv
∥∥∥
Lp(Ωδ×Ωδ)

−
∥∥∥κδ1/pGδw

∥∥∥
Lp(Ωδ×Ωδ)

∣∣∣∣p ≤ κ ∥v − w∥pUδ
.

This implies that v 7→
∥∥κδ1/pGδv

∥∥
Lp(Ωδ×Ωδ)

is continuous from Uδ → R. The function
φ(r) = rp from the proof of Lemma 3.17 is continuous from [0,∞) → R, and there
we have continuity Uδ → R of the scaled composition

v 7→ 1

p
φ

(∥∥∥κδ1/pGδv
∥∥∥
Lp(Ωδ×Ωδ)

)
=

1

p

∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx

This proves continuity of the strictly convex term (3.23). Continuity of the linear
term (3.24) follows immediately by Hölder’s inequality and the nonlocal Poincaré
inequality. Indeed, for all v ∈ Uδ we have∣∣∣∣∫

Ω
fv dx

∣∣∣∣ ≤ ∥f∥Lp∗ (Ω) ∥v∥Lp(Ω) ≤ CP ∥f∥Lp∗ (Ω) ∥v∥Uδ
.

Hence J̆ is a continuous functional as the sum of two other continuous functionals,
which concludes the proof of (i). We realize that (ii) follows immediately. Indeed,
from (i) we know J̆ is continuous, hence also lower semicontinuous. From Lemma 3.17
we know J̆ is convex, which means that it is also weakly lower semicontinuous.
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3.3. Nonlocal diffusion

Lemma 3.19. The functional J̆ : Uδ → R is coercive.

Proof. Instead of showing that J̆(v) → ∞ as ∥v∥Uδ
→ ∞, we equivalently prove that

the lower level sets of J̆ are bounded. To this end, let α ∈ R and assume v ∈ Uδ

satisfies J̆(v) ≤ α, i.e.

1

p

∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx−
∫
Ω
fv dx ≤ α.

Rearranging and applying the boundedness of the linear term (3.24), we obtain the
following string of inequalities

κ ∥v∥pUδ
≤
∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx ≤ pCP ∥f∥Lp∗ (Ω) ∥v∥Uδ
+ pα.

Dividing through by κ and ∥v∥Uδ
, we obtain

∥v∥p−1
Uδ

≤ p

κ

(
CP ∥f∥Lp∗ (Ω) +

α

∥v∥Uδ

)
.

We now present two cases. If α ≥ 0 and ∥v∥Uδ
≥ 1, then

∥v∥Uδ
≤
[
p

κ

(
CP ∥f∥Lp∗ (Ω) + α

)]p∗−1

,

since (p− 1)(p∗ − 1) = 1. However, if α < 0 and ∥v∥Uδ
≥ 1, then

∥v∥Uδ
≤
[
p

κ

(
CP ∥f∥Lp∗ (Ω)

)]p∗−1

.

In summary, we see that

∥v∥Uδ
≤ max

{
1,

[
p

κ

(
CP ∥f∥Lp∗ (Ω) + |α|

)]p∗−1
}
,

which proves that the lower level set for α is bounded in Uδ.

We are now in a good position to prove that there exists a unique state satisfying
the nonlocal Dirichlet principle.

Theorem 3.20. There exists a unique solution u ∈ Uδ to (3.21).

Proof. We can establish the existence of a minimizer using the direct method. First,
we show that J̆ is a proper functional by verifying that J̆(v) < ∞ for all v ∈ Uδ.
Next, consider a minimizing sequence {uk}k∈N ⊂ Uδ. Since J̆ is proper, the sequence
of values J̆(uk)k∈N is bounded above. From Lemma 3.19, we know that J̆ is coercive.
Therefore, the minimizing sequence {uk}k∈N is bounded in Uδ. Since Uδ is a reflexive
Banach space (Corollary 3.8), the minimizing sequence {uk}k∈N is weakly relatively
compact. Thus, we can extract a convergent subsequence {uk′}k′∈N that converges
weakly to some u ∈ Uδ. By Proposition 3.18, the functional J̆ is weakly lower
semicontinuous. Hence, we have J(u) ≤ lim infk′→∞ J̆(uk′) = infUδ

J̆ . This shows
that u is a minimizer. To prove the uniqueness of the minimizer, we use Lemma 3.17,
which states the strict convexity of J̆ . Therefore, there can be no other minimizer. In
conclusion, the direct method ensures the existence and uniqueness of a state u ∈ Uδ

satisfying the nonlocal Dirichlet principle.
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3. Principles of nonlocal diffusion M. Schytt

We now want to prove that the state u ∈ Uδ satisfying the nonlocal Dirichlet
principle (3.21) is indeed the solution to the generalized nonlocal p-Laplace equa-
tion (3.18). To this end, we derive (3.20) as the necessary and sufficient optimality
conditions for (3.21).

Theorem 3.21. The unique solution u ∈ Uδ of (3.21) is equivalently the unique u ∈
Uδ satisfying (3.20). In particular, we find u as the nonlocal equilibrium temperature
state subject to nonlocal nonlinear diffusion.

Proof. Let us study the first variation of J̆ along the lines of [6, Section 6.11]. Note
that u ∈ Uδ is a solution to (3.21) if and only if J̆(u) ≤ J̆(v) for all v ∈ Uδ. By
rearranging this and inserting v = u+ tv for t > 0, we may obtain the inequality

1

p

∫
Ωδ

∫
Ωδ

1

t
κδ (|Gδu+ tGδv|p − |Gδu|p) dx′ dx−

∫
Ω
fv dx ≥ 0. (3.27)

Utilizing the DCT, we consider (3.27) in the limit for t↘ 0. Towards this, we need to
verify the assumptions of the DCT. Therefore, we fix (x, x′) ∈ Ωδ ×Ωδ and consider
the first integrand of (3.27). We now define γ(t) = |Gδu+ tGδv|p for t ∈ R, and note
that

γ′(t) =

{
p|Gδu+ tGδv|p−2(Gδu+ tGδv)Gδv, if t ̸= −Gδu/Gδv,

0, else,
∀t ∈ R,

is continuous since p > 1. Using the fundamental theorem of calculus, we see that
the first integrand of (3.27) can be expressed as

1

t
κδ (|Gδu+ tGδv|p − |Gδu|p) =

1

t
κδ(γ(t)− γ(0))

=
1

t
κδ

∫ t

0
γ′(s) ds

=
p

t
κδ

∫ t

0
|Gδu+ tGδv|p−2(Gδu+ tGδv)Gδv ds.

With the goal of dominating this expression, we consider its absolute value for t ≤ 1

1

t
κδ

∣∣∣∣∫ t

0
γ′(s) ds

∣∣∣∣ ≤ p

t
κδ

∫ t

0
|Gδu+ sGδv|p−1|Gδv| ds

≤ p

t
κδ

∫ t

0
(|Gδu|+ s|Gδv|)p−1 |Gδv|ds

≤ pκδ (|Gδu|+ |Gδv|)p−1 |Gδv|. (3.28)

Here, the first inequality follows from the triangle inequality for integrals, and the
second inequality uses the standard Euclidean triangle inequality. The third inequal-
ity follows because t ≤ 1 implies that |Gδu|+ s|Gδv| ≤ |Gδu|+ |Gδv| for all s ≤ t. As
a consequence, we may use Hölder’s inequality to deduce that the term in (3.28) is
integrable on Ωδ × Ωδ. Indeed, since (p− 1)p∗ = p, we initially note that∥∥∥(|Gδu|+ |Gδv|)p−1

∥∥∥p∗
Lp∗ (Ωδ×Ωδ)

= ∥|Gδu|+ |Gδv|∥pLp(Ωδ×Ωδ)

≤
(
∥Gδu∥Lp(Ωδ×Ωδ)

+ ∥Gδv∥Lp(Ωδ×Ωδ)

)p
<∞,
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3.3. Nonlocal diffusion

where the first inequality follows due to the triangle inequality, and the strict in-
equality follows since u, v ∈ Uδ. We can now apply Hölder’s inequality

p

∫
Ωδ

∫
Ωδ

κδ (|Gδu|+ |Gδv|)p−1|Gδv| dx′ dx

≤ pκ

∫
Ωδ

∫
Ωδ

(|Gδu|+ |Gδv|)p−1 |Gδv|dx′ dx

≤ pκ
∥∥∥(|Gδu|+ |Gδv|)p−1

∥∥∥
Lp∗ (Ωδ×Ωδ)

∥Gδv∥Lp(Ωδ×Ωδ)

<∞,

which proves that the majorant (3.28) is integrable. As such, it is valid to apply the
DCT in (3.27). Since

γ′(0) = p|Gδu|p−2GδuGδv,

we take the limit t↘ 0 and obtain the inequality∫
Ωδ

∫
Ωδ

κδ|Gδu|p−2GδuGδv dx
′ dx−

∫
Ω
fv dx ≥ 0, ∀v ∈ Uδ,

which yields the equality in (3.20) after inserting v = −v. The fact that (3.20) is
sufficient for optimality in (3.21) follows from standard convexity arguments. Let us
follow the steps taken in [47, Theorem 3.9]. We assume u ∈ Uδ satisfies (3.20) for
arbitrary v ∈ Uδ. Inserting v = u− v yields the equality∫

Ωδ

∫
Ωδ

κδ|Gδu|p dx′ dx−
∫
Ω
fudx =

∫
Ωδ

∫
Ωδ

κδ|Gδu|p−2GδuGδv dx
′ dx−

∫
Ω
fv dx.

(3.29)

The right-hand side can be bounded as follows using Young’s inequality for products∫
Ωδ

∫
Ωδ

κδ|Gδu|p−2GδuGδv dx
′ dx−

∫
Ω
fv dx

≤
∫
Ωδ

∫
Ωδ

κδ|Gδu|p−1|Gδv|dx′ dx−
∫
Ω
fv dx

≤ 1

p∗

∫
Ωδ

∫
Ωδ

κδ|Gδu|p dx′ dx+
1

p

∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx−
∫
Ω
fv dx.

Once again, we use the fact that (p− 1)p∗ = p. Rearranging this with (3.29) yields

1

p

∫
Ωδ

∫
Ωδ

κδ|Gδu|p dx′ dx−
∫
Ω
fudx =

(
1− 1

p∗

)∫
Ωδ

∫
Ωδ

κδ|Gδu|p dx′ dx−
∫
Ω
fudx

≤ 1

p

∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx−
∫
Ω
fv dx,

which shows that u is a minimizer of the nonlocal Dirichlet energy. Hence u ∈ Uδ

minimizes (3.21) if and only if it solves (3.20).

Before we move on to consider the dual formulation of nonlocal diffusion, we
establish the following a priori stability bound for equilibrium temperature states.
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3. Principles of nonlocal diffusion M. Schytt

Corollary 3.22. Assume u ∈ Uδ solves the nonlocal equation (3.18). Then there
exists some C > 0 independent of both f ∈ Lp∗(Ω) and δ > 0 such that

∥u∥Uδ
≤ C ∥f∥p∗−1

Lp∗ (Ω)
.

Proof. By setting v = u in equation (3.20) and applying the Hölder inequality, as
well as the nonlocal Poincaré inequality, we obtain

κ ∥u∥pUδ
≤
∫
Ωδ

∫
Ωδ

κδ|Gδu|p dx′ dx =

∫
Ω
fudx ≤ Cp ∥f∥Lp∗ (Ω) ∥u∥Uδ

.

Dividing through by κ and ∥u∥Uδ
, we get

∥u∥p−1
Uδ

≤ κ−1Cp ∥f∥Lp∗ (Ω) .

The result thus follows by realizing (p− 1)(p∗ − 1) = 1.

3.4 Dual formulations

We turn our attention towards the dual formulations of the nonlocal diffusion law
presented in the previous section. We consider two different approaches. In the
first approach, we aim to rewrite the weak variational problem (3.20) by introducing
the nonlocal heat flux as an auxiliary variable. This leads to a mixed variational
formulation. However, in order to obtain a more convenient reformulation, we need
to introduce an additional nonlocal operator that is closely connected to the nonlocal
gradient. Since the nonlocal divergence is densely defined, we may introduce its
negative adjoint D∗

δ : D(D∗
δ ) ⊂ Lp(Ω) → Qδ

∗. Let us briefly summarize it properties.

Proposition 3.23. Let D∗
δ : D(D∗

δ ) ⊂ Lp(Ω) → Qδ
∗ be the adjoint of the nonlocal

divergence Dδ : Qδ ⊂ Lp∗(Ωδ × Ωδ) → Lp∗(Ω). Then we have:

(i) D(D∗
δ ) = Lp(Ω).

(ii) R(D∗
δ ) = N (Dδ)

⊥.

(iii) D∗
δ is closed, injective, and there exists some C > 0 such that

∥v∥Lp(Ω) ≤ C ∥D∗
δv∥Qδ

∗ , ∀v ∈ Lp(Ω).

(iv) D∗
δu is represented by Gδu for all u ∈ Uδ.

Proof. For (i) let u ∈ Lp(Ω) and note that for q ∈ Qδ it holds that

|D∗
δu(q)| =

∣∣⟨u,Dδq⟩L2(Ω)

∣∣ ≤ ∥u∥Lp(Ω) ∥Dδq∥Lp∗ (Ω) ≤ ∥u∥Lp(Ω) ∥q∥Qδ
.

Therefore, we see that Lp(Ω) ⊂ D(D∗
δ ), which implies that they coincide. By Propo-

sition 3.14 we know Dδ has closed range, and is surjective. Hence, the closed
range theorem implies (ii), and a characterization of operator surjectivity given
in [18, Theorem 2.20]) implies (iii). For (iv) let (u, q) ∈ Uδ ×Qδ and note that

D∗
δu(q) = −⟨u,Dδq⟩Ω = ⟨Gδu, q⟩Ωδ×Ωδ

.

Thus D∗
δu = Gδu as operators in Qδ

∗.
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3.4. Dual formulations

In the second approach, we explore the convex dual problem of the nonlocal
Dirichlet principle (3.21) using the Fenchel-Rockafellar duality theory. By applying
this theory, we establish a strong duality between the primal and dual problems. To
enable this approach, we introduce another nonlocal operator, now associated with
the nonlocal divergence. Consider the Banach space adjoint Gδ

∗ : Lp∗(Ωδ×Ωδ) → Uδ
∗

of the nonlocal gradient Gδ : Uδ → Lp(Ωδ × Ωδ), which we view as a bounded linear
operator. Similar to before, we summarize the necessary properties.

Proposition 3.24. Let Gδ
∗ : Lp∗(Ωδ × Ωδ) → Uδ

∗ be the Banach space adjoint of
the nonlocal gradient Gδ : Uδ → Lp(Ωδ × Ωδ). Then we have:

(i) Gδ
∗ is surjective. In particular, for any φ ∈ Uδ

∗ there exists σφ ∈ Lp∗(Ωδ×Ωδ)
such that

φ(v) = Gδ
∗(σφ)(v), ∀v ∈ Uδ,

with ∥φ∥Uδ
∗ = ∥σφ∥Lp∗ (Ωδ×Ωδ)

.

(ii) Gδ
∗q is represented by −Dδq for all q ∈ Qδ.

Proof. We note that the adjoint Gδ
∗ is defined by the formula

Gδ
∗(σ)(v) =

∫
Ωδ

∫
Ωδ

σGδv dx
′ dx, ∀v ∈ Uδ,∀σ ∈ Lp∗(Ωδ × Ωδ). (3.30)

For (i) Let us recall that the nonlocal gradient Gδ : Uδ → Lp(Ωδ×Ωδ) is an isometry,
by the definition of ∥·∥Uδ

. Therefore, Gδ : Uδ → R(Gδ) is a bounded linear bijection.
Since the range R(Gδ) is closed, see Proposition 3.9, Gδ : Uδ → R(Gδ) is in fact
an isometric isomorphism due to the classical bounded inverse theorem. Let us now
consider φ ∈ Uδ

∗ and define the functional T : R(Gδ) → R by the formula

Tσ = φ(Gδ
−1σ), ∀σ ∈ R(Gδ).

It is immediate to see that T is linear, and in addition it is actually bounded. In
fact ∥T∥R(Gδ)∗

= ∥φ∥Uδ
∗ since

∥T∥R(Gδ)∗
= sup

σ∈R(Gδ)

φ(Gδ
−1σ)

∥σ∥Lp(Ωδ×Ωδ)

= sup
σ∈R(Gδ)

φ(Gδ
−1σ)∥∥Gδ

−1σ
∥∥
Uδ

= sup
v∈Uδ

φ(v)

∥v∥Uδ

= ∥φ∥Uδ
∗ .

Consequently, we can apply the Hahn-Banach theorem to obtain the continuous
extension T : Lp(Ωδ×Ωδ) → R with ∥T∥Lp(Ωδ×Ωδ)∗

= ∥φ∥Uδ
∗ . It remains to consider

the Riesz representation Lp(Ωδ ×Ωδ)
∗ = Lp∗(Ωδ ×Ωδ), and hence there exists some

σφ ∈ Lp∗(Ωδ × Ωδ) with

Tq =

∫
Ωδ

∫
Ωδ

σφq dx
′ dx, ∀q ∈ Lp(Ωδ × Ωδ),

and ∥T∥Lp(Ωδ×Ωδ)∗
= ∥σφ∥Lp∗ (Ωδ×Ωδ)

. Now take q = Gδv for v ∈ Uδ to see that

φ(v) = T (Gδv) =

∫
Ωδ

∫
Ωδ

σφGδv dx
′ dx, ∀v ∈ Uδ.

This proves (i). Now for (ii) recall the nonlocal integration by parts formula defin-
ing the nonlocal divergence Dδ. It is the restriction of (3.30) on Qδ. Hence, for
q ∈ Qδ, the nonlocal divergence Dδq is a representation of the functional −Gδ

∗q.
Consequently, we may view −Gδ

∗|Qδ
= Dδ.
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3. Principles of nonlocal diffusion M. Schytt

3.4.1 Mixed variational formulation

Inspired by the local case, we define the nonlocal heat flux as

q = −κδ|Gδu|p−2Gδu, (3.31)

where u ∈ Uδ is the equilibrium temperature state. This definition resembles the
local Fourier’s law, where the heat flux is proportional to the temperature gradient.
However, in the nonlocal setting, the heat flux is determined by the nonlocal gradient
Gδu. The term |Gδu|p−2 serves as a nonlocal power-law weighting factor, akin to the
one present in local nonlinear diffusion. By including the nonlocal heat flux in the
formulation, we introduce a variable that captures the characteristics of the heat
transfer in the nonlocal diffusion process.

The mixed variational formulation is a system of two equations. The first equa-
tion is composed of the following inversion formula.

Lemma 3.25. Let u ∈ Uδ be the equilibrium temperature state and let q be the
nonlocal flux defined in (3.31). Then q ∈ Lp∗(Ωδ × Ωδ) and we have

Gδu = −κδ1−p∗ |q|p∗−2q. (3.32)

Proof. First let us prove that q ∈ Lp∗(Ωδ ×Ωδ). This is once again a consequence of
(p− 1)p∗ = p, as

∥q∥p∗
Lp∗ (Ωδ×Ωδ)

=

∫
Ωδ

∫
Ωδ

κδ
p∗ |Gδu|p dx′ dx ≤ κp

∗ ∥u∥pUδ
<∞.

Meanwhile, the inversion formula is obtained by inserting (3.31) into the right-hand
side of (3.32)

−κδ1−p∗ |q|p∗−2q = κδ
1−p∗ |κδ|Gδu|p−2Gδu|p

∗−2κδ|Gδu|p−2Gδu

= κδ
1−p∗κδ

p∗−1κδ|Gδu|(p−2)(p∗−2)+(p∗−2)+(p−2)Gδu

= |Gδu|(p−1)(p∗−2)+(p−2)Gδu

= |Gδu|(p−1)(p∗−1)−1Gδu

= Gδu,

since (p− 1)(p∗ − 1) = 1.

The flux inversion formula (3.32) is also found in the local literature [8, 40,
41]. The second equation of the mixed formulation is the following unsurprising
observation.

Proposition 3.26. Let u ∈ Uδ be the equilibrium temperature state. Then its non-
local flux q satisfies Dδq = f . In particular, q ∈ Qδ(f).

Proof. Let v ∈ Uδ. By (3.20), we see that

∣∣⟨q,Gδv⟩Ωδ×Ωδ

∣∣ = ∣∣∣∣ ∫
Ωδ

∫
Ωδ

κδ|Gδu|p−2GδuGδv dx
′ dx

∣∣∣∣ = ∣∣∣∣ ∫
Ω
fv dx

∣∣∣∣
≤ Cp ∥f∥Lp∗ (Ω) ∥v∥Uδ

,
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3.4. Dual formulations

where the last inequality follows the continuity of the linear form. This shows q ∈ Qδ.
The defining integration by parts formula (3.14) gives the result. Indeed,

⟨Dδq, v⟩Ω =

∫
Ωδ

∫
Ωδ

κδ|Gδu|p−2GδuGδv dx
′ dx =

∫
Ω
fv dx,

and therefore we see that∫
Ωδ

(Dδq − f)v dx = 0, ∀v ∈ Uδ. (3.33)

Since Uδ is dense in Lp(Ω), (3.33) can be extended by continuity to hold for all
v ∈ Lp(Ω). Consequently, we must have Dδq = f in Lp∗(Ω), which is what we
wanted.

Testing the equations in Lemma 3.25 and Proposition 3.26, we are lead to con-
clude that the nonlocal equilibrium state-flux pair (u, q) ∈ Uδ ×Qδ(f) satisfies the
mixed variational problem

Find (u, q) ∈ Lp(Ω)×Qδ :
(Aq)(σ) + (D∗

δu)(σ) = 0, ∀σ ∈ Qδ,

⟨Dδq, v⟩Ω = ⟨f, v⟩Ω, ∀v ∈ Lp(Ω),
(3.34)

where we define the nonlinear operator A : Qδ → Qδ
∗ by

(Aq)(σ) = ⟨κδ1−p∗ |q|p∗−2q, σ⟩Ωδ×Ωδ
, ∀q, σ ∈ Qδ, (3.35)

and we identify Gδ = D∗
δ by Proposition 3.23(iv). Considering further auxiliary

variables, one may propose inversion formulas different from (3.32) that provide
variational systems equivalent to (3.34), see e.g. [24]. We will now demonstrate the
well-posedness of the mixed problem (3.34). The existence and uniqueness of a solu-
tion will be established using a variational approach inspired by the classical theory
of Ladyzhenskaya-Babuška-Brezzi (LBB) [14]. We will present a proof following the
framework outlined in [8].

First, we establish a preparatory lemma.

Lemma 3.27. Let A : Qδ → Qδ
∗ be the operator defined in (3.35). Then A is

well-defined and there exist some C > 0 for which

∥Aq∥Qδ
∗ ≤ C ∥q∥p∗−1

Lp∗ (Ωδ×Ωδ)
, ∀q ∈ Qδ.

Proof. Given q ∈ Qδ it is clear from its definition that Aq is a linear functional. To
prove its boundedness, we apply Hölder’s inequality to see that

∥Aq∥Qδ
∗ = sup

σ∈Qδ

∣∣⟨κδ1−p∗ |q|p∗−2q, σ⟩Ωδ×Ωδ

∣∣
∥σ∥Qδ

≤ sup
σ∈Qδ

κ1−p∗

∥∥qp∗−1
∥∥
Lp(Ωδ×Ωδ)

∥σ∥Lp∗ (Ωδ×Ωδ)

∥σ∥Qδ

≤ κ1−p∗
∥∥∥qp∗−1

∥∥∥
Lp(Ωδ×Ωδ)

= κ1−p∗ ∥q∥p∗−1

Lp∗ (Ωδ×Ωδ)
.

Here the second inequality follows since ∥σ∥Lp∗ (Ωδ×Ωδ)
≤ ∥σ∥Qδ

, and our by now so
beloved identity (p∗ − 1)p = p∗ gives us the final equality.
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We can now state and prove the following result.

Theorem 3.28. There exists a unique pair (u, q) ∈ Lp(Ω) ×Qδ solving (3.34). In
addition, there exists two constants C1, C2 > 0 such that

∥q∥Qδ
≤ C1 ∥f∥Lp∗ (Ω) ,

∥u∥Lp(Ω) ≤ C2 ∥f∥p
∗−1

Lp∗ (Ω)
.

(3.36)

Proof. We proceed by recasting (3.34) with the classical LBB procedure. Since the
nonlocal divergence is surjective, we know that Qδ(f) is nonempty, and in particular
by Proposition 3.15 we know that there exists some qf ∈ Qδ(f) and a constant
C1 > 0 such that

∥qf∥Qδ
≤ C1 ∥f∥Lp∗ (Ω) . (3.37)

Applying the superposition q = qf + q0, with q0 ∈ Qδ(0) we are left with

Find (u, q0) ∈ Lp(Ω)×Qδ(0) : A(q0 + qf )(σ) + (D∗
δu)(σ) = 0, ∀σ ∈ Qδ. (3.38)

To solve this formulation, it is useful to consider the following auxiliary problem

Find q0 ∈ Qδ(0) : A(qf + q0)(σ) = 0, ∀σ ∈ Qδ(0). (3.39)

Let us write out the the equation in (3.39). Assuming q0 ∈ Qδ(0) is a solution, the
superposition q = qf + q0 satisfies∫

Ωδ

∫
Ωδ

κδ
1−p∗ |q|p∗−2qσ dx′ dx = 0, ∀σ ∈ Qδ(0). (3.40)

Using similar arguments as in Theorem 3.21, we realize that (3.40) is the necessary
and sufficient optimality condition for q0 to be the minimizer of

min
q0∈Qδ(0)

“J(qf + q0) =
1

p∗

∫
Ωδ

∫
Ωδ

κδ
1−p∗ |qf + q0|p

∗
dx′ dx. (3.41)

Luckily, we have already studied the solvability of (3.41). In fact, the arguments
are analogous to those given in the proof of Theorem 3.20. Consequently, there
exists a unique q0 ∈ Qδ(0) satisfying (3.39). The equality in (3.39) implies that
−A(qf + q0) = −Aq ∈ N (Dδ)

⊥. Due to Proposition 3.23(ii), we know that

N (Dδ)
⊥ = R(D∗

δ ),

and therefore there must exist some u ∈ Lp(Ω) for which

−Aq = D∗
δu, in Qδ

∗. (3.42)

Rearranging, we realize that the pair (u, q) ∈ Lp(Ω)×Qδ satisfies the original mixed
formulation (3.34). We now argue its uniqueness. Given qf ∈ Qδ(f) we found
q0 ∈ Qδ(0) as the unique minimizer of (3.41). If instead q̃f ∈ Qδ(f) was chosen
distinct from qf , then its q̃0 would be found as the unique minimizer of

min
q̃0∈Qδ(0)

“J(q̃f + q̃0).
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3.4. Dual formulations

But q = qf + q0 = q̃f + q̃0 since uniqueness of q0 forces q̃0 = qf − q̃f + q0. Hence
the superposition q = qf + q0 is unique. Consequently, u is also unique due to the
injectivity of D∗

δ established in Proposition 3.23(iii). Finally, we prove the stability
estimates (3.36). Since q = qf + q0 is the unique minimizer of “J in Qδ, we see that

∥q∥p∗
Lp∗ (Ωδ×Ωδ)

≤ p∗κp
∗−1 “J(qf + q0) ≤ p∗κp

∗−1 “J(qf ) ≤
(
κ

κ

)p∗−1

∥qf∥p
∗

Lp∗ (Ωδ×Ωδ)
.

Inserting (3.37), we see that

∥q∥Lp∗ (Ωδ×Ωδ)
≤
(
κ

κ

)1/p

∥qf∥Qδ
≤
(
κ

κ

)1/p

C1 ∥f∥Lp∗ (Ω) ,

which proves the first estimate of (3.36). Towards the second estimate, we apply the
stability estimate from Lemma 3.27 to see that there exists some C2 > 0 such that

∥Aq∥Qδ
∗ ≤ C2 ∥q∥p

∗−1

Lp∗ (Ωδ×Ωδ)
.

We now invoke the equality in (3.42) and the constant C3 > 0 found in Proposition
3.23(iii) to see that

∥u∥Lp(Ω) ≤ C3 ∥Aq∥Qδ
∗ ≤ C2C3 ∥q∥p

∗−1

Lp∗ (Ωδ×Ωδ)
.

Inserting the first estimate of (3.36), we get some C > 0 satisfying

∥u∥Lp(Ω) ≤ C ∥f∥p∗−1

Lp∗ (Ω)
.

Our proof relies heavily on the surjectivity of the nonlocal divergence, and the
injectivity of its negative adjoint. Both of these properties are fundamental pieces in
the study of mixed variational problems. In fact, they are intimately related to the
famous LBB condition, also known as the inf-sup condition. The LBB condition for
our mixed problem (3.34) is the following:

There exists β > 0 s.t. inf
v∈Lp(Ω)

sup
σ∈Qδ

⟨Dδσ, v⟩Ω
∥v∥Lp(Ω) ∥σ∥Qδ

≥ β. (3.43)

In general, the LBB condition is a sufficient condition to guarantee the results of
Theorem 3.28. However, when the heat flux space Qδ is finite dimensional, the
LBB condition becomes necessary to preserve the uniqueness of the heat flux. This
fact makes the numerical approximation of mixed problems difficult, as violation of
the LBB condition can lead to nonphysical behavior of numerical solutions. Well-
known examples include the checkerboard oscillations, spurious modes, and locking
phenomena observed by unstable finite element approximations [14, 16, 36]. The
LBB condition holds in the present case.

Corollary 3.29. The LBB condition (3.43) holds.
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3. Principles of nonlocal diffusion M. Schytt

Proof. The result can follow from either Proposition 3.15 or Proposition 3.23(iii).
In fact, the three statements are equivalent, and we refer to [62, Lemma A.1] for a
proof. Here we present the proof using Proposition 3.23(iii). To this end, we first
note that

inf
v∈Lp(Ω)

sup
σ∈Qδ

⟨Dδσ, v⟩Ω
∥v∥Lp(Ω) ∥σ∥Qδ

= inf
v∈Lp(Ω)

sup
σ∈Qδ

D∗
δv(σ)

∥v∥Lp(Ω) ∥σ∥Qδ

= inf
v∈Lp(Ω)

∥D∗
δv∥Qδ

∗

∥v∥Lp(Ω)

.

Now we use that Proposition 3.23(iii) gives us some C > 0 such that

∥v∥Lp(Ω) ≤ C ∥D∗
δv∥Qδ

∗ .

Consequently, we get the result

inf
v∈Lp(Ω)

sup
σ∈Qδ

⟨Dδσ, v⟩Ω
∥v∥Lp(Ω) ∥σ∥Qδ

≥ C−1 > 0.

3.4.2 Nonlocal Kelvin principle

We have now shown that the equilibrium state-flux pair (u, q) ∈ Uδ ×Qδ is found as
the unique solution to the mixed variational problem (3.34). Reading from the proof
of Theorem 3.28, we see that the equilibrium heat flux q ∈ Qδ satisfies a minimum
energy principle. Indeed, it is found as the minimizer of

min
σ∈Qδ(f)

“J(σ) =
1

p∗

∫
Ωδ

∫
Ωδ

κδ
1−p∗ |σ|p∗ dx′ dx. (3.44)

This may be seen as a nonlocal analog of the Kelvin principle introduced in (3.8).
Another way to obtain (3.44) is through Fenchel-Rockafellar duality. Indeed (3.44)
arises as the dual problem of the nonlocal Dirichlet principle (3.21). We conclude this
section by detailing the proof. To this end, we will briefly introduce some notions
from convex analysis. For further details we refer to [6, 18]. We begin with recalling
the definition of the convex conjugate.

Definition 3.30. Let U be a Banach space, and let F : U → (−∞,∞] be a proper
functional. Then the convex conjugate of F is the functional F ∗ : U∗ → (−∞,∞]
defined by

F ∗(φ) = sup
v∈U

φ(v)− F (v), ∀φ ∈ U∗.

It is important to note that for F to have a well-defined convex conjugate F ∗, F
must satisfy certain properties. Specifically, F should be proper, convex, and lower
semicontinuous. When these conditions are satisfied, F ∗ is also proper and convex.
The convex conjugate plays a fundamental role in convex analysis and optimization.
Let us briefly consider its geometric interpretation. The supremum defining F ∗

determines supporting hyperplanes of the epigraph of F , each associated with a
φ ∈ Uδ

∗. The points v ∈ U that attain the supremum value F ∗(φ) are exactly the
support points of the supporting hyperplane associated to φ. In particular, the points
v ∈ U attaining F ∗(0) are support points of the ϕ = 0 hyperplane and are in fact
minimizers of F . With this notion, we formulate the classical Fenchel-Rockafellar
duality theorem [6, Theorem 9.8.1].
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3.4. Dual formulations

Theorem 3.31. Let U ,Q be two Banach spaces, and assume F : Q → (−∞,∞]
and G : U → (−∞,∞] are proper, convex, and lower semicontinuous functionals.
Given a linear continuous operator K : U → Q, consider the primal problem

min
v∈U

L̆(v) = F (Kv) +G(v), (3.45)

and its corresponding dual problem

max
σ∈Q∗

“L(σ) = −F ∗(σ)−G∗(−K∗σ). (3.46)

If there exists v0 ∈ U for which L̆(v0) <∞ and F is continuous at Kv0, then the dual
problem (3.46) admits a solution q ∈ Q∗. Additionally, if the primal problem (3.45)
admits a solution u ∈ U , then strong duality holds, and there is no duality gap

L̆(u) = “L(q). (3.47)

Let us apply Theorem 3.31 to the nonlocal Dirichlet principle. First, we identify
the spaces U = Uδ and Q = Lp(Ωδ × Ωδ), and we consider the nonlocal gradient
K = Gδ : Uδ → Lp(Ωδ × Ωδ). By defining

F (σ) =
1

p

∫
Ωδ

∫
Ωδ

κδ|σ|p dx′ dx, ∀σ ∈ Lp(Ωδ × Ωδ), (3.48)

G(v) = −
∫
Ω
fv dx, ∀v ∈ Uδ, (3.49)

we see that the primal problem (3.45) becomes the nonlocal Dirichlet principle
from (3.21), i.e. L̆ = J̆ . Note that we have previously argued in Lemma 3.17
and Proposition 3.18 that both functionals are proper, convex and continuous. In
addition, we know that the nonlocal gradient Gδ : Uδ → Lp(Ωδ × Ωδ) is continuous.
Hence, the assumptions of Theorem 3.31 are satisfied. We move on to determine the
corresponding dual problem (3.46).

To this end, let us first study the dual space Uδ
∗. Since Uδ ⊂ Lp(Ω), we may

view Lp∗(Ω) ⊂ Uδ
∗. Indeed, consider g ∈ Lp∗(Ω) and define φg : Uδ → R by the

formula

φg(v) =

∫
Ω
gv dx, ∀v ∈ Uδ.

It is immediate to see that φg is a bounded linear operator on Uδ since

|φg(v)| ≤ ∥g∥Lp∗ (Ω) ∥v∥Lp(Ω) ≤ CP ∥g∥Lp∗ (Ω) ∥v∥Uδ
, ∀v ∈ Uδ. (3.50)

Here we utilize the Hölder inequality, and the nonlocal Poincaré inequality gives
the constant CP > 0 as usual. Therefore, φg ∈ Uδ

∗ is represented by g ∈ Lp∗(Ω).
However, this is not the only way in which elements of Uδ

∗ can be represented. From
Proposition 3.24(i) we quickly observe that there exists some σg ∈ Lp∗(Ωδ × Ωδ) for
which

φg(v) =

∫
Ωδ

∫
Ωδ

σgGδv dx
′ dx =

∫
Ω
gv dx ∀v ∈ Uδ.
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3. Principles of nonlocal diffusion M. Schytt

As a consequence, we may apply (3.50) to obtain∣∣∣∣∫
Ωδ

∫
Ωδ

σgGδv dx
′ dx

∣∣∣∣ ≤ ∥g∥Lp∗ (Ω) ∥v∥Lp(Ω) , ∀v ∈ Uδ,

hence we have σg ∈ Qδ with −Dδσg = g. More generally, if φ ∈ Uδ
∗ admits σφ ∈ Qδ,

then we may write

φ(v) =

∫
Ωδ

∫
Ωδ

σφGδv dx
′ dx = −

∫
Ω
Dδσφv dx, ∀v ∈ Uδ,

and we have φ = φ−Dδσφ . Hence φ has a representative −Dδσφ ∈ Lp∗(Ω) with∣∣∣∣∫
Ωδ

∫
Ωδ

σφGδv

∣∣∣∣ ≤ ∥Dδσφ∥Lp∗ (Ω) ∥v∥Lp(Ω) , ∀v ∈ Uδ. (3.51)

Therefore, we view φ ∈ Lp∗(Ω) ⊂ Uδ
∗. Recall that (3.51) is defining for Qδ being

the domain of the unbounded linear operator Dδ : Qδ ⊂ Lp∗(Ωδ × Ωδ) → Lp∗(Ω).
Consequently, if φ ∈ Uδ

∗ admits σφ ̸∈ Qδ then for all c ≥ 0 there exists some ṽ ∈ Uδ

for which

|φ(ṽ)| =
∣∣∣∣∫

Ωδ

∫
Ωδ

σφGδ ṽ

∣∣∣∣ > c ∥ṽ∥Lp(Ω) . (3.52)

Consequently φ admits no Lp∗(Ω) representative, and we write φ ∈ Uδ
∗ \ Lp∗(Ω).

This observation allows us to compute the convex conjugate of G.

Lemma 3.32. Let the functional G : Uδ → R be defined as in (3.49). Then

G∗(φ) =

{
0, if φ ∈ Lp∗(Ω) with φ = −f,
∞, else,

∀φ ∈ Uδ
∗.

Proof. For φ ∈ Lp∗(Ω) we have

G∗(φ) = sup
v∈Uδ

⟨φ, v⟩Ω + ⟨f, v⟩Ω = sup
v∈Uδ

⟨φ+ f, v⟩Ω. (3.53)

We realize that if φ = −f , then G∗(u) = 0. If not, then ⟨φ+ f, v⟩Ω ̸= 0 for at least
one v ∈ Uδ, since Uδ is dense in Lp(Ω). Taking scalar multiplies of this v proves that
the supremum is unbounded. Consider now φ ∈ Uδ

∗ \ Lp∗(Ω). For such φ we see
from (3.52) that for all c ≥ 0 there exists some ṽ ∈ Uδ for which

G∗(φ) = sup
v∈Uδ

φ(v) + ⟨f, v⟩Ω ≥ φ(ṽ) + ⟨f, ṽ⟩Ω > c ∥ṽ∥Lp(Ω) + ⟨f, ṽ⟩Ω.

By the Hölder inequality, we see that

G∗(φ) >
(
c− ∥f∥Lp∗ (Ω)

)
∥ṽ∥Lp(Ω) .

Choosing c > ∥f∥Lp∗ (Ω) and taking scalar multiples of the corresponding ṽ ∈ Uδ

proves that G∗(φ) = ∞ since the supremum is scale invariant.
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3.4. Dual formulations

Recall from Proposition 3.24(ii) that Gδ
∗(σ) = −Dδσ for σ ∈ Qδ. Consequently,

the last term in the dual problem may be computed for σ ∈ Lp∗(Ωδ × Ωδ) as

G∗(−Gδ
∗(σ)) =

{
0, if − Gδ

∗(σ) ∈ Lp∗(Ω) with Dδσ = −f,
∞, else,

=

{
0, if σ ∈ Qδ(−f),
∞, else.

It remains to find the convex conjugate of F .

Lemma 3.33. Let the functional F : Lp(Ωδ×Ωδ) → R be defined as in (3.48). Then

F ∗(q) =
1

p∗

∫
Ωδ

∫
Ωδ

κδ
1−p∗ |q|p∗ dx′ dx, ∀q ∈ Lp∗(Ωδ × Ωδ).

Proof. We first define the scalar function j : Ωδ × Ωδ × R → R by

j(x, x′, r) =
1

p
κδ(x, x

′)|r|p, ∀(x, x′) ∈ Ωδ × Ωδ, ∀r ∈ R.

With it, it is clear that

F (σ) =

∫
Ωδ

∫
Ωδ

j(x, x′, σ(x, x′)) dx′ dx, ∀σ ∈ Lp(Ωδ × Ωδ).

Invoking [6, Theorem 9.3.3], we see that the convex conjugate of such a functional is
given by

F ∗(q) =

∫
Ωδ

∫
Ωδ

j∗(x, x′, q(x, x′)) dx′ dx, ∀q ∈ Lp∗(Ωδ × Ωδ), (3.54)

where j∗ is the convex conjugate of j with respect to the last variable. To ease
the use of notation we will write κδ = κδ(x, x

′) and j∗(·) = j∗(x, x′, ·) for fixed
(x, x′) ∈ Ωδ ×Ωδ. Now let s ∈ R and consider the definition of the convex conjugate

j∗(s) = sup
r∈R

sr − 1

p
κδ|r|p. (3.55)

The concave function ζ(r) = sr − 1
pκδ|r|p attains it maximum on R at the point

r̃ ∈ R with ζ ′(r̃) = 0. This leads us to the equation

0 = ζ ′(r̃) = s− κδ|r̃|p−2r̃ ⇒ s = κδ|r̃|p−2r̃. (3.56)

We now recall the inversion formula (3.32) from Lemma 3.25, and realize that it is
applicable to (3.56). Hence, we obtain

r̃ = κδ
1−p∗ |s|p∗−2s.

Inserting this optimum in (3.55) yields us

j∗(s) = κδ
1−p∗ |s|p∗ − 1

p
κδ
∣∣κδ1−p∗ |s|p∗−2s

∣∣p
= κδ

1−p∗ |s|p∗ − 1

p
κδ

1−(p∗−1)p|s|(p∗−1)p

=
1

q
κδ

1−p∗ |s|p∗ ,

by using the identities (p∗ − 1)p = p∗ and 1/q = 1 − 1/p. Inserting this back into
(3.54) gives us the result.
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Applying the above results we see that the dual problem (3.46) takes the form

max
σ∈Lp∗ (Ωδ×Ωδ)

“L(σ) = − 1

p∗

∫
Ωδ

∫
Ωδ

κδ
1−p∗ |σ|p∗ dx′ dx−

{
0, if σ ∈ Qδ(−f),
∞, else.

Equivalently, we may write the dual problem as

max
σ∈Qδ(−f)

“L(σ) = − 1

p∗

∫
Ωδ

∫
Ωδ

κδ
1−p∗ |σ|p∗ dx′ dx,

where the dual variables are sought among σ ∈ Qδ with −Dδσ = f . Consequently,
the optimal dual variable represents the negative thermal flux of the nonlocal equi-
librium temperature state. Since the optimal value is invariant whether we consider
σ or −σ, we can equivalently seek dual variables satisfying Dδσ = f . Rewriting the
dual problem as a minimization problem

min
σ∈Qδ(f)

1

p∗

∫
Ωδ

∫
Ωδ

κδ
1−p∗ |σ|p∗ dx′ dx,

we regain the nonlocal Kelvin principle.

Theorem 3.34. Let (u, q) ∈ Uδ × Qδ be the equilibrium state-flux pair solving the
nonlocal equation (3.18). Assume that J̆ : Uδ → R and “J : Qδ → R denote to the
nonlocal Dirichlet and complementary energy functionals, respectively. Then we have
the equality

J̆(u) + “J(q) = 0. (3.57)

Proof. This is the result of Theorem 3.31 since all the assumptions are satisfied.
Indeed, our derivations have shown that L̆ = J̆ on Uδ and that −“L = “J on Qδ(f).
As such, the equality (3.57) is in fact (3.47).

3.5 Local convergence

We will conclude this chapter by studying the localization of the presented nonlocal
model. In particular, we will show that the nonlocal equilibrium temperature states
converge to the local equilibrium state as the interaction horizon vanishes. To do
this, we first recall their defining diffusion laws. The equilibrium temperature state
under local nonlinear diffusion satisfies the Dirichlet principle

min
v∈W 1,p

0 (Ω)
Ĭ(v) =

1

p

∫
Ω
κ|∇v|p dx−

∫
Ω
fv dx. (3.58)

Our goal is to show that the local state, which we denote by u ∈ W 1,p
0 (Ω), can be

approximated by a sequence of nonlocal equilibrium temperature states all satisfying
the nonlocal Dirichlet principle

min
v∈Uδ

J̆δ(v) =
1

p

∫
Ωδ

∫
Ωδ

κδ|Gδv|p dx′ dx−
∫
Ω
fv dx. (3.59)
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We denote the sequence of nonlocal states as {uδ}δ↘0, and we write the Dirichlet
energy J̆δ with subscript δ to signify the dependence. Throughout this discussion
limδ↘0 will mean the limit for a discrete vanishing sequence of interaction horizons
δ ∈ (0, δ0). Both problems are specified by a volumetric heat source f ∈ Lp∗(Ω),
and the local conductivity distribution κ ∈ L∞(Ω). Indeed, by extending the local
conductivity by κ ≡ κ outside of Ω, we define the nonlocal conductivity distribution
as the mean of the two point conductivities

κδ(x, x
′) =

κ(x) + κ(x′)

2
, ∀(x, x′) ∈ Ωδ × Ωδ.

Note here that we propose that the nonlocal conductivity distribution arises as the
arithmetic mean of the local conductivity. It will be clear from the following survey
that this choice is not exclusive. Indeed, both the geometric and harmonic means
are also common admissible choices.

The analysis in this section is motivated by the important paper [15] which
catalyzed the research on nonlocal approximations of Sobolev spaces. We present
the main results of this paper. First we have [15, Theorem 1], which presents the
following inequality.

Proposition 3.35. Let u ∈W 1,p
0 (Ω). Then there exists some C > 0 such that∫

Ωδ

∫
Ωδ

|Gδu|p dx′ dx ≤ CK−1
p,d ∥u∥

p
W 1,p(Ω)

. (3.60)

In particular, we have u ∈ Uδ.

Remark that Proposition 3.35 implies that our nonlocal state space Uδ acts as
an intermediate space between Lp(Ω) and W 1,p

0 (Ω). Indeed, we have

W 1,p
0 (Ω) ⊂ Uδ ⊂ Lp(Ω).

The constant Kp,d in (3.60) appears due to the normalization of the nonlocal kernel
given in (3.9). This choice is important since it provides the correct scaling for the
following convergence result of [15, Theorem 2 & Corollary 1].

Proposition 3.36. Let u ∈W 1,p
0 (Ω). Then we have the following convergence result

lim
δ↘0

∫
Ωδ

∫
Ωδ

|Gδu|p dx′ dx = ∥u∥p
W 1,p(Ω)

.

In particular, we have

lim
δ↘0

∫
Ωδ

|Gδu(·, x′)|p dx′ → |∇u(·)|p, in L1(Ωδ0).

A simple consequence of Proposition 3.36 shows that that the nonlocal Dirichlet
energies of the local equilibrium state converges towards the local Dirichlet energy.

Proposition 3.37. Let Ĭ : W 1,p
0 (Ω) → R and J̆δ : Uδ → R denote the local and

nonlocal Dirichlet energies from (3.58)-(3.59), respectively. If u ∈ W 1,p
0 (Ω) denotes

the local equilibrium state, then

Ĭ(u) = lim
δ↘0

J̆δ(u).
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Proof. Utilizing the L1(Ωδ0)-convergence from Proposition 3.36, we know that

lim
δ↘0

∫
Ωδ

∫
Ωδ

κ(x)|Gδu(x, x
′)|p dx′ dx =

∫
Ω
κ(x)|∇u(x)|p dx,

since κ ∈ L∞(Ωδ0). Here we note that the right-hand side integral is taken over Ω
since ∇u ≡ 0 outside of Ω. Applying Fubini’s theorem and renaming the variables
on the left-hand side, we similarly obtain

lim
δ↘0

∫
Ωδ

∫
Ωδ

κ(x′)|Gδu(x, x
′)|p dx′ dx =

∫
Ω
κ(x)|∇u(x)|p dx,

since the nonlocal gradient is anti-symmetric. As the nonlocal conductivity distri-
bution κδ(x, x′) arises from the arithmetic mean, we then have

lim
δ↘0

J̆δ(u) = lim
δ↘0

1

p

∫
Ω

∫
Ω
κδ(x, x

′)|Gδu(x, x
′)|p dx′ dx−

∫
Ω
f(x)u(x) dx

= lim
δ↘0

(
1

2p

∫
Ω

∫
Ω
κ(x)|Gδu(x, x

′)|p dx′ dx−
∫
Ω
f(x)u(x) dx

+
1

2p

∫
Ω

∫
Ω
κ(x′)|Gδu(x, x

′)|p dx′ dx−
∫
Ω
f(x)u(x) dx

)
=

1

p

∫
Ω
κ(x)|∇u(x)|p dx−

∫
Ω
f(x)u(x) dx

= Ĭ(u),

which proves the result.

In order to study the limiting behaviour of the nonlocal equilibrium states, we
need to establish a notion of compactness for vanishing interaction horizons. We
previously introduced Lemma 3.6, which provided the Ponce inequality∫

Ωδ0

|∇ũ|p dx ≤ lim sup
k→∞

∫
Ωδk

∫
Ωδk

|Gδkuk|p dx′ dx.

for limit points ũ ∈ Lp(Ωδ0) of certain uniformly bounded sequences of {uδk}k∈N.
However, the present case requires a similar result which also accounts for the conver-
gence of nonlocal conductivities. To this end, we introduce the following generalized
Ponce inequality [54, 55].

Lemma 3.38 (Generalized Ponce inequality). Let {δk}k∈N ⊂ (0, δ0) be a sequence
of interaction horizons converging to zero. Assume {uk}k∈N ⊂ Lp(Ω) is a bounded
sequence and that there exists some M > 0 for which∫

Ωδk

∫
Ωδk

κδ|Gδkuk(x, x
′)|p dx′ dx ≤M, ∀k ∈ N.

Then {uk}k∈N is relatively compact in Lp(Ωδ0). Any limit point ũ ∈ Lp(Ωδ0) is also
in W 1,p(Ωδ0) and satisfies∫

Ωδ0

κ|∇ũ|p dx ≤ lim inf
k→∞

∫
Ωδk

∫
Ωδk

κδ|Gδkuk|p dx′ dx. (3.61)
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The question now is whether the result obtained in Proposition 3.37 also holds
for the sequence of nonlocal equilibrium states. The following theorem establishes
the localizing property.

Theorem 3.39. Following the previous assumptions we have

min
W 1,p

0 (Ω)
Ĭ = lim

δ↘0
min
Uδ

J̆δ.

In particular, assume {uδ}δ↘0 is a sequence of nonlocal equilibrium states, then
∥u− uδ∥Lp(Ω) → 0 and

Ĭ(u) = lim
δ↘0

J̆δ(uδ).

Proof. We first realize that the sequence of nonlocal equilibrium states {uδ}δ↘0 satis-
fies the assumptions of Lemma 3.38. Indeed, the a priori stability estimates obtained
in the proof of Corollary 3.22 provides us a constant C > 0 independent of δ ∈ (0, δ0)
for which we can uniformly bound the nonlocal gradients∫

Ωδ

∫
Ωδ

κδ|Gδu|p dx′ dx ≤ C ∥f∥p∗
Lp∗ (Ω)

, ∀δ ∈ (0, δ0),

and due to the nonlocal Poincaré inequality of Proposition 3.7, there exists another
constant C > 0 independent of δ ∈ (0, δ0) for which

∥uδ∥Lp(Ω) ≤ C ∥f∥p∗−1

Lp∗ (Ω)
, ∀δ ∈ (0, δ0).

Hence, the sequence of states is uniformly bounded. This allows us extract a subse-
quence, which converges to ũ ∈ W 1,p(Ωδ0) strongly in Lp(Ωδ0). For this discussion,
we will not relabel subsequences. Since each uδ ∈ Uδ is extended by zero outside of
the domain Ω, so is ũ. Indeed, by the strong convergence in Lp(Ωδ0) we can extract
a further subsequence which converges pointwise almost everywhere in Ωδ0 . Hence
we have the pointwise limit

lim
δ↘0

uδ(x) = ũ(x) = 0, for a.e. x ∈ Ωδ0 \ Ω.

Appealing to the characterization of [18, Proposition 9.18] again implies that ũ ∈
W 1,p

0 (Ω). The generalized Ponce inequality now yields

1

p

∫
Ω
κ|∇ũ|p dx−

∫
Ω
fũ ≤ lim inf

δ↘0

1

p

∫
Ωδ

∫
Ωδ

κδ|Gδuδ(x, x
′)|p dx′ dx−

∫
Ω
fuδ dx,

since uδ → ũ strongly in Lp(Ω). Recalling that the local state u ∈ W 1,p
0 (Ω) satisfies

the local Dirichlet principle, we get

1

p

∫
Ω
κ|∇u|p dx−

∫
Ω
fudx ≤ 1

p

∫
Ω
κ|∇ũ|p dx−

∫
Ω
fũdx.
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3. Principles of nonlocal diffusion M. Schytt

In summary, we have

Ĭ(u) =
1

p

∫
Ω
κ|∇u|p dx−

∫
Ω
fudx

≤ 1

p

∫
Ω
κ|∇ũ|p dx−

∫
Ω
fũdx

≤ lim inf
δ↘0

1

p

∫
Ωδ

∫
Ωδ

κδ|Gδuδ(x, x
′)|p dx′ dx−

∫
Ω
fuδ dx

= lim inf
δ↘0

J̆δ(uδ).

The reverse inequality follows from Proposition 3.37. Indeed, we see that

Ĭ(u) =
1

p

∫
Ω
κ|∇u|p dx−

∫
Ω
fudx

= lim
δ↘0

1

p

∫
Ωδ

∫
Ωδ

κδ|Gδu|p dx′ dx−
∫
Ω
fudx

≥ lim sup
δ↘0

1

p

∫
Ωδ

∫
Ωδ

κδ|Gδuδ|p dx′ dx−
∫
Ω
fuδ dx

= lim sup
δ↘0

J̆δ(uδ).

Here, the inequality follows since the nonlocal states satisfy the nonlocal Dirichlet
principle. Gathering both of these estimates, we obtain the equality

Ĭ(u) = lim
δ↘0

J̆δ(uδ).

We now claim that ũ = u. This is however immediate from the previous arguments
showing

lim
k→∞

J̆δk(uk) ≤ Ĭ(u) ≤ Ĭ(ũ) ≤ lim
k→∞

J̆δk(uk),

implying that Ĭ(u) = Ĭ(ũ). This demonstrates that ũ satisfies the local Dirichlet
principle, and therefore it has to be the unique local equilibrium state u. This
proves that the limiting point is unique and that the entire sequence of nonlocal
states {uδ}δ↘0 converges to the local equilibrium state u in Lp(Ω).
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Chapter 4

Nonlocal optimal control &
obstacle problems

The goal of the following chapter is to further illustrate the applicability of our
nonlocal diffusion law. We will show that it can substitute the local diffusion law
in prototypical model problems in optimal control, as well as in the famous obstacle
problem. Of course, the nonlocal formulations differ from their local counterparts,
however, they are derived analogously. In this chapter we will consider only the
linear case with p = 2 in order to simplify the exposition. First, we consider the
linear-quadratic problem of optimal control in the volumetric heat source. Nonlocal
optimal control in the source was first studied in [28] for p = 2, and subsequently
extended in [21, 56] for p ̸= 2. We then turn our attention towards optimal control
in the conductivity distribution. Its study is made difficult by the nonlinear relation
between conductivities and optimal equilibrium states. We first consider the problem
of parameter identification as in [29], and then the nonlocal saddle-point problem
studied in [4, 38, 39] extending the local case proposed in [22]. In particular, we
demonstrate that the analysis of the latter problem benefits from a dual formulation
of nonlocal diffusion. Lastly, we consider the classical obstacle problems. We discuss
their nonlocal variants as presented in [20, 44]. Specifically for the nonlocal case, we
will see that the analysis of nonlocal obstacle problems is not necessarily complicated
by irregular obstacles.

4.1 Distributed control

The first problem we consider seeks to identify the volumetric heat source which
provides the best reconstruction of a target equilibrium temperature state. This
amounts to a linear-quadratic optimal control problem known as distributed control.
In this section, we will assume that the material body Ω has a homogeneous conduc-
tivity distribution. The case with inhomogeneous conductivity distributions extends
similarly. Let us recall the local problem.

Assume a target equilibrium state uΩ ∈ L2(Ω) arises from the linear diffusion law

−∆u = f, in Ω,

u = 0, on Γ,
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4.1. Distributed control

whose volumetric heat source f ∈ L2(Ω) is unknown. Our goal is to estimate it.
To this end, we formulate a minimization problem whose solution minimizes the
difference between the realized and target equilibrium states. Specifically, we seek a
solution to

min
u,f

Iλ(u, f) =
1

2
∥u− uΩ∥2L2(Ω) +

λ

2
∥f∥2L2(Ω) ,

s.t. −∆u = f, in Ω,

u = 0, on Γ.

(4.1)

Remark that we specify the problem with an additional quadratic term parameterized
by a parameter λ ≥ 0. As we will soon see, its role is to regularize the problem.

It is straightforward to see that the nonlocal analogue of (4.1) is

min
u,f

Jλ(u, f) =
1

2
∥u− uΩ∥2L2(Ω) +

λ

2
∥f∥2L2(Ω) ,

s.t. − Lδu = f, in Ω,

u = 0, in Γδ,

(4.2)

where Lδ denotes the nonlocal 2-Laplacian for some fixed δ > 0. Note that the only
difference between (4.1) and (4.2) is the physical enforcement of a local or nonlocal
diffusion law. As a standard approach of the classical control theory, we will consider
the reduced form of (4.2). It is formulated using the control-to-state operator.

Definition 4.1. The control-to-state operator Sδ : L
2(Ω) → Uδ of (4.2) is defined as

the operator which maps a heat source f ∈ L2(Ω) to its corresponding equilibrium
state Sδf ∈ Uδ.

The control-to-state operator is clearly well-defined, since for each heat source
f ∈ L2(Ω) there exists a unique corresponding equilibrium state u ∈ Uδ, which
satisfies the nonlocal diffusion law imposed in (4.2). Hence Sδf = u. We remark the
following properties of the control-to-state operator.

Lemma 4.2. The control-to-state operator Sδ : L2(Ω) → Uδ of (4.2) is a bounded
linear operator.

Proof. Bounded linearity follows immediately since p = 2. Indeed, let f, g ∈ L2(Ω)
be two distinct heat sources, and let α, β ∈ R. The state induced by αf+βg satisfies
the variational formulation (3.20), and for all v ∈ Uδ it holds that∫

Ωδ

∫
Ωδ

GδSδ(αf + βg)Gδv dx
′ dx =

∫
Ω
(αf + βg)v dx.

Expanding the right-hand side and writing the variational formulations for f and g
separately yields∫

Ω
(αf + βg)v dx =

∫
Ωδ

∫
Ωδ

Gδ(αSδf)Gδv dx
′ dx+

∫
Ωδ

∫
Ωδ

Gδ(βSδg)Gδv dx
′ dx

=

∫
Ωδ

∫
Ωδ

Gδ(αSδf + βSδg)Gδv dx
′ dx,
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4. Nonlocal optimal control & obstacle problems M. Schytt

which proves that Sδ(αf + βg) = αSδf + βSδg. Finally, boundedness is obtained
by the stability estimate given by Corollary 3.22. It gives some constant C > 0 such
that

∥Sδf∥Uδ
≤ C ∥f∥L2(Ω) , ∀f ∈ L2(Ω),

which is what we desired.

We introduce the reduced functional Jλ(f) = Jλ(Sδf, f) and simply reformulate
the problem (4.2) as

min
f∈Aδ

Jλ(f). (4.3)

Here Aδ ⊂ L2(Ω) denotes the set of admissible controls. Solvability of (4.3) is the
subject of the following theorem.

Theorem 4.3. Let Aδ = L2(Ω), and assume that λ > 0. Then (4.3) admits a
unique optimal control f ∈ Aδ.

Proof. We employ the direct method. First we note that the reduced functional

Jλ(f) =
1

2
∥Sδf − uΩ∥2L2(Ω) +

λ

2
∥f∥2L2(Ω) . (4.4)

is bounded below by zero and is proper. In addition, it is both convex, and continuous
as a sum of norms composed with the continuous affine function f 7→ Sδf − uΩ,
see Lemma 4.2. Consequently, it is weakly lower semicontinuous. Due to the last
quadratic term in (4.4), the reduced functional Jλ is in fact strictly convex, since
λ > 0. The same term also gives the coercivity of Jλ. Indeed, we see that

Jλ(f) ≥
λ

2
∥f∥2L2(Ω) ,

which implies that Jλ(f) → ∞ as ∥f∥L2(Ω) → ∞. Since coercivity and weak lower
semicontinuity is established, the existence of an optimal control f ∈ L2(Ω) follows
from the direct method. Uniqueness of f is immediate due to the strict convexity of
the reduced functional Jλ.

Note that the proof relies on the coercivity of the reduced functional Jλ, which
in turn holds since λ > 0. When λ = 0 further assumptions need to be made. For
practical purposes it may be necessary to constrain the set of admissible controls Aδ.
A common practical choice is the set of box constraints. Fixing two bounding heat
sources f, f ∈ L2(Ω) satisfying f ≤ f a.e. in Ω, their corresponding box constraints
are defined by

Aδ = {f ∈ L2(Ω) | f ≤ f ≤ f, a.e. in Ω}. (4.5)

Imposing such constraints on the optimal control provides a different approach to-
wards solvability.

Theorem 4.4. Assume Aδ is weakly compact. Then (4.3) admits an optimal control
f ∈ Aδ, which is unique if λ > 0
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4.1. Distributed control

Proof. Similar to the proof of Theorem 4.3 we apply the direct method. The re-
duced functional Jλ is still weakly lower semicontinuous, even if λ = 0. However,
coercivity is not given unless λ > 0. Since coercivity provides the direct method with
weak compactness for minimizing sequences, we can exchange it for the condition
that minimizing sequences are assumed to be weakly compact. This is exactly the
assumption we have made for Aδ. Thus, the direct method finds an optimal control
f ∈ L2(Ω). Similar to before, the optimal control is unique if λ > 0.

We remark that the box constraints defined in (4.5) satisfies the assumptions of
Theorem 4.4. In general any nonempty, closed, bounded, and convex subset of L2(Ω)
is also weakly compact.

Optimality system

In the subsequent chapter, we will explore the numerical approximation of the present
linear quadratic control problem. To this end, it will prove useful to know the
conditions for optimality of controls. We will embed the control-to-state operator
Sδ : L2(Ω) → L2(Ω) for the purposes of this discussion. In this form, it remains a
bounded linear operator due to the continuous embedding of Uδ in L2(Ω). Realizing
that (4.3) is a convex minimization problem posed in the Hilbert space L2(Ω), we
find that any optimal source control f ∈ Aδ has to satisfy the necessary and sufficient
optimality condition

⟨∇Jλ(f), g − f⟩Ω ≥ 0, ∀g ∈ Aδ. (4.6)

Here, the gradient of the reduced functional ∇Jλ : L2(Ω) → L2(Ω) is understood in
the Fréchet sense. The gradient may be explicitly found as

∇Jλ(f) = Sδ
∗(Sδf − uΩ) + λf, ∀f ∈ L2(Ω), (4.7)

where Sδ
∗ : L2(Ω) → L2(Ω) is the Hilbert space adjoint of Sδ. The nature of the

adjoint is settled in following lemma.

Lemma 4.5. The control-to-state operator Sδ : L
2(Ω) → L2(Ω) is self-adjoint.

Proof. Let f, g ∈ L2(Ω) and consider the variational formulation of their states∫
Ωδ

∫
Ωδ

Gδ(Sδf)Gδv dx
′ dx =

∫
Ω
fv dx, ∀v ∈ Uδ,∫

Ωδ

∫
Ωδ

Gδ(Sδg)Gδv dx
′ dx =

∫
Ω
gv dx, ∀v ∈ Uδ.

Testing these with v = Sδg and v = Sδg, respectively, we obtain the equalities

⟨f,Sδg⟩Ω =

∫
Ωδ

∫
Ωδ

GδSδgGδSδf dx
′ dx = ⟨Sδf, g⟩Ω,

which proves that Sδ = Sδ
∗, that is Sδ is self-adjoint.

This inspires the following definition.
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4. Nonlocal optimal control & obstacle problems M. Schytt

Definition 4.6. Let f ∈ L2(Ω) be an optimal control of (4.3). Then we define the
adjoint state of f as the unique solution w ∈ Uδ to

−Lδw = Sδf − uΩ, in Ω,

w = 0, in Γδ.

Let us now reconsider (4.6).

Proposition 4.7. Let f ∈ L2(Ω). Then f is an optimal control of (4.3) if and only
if there exists some w ∈ L2(Ω) satisfying the optimality system

⟨w + λf, g − f⟩Ω ≥ 0, ∀g ∈ Aδ,

−Lδw = Sδf − uΩ, in Ω,

w = 0, in Γδ.

(4.8)

Proof. By inserting the formula for the gradient (4.7) into (4.6), we get exactly (4.8).
Here the last two equations of (4.8) arise from Lemma 4.5 noting that

w = Sδ
∗(Sδf − uω) = Sδ(Sδf − uΩ).

Since (4.6) is both a necessary and sufficient optimality condition, the result follows.

We conclude our discussion on source control by examining a specific case that
compares the nonlocal optimal controls to their local counterparts.

Example 4.8. We consider the special case where we allow Aδ = L2(Ω) and assume
that the regularization parameter is present λ > 0. Now, the inequality in (4.8) takes
the form of an equality

⟨w + λf, g⟩ = 0, ∀g ∈ L2(Ω),

by linearity in L2(Ω). In particular, this implies that w + λf = 0, and hence the
optimal control and its adjoint state (f, w) ∈ L2(Ω)× Uδ has to satisfy the relation

f = − 1

λ
w, (4.9)

and the optimality system

−LδSδf = −λ−1w, in Ω,

Sδf = 0, in Γδ,

−Lδw = Sδf − uΩ, in Ω,

w = 0, in Γδ.
(4.10)

We remark that the corresponding local optimality conditions share the relation
(4.9), and the optimality system (4.10) is exactly the nonlocal equivalent of the local
optimality system

−∆Sf = −λ−1w, in Ω,

Sf = 0, in Γδ,

−∆w = Sf − uΩ, in Ω,

w = 0, in Γδ.

Here S : L2(Ω) → L2(Ω) denotes the local control-to-state operator. This further
illustrates the extension of the local theory to the nonlocal framework.
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4.2. Control in the conductivity

4.2 Control in the conductivity

Let us now consider a different type of optimal control problem. Specifically, we
will now keep the volumetric heat source fixed, and instead assume control over the
thermal conductivity distribution. The analysis of optimal control in the source was
relatively simple, due to the fact that equilibrium temperature states depend linearly
on their heat sources. In the case of conductivity control, the analysis of the consid-
ered control problems is complicated by the fact that the equilibrium temperature
states are nonlinear with respect to the conductivity. As such, further considerations
must be made in order to apply the direct method. Be that as it may, our objective
will be twofold. First, we study the optimal control with respect to the functional
from the previous section. This problem is known as parameter identification, in
which we seek to estimate the material properties of a spatial domain, here the ther-
mal conductivity, from an observed temperature state generated by a known heat
source. Second, we consider the saddle-point problem of Ceá and Malankowski [22],
which seeks to identify the optimal thermal conductivity distribution, which mini-
mizes the weighted average of the equilibrium temperature state. This problem is a
prototype of the famous compliance minimization problem from topology optimiza-
tion, which seeks to maximize the stiffness of a structure under a specified load. For
more details we refer to [1] and the references in [4, 38, 39].

The analysis of both problems requires good continuity properties of their control-
to-state operators. Again, we first recall the local state equation. Given a volumetric
heat source f ∈ L2(Ω), we assume that the corresponding equilibrium temperature
state u arises from the linear diffusion law

−div(κ∇u) = f in Ω,

u = 0 on Γ,

specified by an unknown conductivity distribution κ ∈ L∞(Ω). Analogously, the
nonlocal state equation arises from the nonlocal diffusion law

−Dδ(κδGδu) = f in Ω, (4.11)
u = 0 in Γδ, (4.12)

where the nonlocal conductivity distribution κδ ∈ L∞(Ωδ×Ωδ) is unknown. In order
to define the corresponding control-to-state operator, we recall that the nonlocal
conductivity distribution was subject to the following assumptions

Aδ = {κδ ∈ L∞(Ωδ × Ωδ) |κδ ∈ [κ, κ], a.e. in Ωδ × Ωδ}.

In order to differentiate between the previous and present discussions, we define the
control-to-state operator as follows.

Definition 4.9. The conductivity-to-state operator Sδ : Aδ → Uδ of (4.11) is defined
as the operator which maps a nonlocal conductivity distribution κδ ∈ Aδ to its
corresponding equilibrium state Sδκδ ∈ Uδ.

Note that we now relate the conductivity-to-state operator Sδ to the state equa-
tion (4.11), since it will not change between the upcoming control problems. Unfor-
tunately, Sδ is no longer linear due to the nonlinearity of its variational formulation.
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4. Nonlocal optimal control & obstacle problems M. Schytt

As a consequence, it will be more difficult to apply the direct method to obtain
optimal controls. Alas, we present two different approaches, each of which requiring
additional assumptions and consulting different topologies on L∞(Ωδ × Ωδ).

The first approach is found in [29]. Their main tool is the strong continuity of
the conductivity-to-state operator.

Proposition 4.10. The conductivity-to-state operator Sδ : Aδ → Uδ is Lipschitz
continuous, i.e. there exists C > 0 such that

∥Sδκδ − Sδκ̃δ∥Uδ
≤ C ∥κδ − κ̃δ∥L∞(Ωδ×Ωδ)

, ∀κδ, κ̃δ ∈ Aδ.

Proof. The proof follows along the lines of [29, Lemma 3.1]. Let κδ, κ̃δ ∈ Aδ be
two conductivities, and consider the variational formulations of their corresponding
states ∫

Ωδ

∫
Ωδ

κδGδ(Sδκδ)Gδ ṽ dx
′ dx =

∫
Ω
fv dx, ∀v ∈ Uδ,∫

Ωδ

∫
Ωδ

κ̃δGδ(Sδκ̃δ)Gδ ṽ dx
′ dx =

∫
Ω
fv dx, ∀v ∈ Uδ.

(4.13)

Denoting u = Sδκδ and ũ = Sδκ̃δ, we fix v ∈ Uδ and realize that comparing equations
in (4.13) yields∫
Ωδ

∫
Ωδ

κδGδ(u− ũ)Gδv dx
′ dx =

∫
Ωδ

∫
Ωδ

κδGδuGδv dx
′ dx−

∫
Ωδ

∫
Ωδ

κδGδũGδv dx
′ dx

=

∫
Ωδ

∫
Ωδ

κ̃δGδũGδv dx
′ dx−

∫
Ωδ

∫
Ωδ

κδGδũGδv dx
′ dx

=

∫
Ωδ

∫
Ωδ

(κ̃δ − κδ)GδũGδv dx
′ dx.

We now insert v = u− ũ and obtain the estimate

κ ∥u− ũ∥2Uδ
≤ ∥κδ − κ̃δ∥L∞(Ωδ×Ωδ)

∫
Ωδ

∫
Ωδ

|GδũGδ(u− ũ)| dx′ dx

≤ ∥κδ − κ̃δ∥L∞(Ωδ×Ωδ)
∥ũ∥Uδ

∥u− ũ∥Uδ
.

through the Hölder and Cauchy-Schwarz inequalities. Invoking the stability estimate
of Corollary 3.22, there exists some C > 0 independent of κ̃δ (but dependent of κ
and κ) such that ∥ũ∥Uδ

≤ C ∥f∥L2(Ω). All that remains is to rearrange the previous
inequalities to get

∥Sδκδ − Sδκ̃δ∥Uδ
= ∥u− ũ∥Uδ

≤ κ−1C ∥f∥L2(Ω) ∥κδ − κ̃δ∥L∞(Ωδ×Ωδ)
.

That is what we wanted.

Wishing to invoke the usual strong topology on L∞(Ωδ × Ωδ), a similarly strong
compactness property is needed. Therefore we assume that the admissible conductiv-
ity distributions admit uniformly bounded weak derivatives. This leads us to study
an alternative set of admissible controls

Aα
δ = {κδ ∈ Aδ ∩W 1,∞(Ωδ × Ωδ) | ∥κδ∥W 1,∞(Ωδ×Ωδ)

≤ α},
for some α ∈ (0,∞). Regrettably, this set excludes certain discontinuous conduc-
tivity distributions which may arise in practical applications. On the other hand, it
will simplify the line of reasoning. We present the following result.
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4.2. Control in the conductivity

Proposition 4.11. Let α ∈ (0,∞). Then the set of admissible controls Aα
δ is

compact in L∞(Ωδ × Ωδ).

Proof. The Sobolev embedding theorem given in [Bre10, Theorem 9.16] asserts that
W 1,∞(Ωδ ×Ωδ) is compactly embedded in L∞(Ωδ ×Ωδ). Since Aα

δ , by definition, is
bounded in W 1,∞(Ωδ × Ωδ), relative compactness in L∞(Ωδ × Ωδ) follows. But Aα

δ

is closed in L∞(Ωδ × Ωδ) due to the bounds κ ≤ κδ ≤ κ for all κδ ∈ Aα
δ .

The second approach follows [38] and keeps Aδ as defined. As such, this ap-
proach does allow discontinuous conductivity distributions. However, continuity and
compactness properties become much harder to obtain. Unlike the first approach,
we now look for continuity in the weak∗-topology on L∞(Ωδ × Ωδ). In the local
case this approach is naive, since the conductivity-to-state operator is generally not
continuous with respect to the weak∗-topology [1, 67]. In stark contrast, the non-
local conductivity-to-state operator is, if Uδ is compactly embedded in L2(Ω). We
demonstrate this by considering the arguments of [5, 38], in which Uδ is continuously
embedded in a fractional Sobolev space. To this end, it proves sufficient to assume
that the nonlocal kernel satisfies the additional assumption

ωδ(x) ≥
cs

|x| d2+s
, ∀x ∈ Bδ/2 \ {0}, (4.14)

for some fractional exponent s ∈ (0, 1) and constant cs > 0.

Lemma 4.12. Assume (4.14) holds with some s > 0. Then Uδ is continuously
embedded in W s,2(Ω). In particular, Uδ is compactly embedded in L2(Ω).

Proof. Let u ∈ Uδ. By (4.14) there exists s ∈ (0, 1) and cs > 0 for which we can
establish the inequality

∥u∥2Uδ
=

∫
Ωδ

∫
Ωδ

|u(x)− u(x′)|2ωδ(x− x′)2 dx′ dx

≥
∫
Ωδ

∫
Ωδ∩Bδ/2(x)

|u(x)− u(x′)|2ωδ(x− x′)2 dx′ dx

≥ cs

∫
Ωδ

∫
Ωδ∩Bδ/2(x)

|u(x)− u(x′)|2
|x− x′|d+2s

dx′ dx.

Invoking [12, Proposition 6.1], there exists some C1 > 0, for which we see that the
last expression is bounded below as

|u|2W s,2(Ωδ)
≤ C1

∫
Ωδ

∫
Ωδ∩Bδ/2(x)

|u(x)− u(x′)|2
|x− x′|d+2s

dx′ dx.

This gives us an initial inequality

|u|2W s,2(Ωδ)
≤ c−1

s C1 ∥u∥2Uδ
.

Invoking a fractional Poincaré inequality, there exists another constant C2 > 0 with
which we can establish

∥u∥2L2(Ω) ≤ C2|u|2W s,2(Ωδ)
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Such an inequality can be obtained by considering either Proposition 3.7 with the
nonlocal kernel

ωδ(x) =
cδ

|x| d2+s
, ∀x ∈ Bδ \ {0},

or the arguments presented in [33, Lemma 4.3]. Consequently, we can write

∥u∥2L2(Ωδ)
= ∥u∥2L2(Ω) ≤ C2|u|2W s,2(Ωδ)

≤ c−1
s C1C2 ∥u∥2Uδ

,

where the equality follows since u ∈ Uδ is extended by zero outside of Ω. We have

∥u∥2W s,2(Ω) ≤ ∥u∥2W s,2(Ωδ)
= ∥u∥2L2(Ω) + |u|2W s,2(Ωδ)

≤ c−1
s C1(1 + C2) ∥u∥2Uδ

,

which shows the continuous embedding of Uδ in W s,2(Ω) The compact embedding
in L2(Ω) is now a consequence of the embedding theorems for fractional Sobolev
spaces, see [32, Theorem 7.1].

We can now prove the following continuity result.

Proposition 4.13. Assume (4.14) holds. Then Sδ : Aδ → Uδ is weakly continuous
with respect to the weak∗-topology on L∞(Ωδ ×Ωδ). Specifically, if {κδk}k∈N ⊂ Aδ is
a sequence of conductivity distributions converging in the weak∗-topology to κδ ∈ Aδ,
which we denote κδk

∗
⇀ κδ, then

lim
k→∞

∥Sδκδk − Sδκδ∥Uδ
= 0.

Proof. We give the proof found in [38, Theorem 2.3]. Assume we have a sequence
{κδk}k∈N ⊂ Aδ for which κδk

∗
⇀ κδ. We denote their corresponding states u = Sδκδ,

and uk = Sδκδk for all k ∈ N. The variational formulation of the equilibrium states
is used to establish the equalities

J̆(u;κδ) =
1

2

∫
Ωδ

∫
Ωδ

κδ|Gδu|2 dx′ dx−
∫
Ω
fudx = −1

2

∫
Ω
fudx,

J̆(uk;κδk) =
1

2

∫
Ωδ

∫
Ωδ

κδk|Gδuk|2 dx′ dx−
∫
Ω
fuk dx = −1

2

∫
Ω
fuk dx,

(4.15)

written in terms of the nonlocal Dirichlet energy J̆(·; ·), which we have supplied
with an additional argument denoting the dependence on the conductivity. We now
realize that

0 ≤ κ ∥uk − u∥2Uδ
≤
∫
Ωδ

∫
Ωδ

κδk|Gδ(uk − u)|2 dx′ dx

=

∫
Ωδ

∫
Ωδ

κδk|Gδuk|2 dx′ dx+

∫
Ωδ

∫
Ωδ

κδk|Gδu|2 dx′ dx

− 2

∫
Ωδ

∫
Ωδ

κδkGδuGδuk dx
′ dx

= 2J̆(uk;κδk) + 2J̆(u;κδk) + 2

∫
Ω
fuk dx+ 2

∫
Ω
fudx

− 2

∫
Ωδ

∫
Ωδ

κδkGδuGδuk dx
′ dx

= 2J̆(u;κδk)− 2J̆(uk;κδk). (4.16)
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Here, left-hand side equalities of (4.15) gives the second equality, and the right-hand
side equalities of (4.15), together with the variational formulations, gives the last
equality. It is now evident that if the convergence for k → ∞ is well behaved, the
terms in (4.16) will cancel in the limit. This would prove our promised result. Let
us consider the first term in (4.16). Testing the weak∗-convergence κδk

∗
⇀ κδ with

|Gδu|2 ∈ L1(Ωδ × Ωδ), we obtain

lim
k→∞

J̆(u;κδk) = lim
k→∞

1

2

∫
Ωδ

∫
Ωδ

κδk|Gδu|2 dx′ dx−
∫
Ω
fudx

=
1

2

∫
Ωδ

∫
Ωδ

κδ|Gδu|2 dx′ dx−
∫
Ω
fudx

= J̆(u;κδ).

As for the second term in (4.16), we consider both its lim sup and lim inf. Recalling
the nonlocal Dirichlet principle, u is the unique minimizer of the Dirichlet energy
J̆(·;κδ), and similarly uk is the unique minimizer of J̆(·;κδk) for all k ∈ N. Hence
we may establish the following inequality

lim sup
k→∞

J̆(uk;κδk) ≤ lim sup
k→∞

J̆(u;κδk) = J̆(u;κδ). (4.17)

On the other hand, we may extract a subsequence {(uk′ , κδk′)}k′∈N for which

lim
k′→∞

J̆(uk′ ;κδk′) = lim inf
k→∞

J̆(uk;κδk). (4.18)

We now recall that Uδ is compactly embedded in L2(Ω), due to Lemma 4.12. As
the states are uniformly bounded by ∥uk′∥Uδ

≤ C ∥f∥L2(Ω), for some C > 0 from
Corollary 3.22, we know {uk′}k′∈N is relatively compact in L2(Ω). Hence we may
use the same argumentation as in Lemma 2.6 to extract further subsequences, not
relabeled, for which there exists some ū ∈ Uδ satisfying

uk′ → ū in L2(Ω),

uk′(x) → ū(x) a.e. in Ω.

We will use the a.e. pointwise convergence of {uk′}k′∈N (and hence also of {Gδuk′}k′∈N)
to control (4.18). By continuity in L2(Ω) we have

lim
k′→∞

∫
Ω
fuk′ dx =

∫
Ω
fūdx. (4.19)

As for the quadratic term in J̆(uk′ ;κδk′), we claim that∫
Ωδ

∫
Ωδ

κδ|Gδū|2 dx′ dx ≤ lim inf
k′→∞

∫
Ωδ

∫
Ωδ

κδk′ |Gδuk′ |2 dx′ dx. (4.20)

To this end, we define

µ(A) =

∫
Ωδ

∫
Ωδ

χAκδk′ dx
′ dx, µk′(A) =

∫
Ωδ

∫
Ωδ

χAκδk′ dx
′ dx, ∀k′ ∈ N,
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and prove that limµk′(A) = µ(A) for all measurable A ⊂ Ωδ × Ωδ. Indeed for
such subsets we have χA ∈ L1(Ωδ × Ωδ) and therefore weak∗-convergence of the
conductivity distributions gives us the setwise convergence of measures. We now
realize that (4.20) is obtained by the generalized Fatou’s lemma [61, Section 11.4].
Therefore, we may combine (4.19)-(4.20) with (4.18) to get

J̆(ū;κδ) ≤ lim
k→∞

J̆(uk′ ;κδk′) = lim inf
k→∞

J̆(uk;κδk).

At last, since J̆(u;κδ) ≤ J̆(ū;κδ) due to the nonlocal Dirichlet principle, we may
recall (4.17) and conclude that limk→∞ J̆(uk;κδk) = J̆(u;κδ). Finally, returning to
(4.16), we see that

0 ≤ lim sup
k→∞

κ ∥uk − u∥2Uδ
≤ lim

k→∞

[
2J̆(u;κδk)− 2J̆(uk;κδk)

]
= 0,

and we have the result.

Note that this approach follows the same idea as the one-dimensional framework
in Chapter 2. In particular, we secure an embedding in a fractional Sobolev space
W s,2(Ω), which in turn gives us a compact embedding in L2(Ω). The compact
embedding is then used to obtain pointwise convergence of states, which due to the
nonlocal framework also provides pointwise convergence of their nonlocal gradients.
With pointwise convergence established, a continuity property is proved using a
Fatou-type lemma and the direct method becomes applicable. The current approach
will use the following compactness result.

Proposition 4.14. The set of admissible controls Aδ is weakly compact with respect
to the weak∗-topology on L∞(Ωδ × Ωδ).

Proof. We appeal to the Banach-Alaoglu theorem [18, Theorem 3.16], which states
that the closed unit ball in L∞(Ωδ × Ωδ) is weakly compact with respect to the
weak∗-topology. Note that Aδ is merely an affine transformation of the closed unit
ball, and hence also weakly compact in the weak∗-topology on L∞(Ωδ × Ωδ).

4.2.1 Identification

We are now ready to study the nonlocal identification problem. As we previ-
ously mentioned, both the heat source f ∈ L2(Ω) and the target temperature state
uΩ ∈ L2(Ω) are assumed to be known. The problem is seeking the optimal conduc-
tivity distribution κδ, with corresponding temperature state minimizing the distance
from the observed state. Therefore, we study

min
u,κδ

J(u, κδ) =
1

2
∥u− uΩ∥2L2(Ω) ,

s.t. −Dδ(κδGδu) = f in Ω,

u = 0 in Γδ.

(4.21)

We invoke the conductivity-to-state operator. Instead of considering (4.21), we look
for a minimizer of the reduced functional J(κδ) = J(Sδκδ, κδ), i.e.

min
κδ∈⋄

J(κδ), (4.22)
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with ⋄ = Aα
δ or ⋄ = Aδ for the first or second approach, respectively. Having done

the groundwork, we are ready to state and prove that either approach admits optimal
controls.

Theorem 4.15. Assume either

(i) ⋄ = Aα
δ for some α > 0, or

(ii) ⋄ = Aδ and (4.14) holds.

Then there exists an optimal control to (4.22).

Proof. We apply the direct method in both cases. Note that in either case the
reduced functional J : ⋄ → Uδ is proper and bounded below by zero. Hence there
exists a minimizing sequence {κδk}k∈N ⊂ ⋄ with J(κδk) → inf⋄ J . We will now prove
that {κδk}k∈N has a limit κδ ∈ ⋄ in a specified topology, and that the associated
state u = Sδκδ is the strong L2(Ω)-limit of the states uk = Sδκδk, possibly for some
subsequence. As such, we can invoke continuity of the norm to show that

inf
⋄
J = lim

k→∞
J(κδk) = lim

k→∞

1

2
∥uk − uΩ∥2L2(Ω) =

1

2
∥u− uΩ∥2L2(Ω) = J(κδ),

which proves that the limit point κδ is a solution.
For (i) we note that ⋄ = Aα

δ is compact in L∞(Ωδ ×Ωδ) due to Proposition 4.11.
Therefore there exists a subsequence {κδk′}k′∈N that converges to some κδ ∈ Aα

δ

strongly in L∞(Ωδ × Ωδ). The corresponding states uk′ = Sδκδk′ all satisfy their
variational formulations∫

Ωδ

∫
Ωδ

κδk′Gδuk′Gδv dx
′ dx =

∫
Ω
fv dx, ∀v ∈ Uδ, ∀k′ ∈ N. (4.23)

Again, the a priori stability bound from Corollary 3.22 yields boundedness of the
subsequence {uk′}k′∈N in Uδ. Therefore, we may extract a further subsequence, not
relabelled, which converges weakly to some u ∈ Uδ, since Uδ is a reflexive Banach
space. We now wish to prove that u = Sδκδ. To this end we exploit the linearity of
the variational formulation and rewrite (4.23) as∫

Ω
fv dx =

∫
Ωδ

∫
Ωδ

κδGδuGδv dx
′ dx+

∫
Ωδ

∫
Ωδ

κδGδ(uk′ − u)Gδv dx
′ dx

+

∫
Ωδ

∫
Ωδ

(κδk′ − κδ)Gδuk′Gδv dx
′ dx.

(4.24)

Let us now study the last two terms on the right-hand side of (4.24) in the limit as
k′ → ∞. Weak convergence of states in Uδ implies

lim
k′→∞

∫
Ωδ

∫
Ωδ

κδGδuk′Gδv dx
′ dx =

∫
Ωδ

∫
Ωδ

κδGδuGδv dx
′ dx, ∀v ∈ Uδ,

since κδGδv ∈ L2(Ωδ × Ωδ). On the other hand, the Hölder and Cauchy-Schwarz
inequalities implies∣∣∣∣∫

Ωδ

∫
Ωδ

(κδk′ − κ)Gδuk′Gδv dx
′ dx

∣∣∣∣ ≤ ∥κδk′ − k∥L∞(Ωδ×Ωδ)
∥uk′∥Uδ

∥v∥Uδ
, ∀v ∈ Uδ.
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4. Nonlocal optimal control & obstacle problems M. Schytt

Since the states are uniformly bounded, the strong convergence κδk′ → κδ asserts
that taking the limit in (4.24) gives∫

Ωδ

∫
Ωδ

κδGδuGδv dx
′ dx =

∫
Ω
fv dx, ∀v ∈ Uδ,

proving u = Sδκδ. Strong continuity of the conductivity-to-state operator, Proposi-
tion (4.10), then implies the strong convergence uk′ → u in Uδ, and by the nonlocal
Poincaré inequality, also in L2(Ω).

For (ii), Proposition 4.14 implies Aδ is weakly compact with respect to the weak∗-
topology on L∞(Ωδ × Ωδ). Therefore we may extract a subsequence, without rela-
belling, for which κδk

∗
⇀ κδ ∈ Aδ. For each conductivity distribution we have

corresponding states which we again denote u = Sδκδ, and uk = Sδκδk for all k ∈ N.
We now recall the continuity result of Proposition 4.13, which implies that uk → u
in L2(Ω) when κδk

∗
⇀ κδ in Aδ.

4.2.2 Compliance minimization

We now turn our attention to the compliance minimization problem. Our goal is to
minimize the weighted average of the equilibrium temperature state with respect to
a given heat source f ∈ L2(Ω). Hence, we consider

min
u,κδ

J(u, κδ) =

∫
Ω
fudx,

s.t. −Dδ(κδGδu) = f in Ω,

u = 0 in Γδ.

(4.25)

The functional J is known in the literature as the compliance. Recalling the varia-
tional formulations of the state equation, the reduced functional of (4.25) takes many
forms

J(κδ) =

∫
Ω
fSδκδ dx =

∫
Ωδ

∫
Ωδ

κδ|GδSδκδ|2 dx′ dx = 2J̆(Sδκδ;κδ), (4.26)

where J̆ is the Dirichlet energy functional. In particular, note that the reduced
functional is bounded below by zero on Aδ, and that it is a bounded linear functional
with respect to the state. Consequently, we may prove the existence of a optimal
control to (4.25) following the exact same arguments presented for the identification
problem. For completeness, we present the resolution of the reduced problem

min
κδ∈⋄

J(κδ). (4.27)

Theorem 4.16. Assume either

(i) ⋄ = Aα
δ for some α <∞, or

(ii) ⋄ = Aδ and (4.14) holds.

Then there exists a solution to (4.27).

Proof. See the proof of Theorem 4.15.
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Dual formulation

In view of the nonlocal Dirichlet principle, the compliance minimization problem may
actually be stated as a saddle-point problem. Indeed inserting (4.26) into (4.27), we
see that it is equivalent to

max
κδ∈⋄

min
u∈Uδ

J̆(u;κδ). (4.28)

This is the nonlocal equivalent of the saddle-point problem introduced in [22]. We
will now present the reformulation of (4.28) introduced in [39]. Recall that the
nonlocal Kelvin principle is the dual problem to the nonlocal Dirichlet principle, see
Theorem 3.34. Their strong duality gave us the equality

J̆(Sδκδ;κδ) + “J(q;κδ) = 0, (4.29)

where q ∈ Qδ(f) is the nonlocal flux associated to Sδκδ, and “J is the complementary
energy functional. Inserting (4.29) into (4.28), we see that it is equivalently stated
as a single minimization problem

min
(κδ, q)∈Aδ×Qδ(f)

“J(q;κδ). (4.30)

Note that we state (4.30) to seek conductivity distributions κδ ∈ Aδ, without further
regularity assumptions. In the present case, convexity of the complementary energy
functional “J , in both arguments, is sufficient to find a solution.

Theorem 4.17. There exists a solution (κδ, q) ∈ Aδ×Qδ(f) to (4.30), which equiv-
alently induces a solution (κδ,Sδκδ) ∈ Aδ × Uδ of (4.28). In either case, we obtain
an optimal control κδ ∈ Uδ to (4.27).

Proof. The functional “J is proper and bounded below by zero. Hence, we can extract
a minimizing sequence {κδk, qk}k∈N ∈ Aδ×Qδ(f) for which the sequence of functional
values “J(qk;κδk) ↘ infAδ×Qδ(f)

“J monotonically. Recalling that

“J(q;κδ) =
1

2

∫
Ωδ

∫
Ωδ

κδ
−1|q|2 dx′ dx ≥ 1

2
κ−1 ∥q∥2L2(Ωδ×Ωδ)

, ∀(κδ, q) ∈ Aδ ×Qδ,

we see that “J is coercive in its second argument with respect to L2(Ωδ × Ωδ),
for all conductivity distributions in Aδ. Since Dδq = f for all q ∈ Qδ(f), co-
ercivity in Qδ(f) is equivalent to coercivity in L2(Ωδ × Ωδ). Now, boundedness
of { “J(qk;κδk)}k∈N implies {qk}k∈N is bounded in Qδ(f). Since Qδ(f) is a closed
subset of a reflexive Banach space, there exists a weakly convergent subsequence
{qk′}k′∈N. Using Proposition 4.14, the weak compactness of Aδ in the weak∗-topology
implies that we can extract an additional subsequence, not relabelled, for which
κδk

∗
⇀ κδ ∈ Aδ. However, we argue that the weak∗ limit in L∞(Ωδ × Ωδ) is also

a weak limit in L2(Ωδ × Ωδ). To this end let σ ∈ L2(Ωδ × Ωδ), and note that
σ ∈ L1(Ωδ × Ωδ) since Ωδ × Ωδ is bounded. Hence, the weak∗ convergence of con-
ductivities gives

lim
k′→∞

⟨κδk′ , σ⟩Ωδ×Ωδ
= ⟨κδ, σ⟩Ωδ×Ωδ

,
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which proves it is a weak L2(Ωδ ×Ωδ) limit as well. In total we have a subsequence
{κδk′ , qk′}k′∈N and some (κδ, q) ∈ Aδ ×Qδ(f) with

κδk′ ⇀ κδ in L2(Ωδ × Ωδ),

qk′ ⇀ q in Qδ(f).

We equip L2(Ωδ × Ωδ) × Qδ(f) with any appropriate choice of norm such that we
can apply Mazur’s lemma [18, Corollary 3.8]. Consequently, there exists a sequence
of convex combinations described by a function N : N → N

{λ(k′)ℓ ∈ [0, 1] | ℓ = k′, . . . , N(k′)}k′∈N, with
N(k′)∑
ℓ=k′

λ(k′)ℓ = 1, ∀k′ ∈ N,

for which we get the following strong convergence as k′ → ∞

N(k′)∑
ℓ=k′

λ(k′)ℓ(κδℓ, qℓ) → (κδ, q), in L2(Ωδ × Ωδ)×Qδ(f).

Extracting a further subsequence, not relabelled, we have pointwise convergence
almost everywhere on Ωδ × Ωδ. Fatou’s lemma will complete the argument. Indeed
by nonnegativity and convexity of “J in both arguments, we obtain

“J(q, κδ) ≤ lim inf
k′→∞

“J

N(k′)∑
l=k′

λ(k′)lql,

N(k′)∑
l=k′

λ(k′)lκδl


≤ lim inf

k′→∞

N(k′)∑
l=k′

λ(k′)l “J(ql, κδl)

≤ lim inf
k′→∞

“J(qk′ , κδk′)

N(k′)∑
l=k′

λ(k′)l

= lim inf
k′→∞

“J(qk′ , κδk′)

= inf
Aδ×Qδ(f)

“J.

Here, the third inequality follows by the monotone convergence of the minimizing
sequence. This proves that (κδ, q) is a solution of (4.30). The remaining points follow
from the strong duality (4.29).

Upon examining the current problem formulation, it becomes apparent that the
non-uniqueness of solutions can be understood analytically. The functional being
minimized is strictly convex with respect to each variable individually, but not jointly.
As a result, multiple solutions can arise. Indeed, note that the quadratic term
becomes zero as the flux vanishes. When this happens the conductivity distribution
may be arbitrarily determined, as it does not change the complimentary energy.
However, we will prove that the optimal state, and thus also the optimal flux, is
uniquely determined for optimal controls.
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Maximum principle

Let us proceed by considering a necessary condition for optimal controls. For the
problem at hand, we present a maximum principle, which parallels the maximum
principle described in [22, Theorem 3.1] for the local case.

Theorem 4.18. Let κδ ∈ Aδ be an optimal control to (4.27) and assume u = Sδκδ
denotes its associated state. Then the pair (κδ, u) satisfies the following maximum
principle:∫

Ωδ

∫
Ωδ

κ̃δ|Gδu|2 dx′ dx ≤
∫
Ωδ

∫
Ωδ

κδ|Gδu|2 dx′ dx, ∀κ̃δ ∈ Aδ. (4.31)

Proof. Assume κδ ∈ Aδ is an optimal control with associated state u = Sδκδ, and
let κ̃δ ∈ Aδ be arbitrary. Fix some λ ∈ [0, 1] and consider the control κδ+λ(κ̃δ−κδ)
and its associated state which we denote u + w = Sδ(κδ + λ(κ̃δ − κδ)). We utilize
the variational formulation of states to see that∫

Ω
fv dx =

∫
Ωδ

∫
Ωδ

(κδ + λ(κ̃δ − κδ))Gδ(u+ w)Gδv dx
′ dx, ∀v ∈ Uδ.

Expanding the right-hand side yields for all v ∈ Uδ∫
Ω
fv dx =

∫
Ωδ

∫
Ωδ

κδGδ(u+ w)Gδv dx
′ dx

+ λ

∫
Ωδ

∫
Ωδ

(κ̃δ − κδ)Gδ(u+ w)Gδv dx
′ dx.

Explicitly writing the variational formulation of u now gives us for all v ∈ Uδ

0 =

∫
Ωδ

∫
Ωδ

κδGδ(u+ w)Gδv dx
′ dx+ λ

∫
Ωδ

∫
Ωδ

(κ̃δ − κδ)Gδ(u+ w)Gδv dx
′ dx

−
∫
Ωδ

∫
Ωδ

κδGδuGδv dx
′ dx.

Testing this with v = u+ w yields

0 =

∫
Ωδ

∫
Ωδ

κδ|Gδ(u+ w)|2 dx′ dx+ λ

∫
Ωδ

∫
Ωδ

(κ̃δ − κδ)|Gδ(u+ w)|2 dx′ dx

−
∫
Ωδ

∫
Ωδ

κδGδuGδ(u+ w) dx′ dx.

(4.32)

We leave this inequality for now, and now wish to show that∫
Ω
fw dx ≥ 0. (4.33)

Indeed, since κδ is assumed optimal we have

0 ≤ J(κδ + λ(κ̃δ − κδ))− J(κδ) =

∫
Ω
f(u+ w)− fudx =

∫
Ω
fw dx.
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Similarly, the Dirichlet principle gives us the inequality

J̆(u;κδ) ≤ J̆(u+ w;κδ).

Expanding both sides and rearranging we get the inequality∫
Ωδ

∫
Ωδ

κδ|Gδu|2 dx′ dx ≤
∫
Ωδ

∫
Ωδ

κδ|Gδ(u+ w)|2 dx′ dx− 2

∫
Ω
fw dx.

Since we have (4.33), we can write∫
Ωδ

∫
Ωδ

κδ|Gδu|2 +
∫
Ω
fw dx ≤

∫
Ωδ

∫
Ωδ

κδ|Gδ(u+ w)|2 dx′ dx−
∫
Ω
fw dx

≤
∫
Ωδ

∫
Ωδ

κδ|Gδ(u+ w)|2 dx′ dx,

which we by the variational formulation of u means∫
Ωδ

∫
Ωδ

κδGδuGδ(u+ w) ≤
∫
Ωδ

∫
Ωδ

κδ|Gδ(u+ w)|2 dx′ dx.

But for (4.32) to hold, this implies that∫
Ωδ

∫
Ωδ

(κ̃δ − κδ)|Gδ(u+ w)|2 dx′ dx ≤ 0,

which rearranged gives∫
Ωδ

∫
Ωδ

κ̃δ|Gδ(u+ w)|2 dx′ dx ≤
∫
Ωδ

∫
Ωδ

κδ|Gδ(u+ w)|2 dx′ dx. (4.34)

Recalling the strong continuity of the conductivity-to-state operator given in Propo-
sition 4.10, we know that u + w → u in Uδ as λ ↘ 0. Indeed, there exists some
C > 0 such that

∥u− (u+ w)∥Uδ
≤ C ∥κδ − (κδ + λ(κ̃δ − κδ))∥L∞(Ωδ×Ωδ)

≤ λC ∥κ̃δ − κδ∥L∞(Ωδ×Ωδ)
→ 0.

By Proposition 3.18, the functional

Uδ ∋ v 7→
∫
Ωδ

∫
Ωδ

κδ|Gδv|2 dx′ dx

is continuous for all conductivities κδ ∈ Aδ. Hence (4.34) also holds in the limit, and
we get ∫

Ωδ

∫
Ωδ

κ̃δ|Gδu|2 dx′ dx ≤
∫
Ωδ

∫
Ωδ

κδ|Gδu|2 dx′ dx,

which is what we wanted.

The maximum principle (4.31) was utilized in [22] to construct an algorithm for
the numerical approximation of optimal controls to (4.27). This was extended to
the nonlocal case in [4]. Another use of the maximum principle is to assert the
uniqueness of optimal states.
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Proposition 4.19. Let κδ, κ̃δ ∈ Aδ and assume they and their equilibrium states
(u,w) = (Sδκδ,Sδκ̃δ) both satisfy the maximum principle (4.31). Then u = w. Par-
ticularly, if both κδ and κ̃δ are optimal controls to (4.27), then their states coincide.

Proof. Let us use the nonlocal Dirichlet principle. We see that

min
v∈Uδ

J̆(v; κ̃δ) ≤ J̆(u; κ̃δ) ≤ J̆(u;κδ) = min
v∈Uδ

J̆(v;κδ) ≤ J̆(w;κδ) ≤ J̆(w; κ̃δ), (4.35)

where the equality and the second inequality follow from the nonlocal Dirichlet prin-
ciple and maximum principle for (κδ, u), respectively. The last inequality follows
from the maximum principle for (κ̃δ, w), and its nonlocal Dirichlet principle implies

J̆(w; κ̃δ) = min
v∈Uδ

J̆(v; κ̃δ).

Consequently, everything in (4.35) holds with equality. In particular w satisfies the
Dirichlet principle

min
v∈Uδ

J̆(v;κδ) = J̆(w;κδ),

which by uniqueness means u = w. Since optimal controls satisfy the maximum
principle, the last statement follows.

As an easy corollary to Proposition 4.19, we find that the maximum principle is
actually a sufficient optimality condition.

Corollary 4.20. Let κδ ∈ Aδ and let u = Sδκδ be its corresponding state. If (κδ, u)
satisfies the maximum principle (4.31), then κδ is an optimal control to (4.27).

Proof. We know that (4.27) admits an optimal control κ̃δ ∈ Aδ with associated state
w = Sδκ̃δ. Applying Proposition 4.19 we find that u = w, which implies that

J(κδ) =

∫
Ω
fudx =

∫
Ω
fw dx = J(κ̃δ).

This proves that κδ minimizes the reduced functional J .

4.3 Obstacle problems

The last problem we introduce is the nonlocal equivalent of the famous local obstacle
problem. Our formulation can be seen as a prototype for a problem that models the
equilibrium position of an elastic membrane under the influence of a vertical force,
constrained by an obstacle within the domain. First, let’s recall the local problem.
Given an obstacle function g : Ω → R, and assuming the equilibrium state u ∈ H1

0 (Ω)
is subjected to a load f ∈ L2(Ω), we impose the condition that the equilibrium state
lies above the obstacle. This leads to the definition of the set of admissible states as

A(g) = {v ∈ H1
0 (Ω) | v ≥ g, a.e. in Ω}. (4.36)

Note that without further assumptions, the set of admissible states can be empty.
This is the case if the obstacle admits positive values on the boundary Γ, which are
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4. Nonlocal optimal control & obstacle problems M. Schytt

unattainable by states in H1
0 (Ω). Thus, if an admissible state must both vanish on

the boundary and satisfy the unilateral constraint v ≥ g in (4.36), then we need g ≤ 0
on Γ. Assuming g ∈ H1

0 (Ω) is a simple solution, since it implies that the obstacle
itself is an admissible state. However, such an assumption prohibits obstacles with
jump discontinuities, which is symptomatic of local theory. For further discussions
on the unilateral constraint and more general obstacles, we refer to [37] for regular
obstacles and [6] for a capacity theory-based approach.

The local obstacle problem supposes that the equilibrium state satisfies a mini-
mum energy principle. Hence we wish to find the admissible state which minimizes
the Dirichlet energy. We consider

min
v∈A(g)

Ĭ(v) =
1

2

∫
Ω
|∇v|2 dx−

∫
Ω
fv dx. (4.37)

The nonlocal analog of (4.37) is simply obtained by constraining the nonlocal Dirich-
let principle to the corresponding set of nonlocal admissible states

Aδ(g) = {v ∈ Uδ | v ≥ g, a.e. in Ω}.

Consequently, we consider

min
v∈Aδ(g)

J̆(v) =
1

2

∫
Ωδ

∫
Ωδ

|Gδv|2 dx′ dx−
∫
Ω
fv dx. (4.38)

In contrast to the local case, assuming that the obstacle itself is an admissible
state, i.e., g ∈ Uδ, may not be restrictive in the nonlocal setting. The elements of
the nonlocal state space Uδ are generally not continuous. We consider two cases as
presented in [44]. In the first case, under certain assumptions on the nonlocal kernel,
we find that the norm on Uδ is equivalent to the norm on the fractional Sobolev space
W s,2(Ω) for fractional exponents s < 1/2. We will simply say that Uδ is equivalent
to W s,2(Ω). In this case, the admissible states may exhibit jump discontinuities, as
shown in [48, Lemma 6.1]. In the second case, under different assumptions, we find
that Uδ is equivalent to L2(Ω). In this case, the admissible states and permitted
obstacles can be even more irregular. However, the solution to (4.38) can still be
obtained straightforwardly, as demonstrated in the following results.

Lemma 4.21. Let g ∈ Uδ be an obstacle. Then the set of nonlocal admissible states
Aδ(g) is weakly closed in Uδ.

Proof. We prove that Aδ(g) is closed, and convex in Uδ. To show convexity, let
u, v ∈ Aδ(g), and consider the sets of zero measureNu, Nv ⊂ Ω such that u(x) ≥ g(x)
for all x ∈ Ω \Nu and v(x) ≥ g(x) for all x ∈ Ω \Nv. For any λ ∈ [0, 1], we have

λu(x) + (1− λ)v(x) ≥ λg(x) + (1− λ)g(x) = g(x), ∀x ∈ Ω \ (Nu ∩Nv),

which implies that λu + (1 − λ)v ≥ g almost everywhere in Ω. Hence, Aδ(g) is
convex. To show closedness, let uk be a sequence in Aδ(g) that converges strongly to
u ∈ Uδ. By the nonlocal Poincaré inequality, we have uk → u in L2(Ω). Therefore,
there exists a subsequence uk′ that converges pointwise on Ω \ N∞, where N∞ is a
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zero measure set in Ω. For each k′, there exists further zero measure sets Nk′ ⊂ Ω
such that uk′(x) ≥ g(x) for all x ∈ Ω \Nk′ . Hence, we have

lim
k′
uk′(x) = u(x) ≥ g(x), ∀x ∈ Ω \

( ⋃
k′∈N

Nk′ ∪N∞

)
.

Since a countable union of zero measure sets has zero measure, we have shown that
u ≥ g almost everywhere in Ω, and therefore u ∈ Aδ(g). Thus, Aδ(g) is closed. In
conclusion, Aδ(g) is closed, and convex, which implies that it is weakly closed.

Theorem 4.22. Let g ∈ Uδ be an obstacle. Then there exists a unique nonlocal
admissible state u ∈ Aδ(g) solving the obstacle problem (4.38).

Proof. The obstacle problem (4.38) is clearly the nonlocal Dirichlet principle con-
strained to the nonempty, weakly closed set of nonlocal admissible states Aδ(g).
Following the direct method as in the proof of Theorem 3.20, we find that there
exists a minimizing sequence in Aδ(g) which converges weakly in Uδ. However, since
Aδ(g) is weakly closed, the minimizing sequence converges in Aδ(g) and the result
follows. Uniqueness of the solution follows from Lemma 3.17, since the Dirichlet
energy functional is strictly convex.

Optimality conditions and projections

Since the nonlocal obstacle problem is a constrained form of the Dirichlet principle,
the necessary and sufficient optimality condition is readily found.

Proposition 4.23. Let g ∈ Uδ be an obstacle. Then the nonlocal admissible state
u ∈ Aδ(g) solves (4.38) if and only if it satisfies the linear variational inequality∫

Ωδ

∫
Ωδ

GδuGδ(v − u) dx′ dx ≥
∫
Ω
f(v − u) dx, ∀v ∈ Aδ(g). (4.39)

Proof. We consider the first variation of the Dirichlet energy functional. If u ∈ Aδ(g)
solves (4.38) then

J̆(u) ≤ J̆(v), ∀v ∈ Aδ(g). (4.40)

Since Aδ(g) is convex, we may insert u + t(v − u) ∈ Aδ(g) into (4.40) for t ∈ [0, 1]
and v ∈ Aδ(g). Hence we obtain

1

2

∫
Ωδ

∫
Ωδ

1

t

(
|Gδu+ tGδ(v − u)|2 − |Gδu|2

)
dx′ dx−

∫
Ω
f(v − u) dx ≥ 0. (4.41)

Following the proof of Theorem 3.21 we take the limit t↘ 0 and obtain∫
Ωδ

∫
Ωδ

GδuGδ(v − u) dx′ dx−
∫
Ω
f(v − u) dx ≥ 0, ∀v ∈ Aδ(g),

which is exactly (4.39). This proves the necessity. To obtain sufficiency we consider
the usual convexity argument. Indeed, the Dirichlet energy functional is convex, see
Lemma 3.17, and hence for t ∈ [0, 1] and v ∈ Aδ(g) we have

J̆(u+ t(v − u)) ≤ J̆(u) + t
(
J̆(v)− J̆(u)

)
.
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Rearranging gives

1

t

(
J̆(u+ t(v − u))− J̆(u)

)
≤ J̆(v)− J̆(u).

Note that the left-hand side is exactly the left-hand side of (4.41). Hence, as t ↘ 0
we must have J̆(u) ≤ J̆(v) if (4.39) is assumed to hold.

The linear variational inequality allows us to characterize the solutions of certain
obstacle problems in terms of projections. To this end, we introduce the Hilbert
space projection PAδ(g) : Uδ → Aδ(g) onto the closed and convex set of admissible
states Aδ(g) ⊂ Uδ. We recall its definition

PAδ(g)(v) = argmin
w∈Aδ(g)

1

2
∥v − w∥2Uδ

, ∀v ∈ Uδ. (4.42)

We can now state and prove the following formula for solutions.

Corollary 4.24. Let g ∈ Uδ be an obstacle, and assume that f = 0. Then the
admissible state u ∈ Aδ(g) solving the obstacle problem (4.38) is the projection

u = PAδ(g)(0).

Proof. Recall that for p = 2, Uδ is a Hilbert space with the inner product

⟨u, v⟩Uδ
=

∫
Ωδ

∫
Ωδ

GδuGδv dx
′ dx, ∀u, v ∈ Uδ.

Since f = 0 and u ∈ Aδ(g) solves the obstacle problem, we see from (4.39) that

⟨u, v − u⟩Uδ
≥ 0, ∀v ∈ Aδ(g). (4.43)

Since u = u− 0, we have

⟨u− 0, v − u⟩Uδ
≥ 0, ∀v ∈ Aδ(g),

which is the optimality condition for (4.42) characterizing u = PAδ(g)(0).

Corollary 4.24 disguises the the complexity of the problem into the computation
of a projection operator, for which there is no explicit formula in general. Hence, for
practical reasons, we consider a reformulation of the nonlocal obstacle problem. To
this end, we define for an obstacle g ∈ Uδ the set

Â(g) = {v ∈ L2(Ω) | v ≥ g, a.e. in Ω},

where the unilateral constraint considers the L2(Ω)-representative of the obstacle.
To be specific, we denote the continuous embedding K : Uδ → L2(Ω), and we see
that (4.38) is equivalent to

min
v∈Uδ

J̆(v) + δÂ(g)
(Kv), (4.44)
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where δM is the convex indicator function of a convex subset M ⊂ L2(Ω) defined by

δM (v) =

{
0, if v ∈M,

∞, else,
∀v ∈ L2(Ω).

Remark that this reformulation leads us to enforce the unilateral constraint in L2(Ω)
instead of the state space Uδ. Such reformulations are often to be found in the lo-
cal literature, since they may be more tractable for numerical iterative methods. In
fact, common iterative methods for the local obstacle problem, such as penalty meth-
ods [64], or fixed-point methods [43], are formulated by a sequence of L2-projections
onto the obstacle. In the next chapter, we will see that similar methods are applicable
to the nonlocal problem. The following formula will become useful.

Proposition 4.25. Let g ∈ Uδ be an obstacle. Then the projection of v ∈ L2(Ω)
onto Â(g) can be represented by

PÂ(g)
(v)(x) = P[g(x),∞)(v(x)), for a.e. x ∈ Ω. (4.45)

Proof. Since the projection is now done in L2(Ω), we see that

PÂ(g)
(v) = argmin

w∈Â(g)

1

2
∥v − w∥2L2(Ω) = argmin

w∈Â(g)

∫
Ω
(v − w)2 dx. (4.46)

We now realize that minimum can be found by minimizing the integrand of (4.46)
pointwise. If we fix a L2-representative of the obstacle g, we pointwise want

w(x) = argmin
w∈[g(x),∞)

(v(x)− w)2, ∀x ∈ Ω.

This proves the formula w(x) = P[g(x),∞)(v(x)). To ensure that such a function w

resides in Â(g), we need to show that w ∈ L2(Ω). This is however immediate by
writing the pointwise projection explicitly. We find

w(x) = v(x)−min{v(x)− g(x), 0}, ∀x ∈ Ω,

and consequently, by the triangle inequality, we have

∥w∥L2(Ω) ≤ ∥v∥L2(Ω) + ∥v − g∥L2(Ω) ≤ 2 ∥v∥L2(Ω) + ∥g∥L2(Ω) <∞,

which finishes the proof.
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Chapter 5

Numerical approximation

In the upcoming chapter, we will delve into the numerical approximation techniques
for solving the variational problems discussed in this thesis. Most importantly, we
will consider the variational problem governing the nonlocal diffusion law. Again,
we only consider the case of linear diffusion, since its nonlocal Dirichlet principle
provide a variational formulation suitable for the Galerkin method. In particular,
we consider approximations using the finite element method (FEM). FEM has been
successfully applied to local PDE problems for decades, and a mature mathematical
theory has been developed to analyze its performance [14, 16, 16]. On the other
hand, the numerical approximation of solutions to nonlocal problems is still in its
infancy. Fortunately, as we have seen, elements of the PDE methodology extend to
the nonlocal case, and this is also the case for FEM approximations. We refer to
the discussions in [7, 30, 33]. First, this chapter discusses the derivation of a finite
element method for approximating nonlocal equilibrium states. In particular, we
prove convergence and error estimates, and we explore aspects of the implementation.
Lastly, we perform a series of numerical experiments. We will consider both the
numerical approximation of nonlocal equilibrium states, and the numerical solutions
to variational problems posed in Chapter 4.

5.1 Nonlocal FEM

Let us first recall the problem at hand. Our goal is to numerically approximate
the equilibrium temperature state satisfying a nonlocal diffusion law. For a given
volumetric heat source f ∈ L2(Ω), the nonlocal Dirichlet principle states that the
equilibrium temperature state satisfies a minimum energy principle, which equiva-
lently is the unique solution to the linear variation problem

Find u ∈ Uδ :

∫
Ωδ

∫
Ωδ

κδGδuGδv dx
′ dx =

∫
Ω
fv dx, ∀v ∈ Uδ. (5.1)

Recalling the bilinear form and linear functional

ă(u, v) =

∫
Ωδ

∫
Ωδ

κδGδuGδv dx
′ dx ∀u, v ∈ Uδ,

ℓ(v) =

∫
Ω
fv dx, ∀v ∈ Uδ,
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we see that (5.1) may be written as

Find u ∈ Uδ : ă(u, v) = ℓ(v), ∀v ∈ Uδ. (5.2)

In the numerical search for an approximate solution to (5.2), we will apply the
Galerkin method. We briefly introduce it for the sake of completeness. To this end
we assume that {Uδ,h}h>0 is a sequence of finite-dimensional subspaces of Uδ and we
consider the Galerkin scheme

Find uh ∈ Uδ,h : ă(uh, vh) = ℓ(vh), ∀vh ∈ Uδ,h. (5.3)

For each h > 0 the problem in (5.3) is a finite-dimensional variant of the one in (5.2),
and the corresponding solution uh ∈ Uδ,h is an approximation of the actual solution.
It is important to mention that the solution uh ∈ Uδ,h exists, since the unique
existence theory is inherited from (5.2), due to the finite dimensionality of Uδ,h.
Remark that Uδ,h admits a finite basis, and thus (5.3) is merely a linear system
of equations, which we call the Galerkin system. Herein lies the cleverness of the
Galerkin method. It is clear that the approximate solution uh can be different from
the original solution u. However, its quality as an approximation entirely depends
on the choice of the subspace Uδ,h. We will return to this point later. Thus, the
Galerkin method boils down to systematically choosing good approximation spaces
{Uδ,h}h>0, so that the corresponding Galerkin scheme admits increasingly better
solution approximations as h↘ 0. The role of h > 0 will soon be apparent.

5.1.1 FEM discretization

We choose our approximation spaces using the finite element method. For practical
reasons we limit our discussion to the two-dimensional case of polygonal domains.
Specifically, we consider the unit square Ω = (0, 1)2. FEM requires us to construct
increasingly finer meshes of the corresponding interaction domain Ωδ, which is clearly
not polygonal. To circumvent this difficulty, we extend the nonlocal boundary Γδ

such as in Figure 5.1a. We denote the closure of the extended polygonal domain by
Ωδ,h. We can now uniformly decompose Ωδ,h into regular quadrilateral elements E
with no elements crossing the boundary of Ω. See Figure 5.1b. Thus

Ωδ,h = ∪E∈ThE ,

where Th denotes the triangulation of the mesh, and h > 0 denotes the diagonal
length of the elements.

On each element of the mesh, we will approximate the solution using polynomials.
Specifically, we will utilize the first-order quadrilateral Lagrangian basis Q1. Recall
that each element of Uδ implicitly vanishes outside of Ω. Therefore, we identify the
mesh vertices {ξh,i}Ni=1 in the interior of Ω as the nodes (or degrees of freedom) of
our Lagrangian basis {ϕh,i}Ni=1. The Lagrangian basis is defined by restricting each
basis function to be an element-wise bilinear polynomial satisfying the nodal relation

ϕh,i(ξh,j) = δij , ∀i, j = 1, . . . , N.

Here δij denotes the Kronecker delta. Note that in the present case, each basis
function is supported in exactly four neighbouring elements. Their corresponding
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x1
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h

(b)

Figure 5.1: The mesh generation process for the domain Ω = (0, 1)2. The nonlocal
boundary is extended so that a regular quadrilateral mesh can exactly cover the
interaction domain, with no elements straddling across the boundary. The interior
vertices are marked.

finite element approximation space is simply defined as their span

Uδ,h = span{ϕh,i}Ni=1,

and hence every uh ∈ Uδ,h is a continuous element-wise bilinear polynomial with
basis expansion

uh(x) =
N∑
i=1

uh(ξh,i)ϕh,i(x), ∀x ∈ Ω.

Inserting the basis expansion into (5.3) and iterating over the Lagrangian basis, we
obtain the Galerkin system

AhUh = Fh, (5.4)

defined by

Uh = [uh(ξh,i)]
N
i=1 ∈ RN , Fh = [ℓ(ϕh,i)]

N
i=1 ∈ RN , and

Ah = [Ah;i,j ]
N
i,j=1 = [ă(ϕh,i, ϕh,j)]

N
i,j=1 ∈ RN×N .

(5.5)

We refer to Fh as the source vector and Ah as the stiffness matrix.

5.1.2 Convergence and error estimates

Next, we will analyze the convergence of our Galerkin scheme and establish that
the analysis for the nonlocal problem is analogous to that of the corresponding local
problem. To this end, we start by recalling a fundamental estimate for the Galerkin
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method. First, we note that our choice of finite elements is conformal, since we have
the following string of inclusions

Uδ,h ⊂ H1
0 (Ω) ⊂ Uδ.

Additionally, we remember that the coercivity of the functional

Uδ ∋ v 7→
∫
Ωδ

∫
Ωδ

κδ|Gδv|2 dx′ dx,

was established in Lemma 3.19. This implies the coercivity of the bilinear form
ă : Uδ × Uδ → R, i.e. there exists a constant γ > 0, such that

ă(u, u;κδ) ≥ γ ∥u∥2Uδ
, ∀u ∈ Uδ.

In addition, we can use the Cauchy-Schwarz and nonlocal Poincaré inequalities to
find a C̆ > 0 such that the bilinear form ă is continuous

|a(u, v;κδ)| ≤ C̆ ∥u∥Uδ
∥v∥Uδ

, ∀u, v ∈ Uδ.

Both of these properties allows one to derive the following a priori error estimate.

Lemma 5.1 (Céa’s lemma). Let h > 0 and assume that u ∈ Uδ solves (5.2) and
uh ∈ Uδ,h solves (5.4). Then we have the a priori estimate

∥u− uh∥Uδ
≤ C̆

γ
min

vh∈Uδ,h

∥u− vh∥Uδ
.

Proof. This is the statement of Céa’s lemma, see [17, Theorem 2.8.1].

Note that both constants are independent of the diagonal length h > 0. Hence,
Céa’s lemma states that the error between the solution and our approximation de-
pends on the approximation error

min
vh∈Uδ,h

∥u− vh∥Uδ
.

In turn the approximation error depends entirely on how well our finite element space
can approximate the original solution. Therefore, we need to investigate the approx-
imation properties of our finite elements. Unfortunately, we run into a problem. The
state space Uδ is abstract by definition, and therefore it is a tedious task to analyze
the general approximability of functions in Uδ using finite elements. Therefore, we
limit our analysis to equilibrium solutions with some regularity.

Lemma 5.2. Assume u ∈ H1
0 (Ω). Then there exists some C > 0 such that

min
vh∈Uδ,h

∥u− vh∥Uδ
≤ C min

vh∈Uδ,h

∥u− vh∥H1(Ω) .

Proof. The proof is straightforward. We know from Proposition 3.60 that H1
0 (Ω) is

continuously embedded in Uδ. Hence there exists some C > 0 for which

∥v∥Uδ
≤ C ∥v∥H1(Ω) , ∀v ∈ H1

0 (Ω). (5.6)

Since Uδ,h ⊂ H1
0 (Ω), the result follows by inserting v = u− vh into (5.6) and taking

the minimum over all vh ∈ Uδ,h.
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Lemma 5.2 reduces the convergence analysis for regular equilibrium states to
a question of finite element approximations of Sobolev functions. Therefore, we
invoke a classical result of Sobolev interpolation theory. To this end, we define the
interpolation operator Ih : H2(Ω) → Uδ,h as

Ihu(x) =
N∑
i=1

u(ξh,i)ϕh,i(x), x ∈ Ω.

Note that Ih takes an element of u ∈ H2(Ω) and maps it to the element-wise bilinear
polynomial that corresponds with its nodal values {u(ξh,i)}Ni=1. The properties of
such interpolations are well-understood for our triangulations Th.
Proposition 5.3. Assume that u ∈ Uδ solving (5.2) lies in H1

0 (Ω) ∩H2(Ω). Then
there exists some C > 0 independent of h > 0, for which we have the estimate

∥u− Ihu∥Hl(Ω) ≤ Ch2−l|u|H2(Ω), ∀l ∈ {0, 1}.
Proof. We omit the proof, but note that it is based upon the famous Bramble-Hilbert
lemma. We refer to either [16, Chapter 2] or [17, Chapter 4] for the details.

We can now establish the following a priori error estimate and convergence result.

Theorem 5.4. Assuming that equilibrium state u ∈ Uδ is in H1
0 (Ω) ∩H2(Ω). Then

there exists some C > 0 independent of h > 0, such that

∥u− uh∥Uδ
≤ Ch|u|H2(Ω). (5.7)

In particular, the approximations {uh}h↘0 converge strongly to u in Uδ as h↘ 0.

Proof. We can apply Lemma 5.2 together with Céa’s lemma (Lemma 5.1) to see that

∥u− uh∥Uδ
≤ C̆

γ
min

vh∈Uδ,h

∥u− vh∥Uδ
≤ C1C̆

γ
min

vh∈Uδ,h

∥u− vh∥H1(Ω) , (5.8)

for some C1 > 0 independent of h > 0. The right-hand side of (5.8) can be overes-
timated by the interpolation vh = Ihu ∈ Uδ,h and thus Proposition 5.3 with l = 1
gives us a constant C2 > 0 independent of h > 0 with

∥u− uh∥Uδ
≤ C1C̆

γ
∥u− Ihu∥H1(Ω) ≤

C1C2C̆

γ
h|u|H2(Ω),

This proves the estimate (5.7), which in turn allows us to conclude that uh → u in
Uδ as h↘ 0.

Theorem 5.4 leaves much to be desired, as it only proves a convergence rate
of order O(h). It is however immediate that similar arguments hold in the case
of higher-order Lagrangian elements. Hence, by assuming further regularity of the
equilibrium state, we obtain the following result.

Corollary 5.5. Let m ≥ 1 be an integer and assume Uδ,h arises from m-th order
quadrilateral Lagrangian basis Qm on the triangulation Th. Assume also that the
equilibrium state u ∈ Uδ is in H1

0 (Ω) ∩ Hm+1(Ω). Then there exists some C > 0
independent of h > 0, such that

∥u− uh∥Uδ
≤ Chm|u|Hm+1(Ω).

75



5.1. Nonlocal FEM

Proof. Under the present assumptions there exists some C > 0 independent of h > 0,
for which

∥u− Ihu∥Hl(Ω) ≤ Chm+1−l|u|Hm+1(Ω), ∀l = 0, . . . ,m, (5.9)

see e.g. [17, Theorem 4.4.20]. The proof now follows that given for Theorem 5.4 by
inserting l = 1 in (5.9).

It is important to note that these results were obtained without further assump-
tions on the state space Uδ and the nonlocal kernel. As we have seen throughout
the thesis, there exists many different types of kernel assumptions, each extending
the applicability of the nonlocal model in different ways. Let us reconsider the case
in which Uδ is equivalent to L2(Ω). As noted in [33], this assumption allows us to
approach the approximation error in L2(Ω) since

min
vh∈Uδ,h

∥u− vh∥Uδ
≤ C min

vh∈Uδ,h

∥u− vh∥L2(Ω) ,

for some constant C > 0.

Corollary 5.6. Assume Uδ is equivalent to L2(Ω). Following the assumptions of
Corollary 5.5 there exists some C > 0 independent of h > 0, such that

∥u− uh∥Uδ
≤ Chm+1|u|Hm+1(Ω).

Proof. Since we only need to approximate in L2(Ω), we can take l = 0 in (5.9).

Note that in the present case with bilinear elements, i.e. m = 1, the equivalence
assumption gives us the error estimate

∥u− uh∥Uδ
≤ Ch2|u|H2(Ω). (5.10)

Hence, the error of order O(h2) stands in contrast to the O(h) result of Theorem 5.4.
Remark further that when Uδ is equivalent to L2(Ω), we see that the discontinuous
finite elements are conformal. Similarly holds if Uδ is equivalent to a fractional
Sobolev space W s,p(Ω) with s < 1/2. This was investigated in [70].

5.1.3 Implementation

We now proceed to detail the numerical implementation of the finite element approx-
imation. Before we can solve the Galerkin system introduced in (5.4), we first need
to assemble it. By this we mean that the entries in the source vector Fh and stiffness
matrix Ah defined in (5.5) must be evaluated. Analytical evaluation is, of course,
out of the question. So we have to make do with their numerical approximations
by means of quadrature rules. The procedure for approximating the source vector is
identical to the local case and will therefore not be discussed. On the other hand,
the entries of the stiffness matrix consist of an additional integral layer compared to
the local case. Its approximation will be discussed in detail.
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Elemental stiffness matrices

Instead of computing the entries of Ah entry-by-entry, we use the usual method
of element-wise computation. This is possible because each entry of Ah can be
decomposed as follows. For any triangulation Th of Ωδ,h, and for any pair of indices
i, j = 1, . . . , N , we can write

Ah;i,j =

∫
Ωδ

∫
Ωδ

κδGδϕh,iGδϕh,j dx
′ dx =

∑
Ek∈Th

∑
El∈Th

A(k, l)h;i,j . (5.11)

Here, for all pairs of elements (Ek, El) ∈ Th × Th, we define their elemental stiffness
matrix A(k, l)h with entries

A(k, l)h;i,j =

∫
Ek

∫
El
κδGδϕh,iGδϕh,j dx

′ dx, ∀i, j = 1, . . . , N.

Note that even though the triangulation covers the discretized domain Ωδ,h, the
equality in (5.11) holds because the nonlocal gradients are supported in Ωδ × Ωδ.
Therefore, the previous enlarging of the interaction domain is not an issue. The
strategy now is to compute all relevant elemental stiffness matrices, and add their
contributions to the global stiffness matrix Ah. The number of elements in the mesh
scales with O(h−2) assuming we drive δ ↘ 0. The total number of pairs is therefore
of order O(h−4). However, the interaction radius enforced by the nonlocal kernel
limits the number of element pairs that are relevant. In fact, for a fixed element
Ek ∈ Th we only have to consider element pairs (Ek, El) ∈ Th × Th for which they
interact (El+Bδ)∩Ek ̸= ∅. This is depicted in Figure 5.2a. The number of pairwise
interactions per element scales with O(δ2h−2). Hence the total number of relevant
pairs is of scale O(δ2h−4). We can reduce the computational burden by exploiting
the symmetry of interactions. Indeed fixing an element pair (Ek, El) ∈ Th × Th we
may apply Fubini’s theorem to exchange the order of integration

A(k, l)h;i,j =

∫
Ek

∫
El
κδ(x, x

′)Gδϕh,i(x, x
′)Gδϕh,j(x, x

′) dx′ dx

= (−1)2
∫
El

∫
Ek
κδ(x

′, x)Gδϕh,i(x
′, x)Gδϕh,j(x

′, x) dx dx′

=

∫
El

∫
Ek
κδ(x, x

′)Gδϕh,i(x, x
′)Gδϕh,j(x, x

′) dx′ dx

= A(l, k)h;i,j .

Here the second equality follows by Fubini’s theorem and the anti-symmetry of the
nonlocal gradients, while the third equality is obtained by renaming the variables.
The symmetry of element interactions cuts the number of pairwise interactions in
half, since each interacting element pair (Ek, El) has identical contributions as its
mirrored pair (El, Ek). The biggest reduction in computation comes from our regular
triangulation of Ωδ,h. All element interactions can be found by computing the pair-
wise interactions between a suitable reference element Eref ∈ Th and its neighbors. In
essence, the relative mesh positions of a interacting pair (Eref, Ek) fully characterizes
which values are present in their elemental stiffness matrix A(ref, k)h. The computa-
tion of the elemental matrices corresponding to the reference element will be referred
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(a)

Eref

Ek

(b)

Figure 5.2: Mesh elements interact due to the nonlocality. For a fixed reference
element (in yellow), the number of interactions depends on both the element diag-
onal length h and nonlocal horizon δ. For the stiffness assembly, only half of the
interacting elements need to be considered due to element symmetry.

to as the preassembly. Figure 5.2b illustrates the selection of a reference element and
the interactions necessary for the preassembly. Preassembly reduces the number of
integrals to O(δ2h−2), but the computational effort of assembling the global matrix
still scales with O(δ2h−4) since each element has to be considered.

Numerical quadrature

As we mentioned earlier, the computations must be carried out by numerical quadra-
ture. This must be done with care, so that the assembled system does not deviate
too far from the Galerkin system (5.4). The local FEM literature contains results for-
mulating sufficient quadrature rules so that the assembled system is well-posed [23].
The nonlocal FEM theory is not yet as mature.

In our case, the selection of suitable quadrature rules is challenging due to the
presence of double integrals with general kernels. To gain a better understanding of
the underlying difficulty, let us explicitly write out the contribution of an interacting
pair (Ek, El) ∈ Th × Th. For a fixed pair of indices i, j = 1, . . . , N , the entry of the
elemental stiffness matrix is

A(k, l)i,j =

∫
Ek

∫
El
κδ(x, x

′)ωδ(x− x′)2

× (ϕh,i(x)− ϕh,i(x
′))(ϕh,j(x)− ϕh,j(x

′)) dx′ dx.

(5.12)

Since the conductivity distribution κδ is assumed positive and symmetric, it’s prop-
erties are akin to those of the nonlocal kernel. Therefore, for the current discussion,
we absorb it into ωδ, i.e. we let κδ ≡ 1. Since the Lagrangian basis is continuous and
piecewise polynomial, it is clear that the choice of quadrature rule is dependent on
the nonlocal kernel. Different kernels present different difficulties. A good example
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is the choice

ωδ(x) =
cδ

|x|1+s
χBδ

(x), ∀x ∈ R2,

for some s ∈ (0, 1) and suitably chosen normalization factor cδ > 0. Inserting this
kernel into (5.12) gives us

A(k, l)i,j = c2δ

∫
Ek

∫
El
χBδ

(x− x′)

× (ϕh,i(x)− ϕh,i(x
′))(ϕh,j(x)− ϕh,j(x

′))

|x− x′|2+2s
dx′ dx.

(5.13)

Approximating (5.13) well is hard for two reasons. First, the integrand is singular
along x = x′, and therefore specialized quadrature rules have to be considered.
We refer to the discussion in [27]. Second, the integrand has a jump discontinuity
if the element Ek does not lie entirely within the interaction region for El, i.e. if
Ek ̸⊂ El +Bδ. This is the case for the outermost interacting elements in Figure 5.2b.
To alleviate this, one can perform the inner integration on El∩Bδ(x) using specialized
quadrature rules as in [30, 63]. Alternatively, one could consider a mollification of
the nonlocal kernel to remove the discontinuity [7]. Both of these approaches are
beyond the scope of this thesis, but along the lines of the latter, we limit ourselves
to the implementation of a continuous cutoff kernel

ωδ(x) = cδ(δ
β − |x|β)αχBδ

(x), ∀x ∈ Rd, ∀α, β > 0. (5.14)

Its choice implies a continuous integrand, for which classical Gauss-Legendre (GL)
rules are applicable.

5.2 Numerical experiments

We now begin the numerical experiments. First we verify our implementation and
test the nonlocal to local convergence of the approximate equilibrium states. We then
explore the numerical approximations of solutions to selected nonlocal problems from
Chapter 4. First, we apply the FEM state approximations to numerically solve the
optimal distributed control problem. Nonlocal optimal controls are found as solutions
to the associated optimality system, which we solve using a descent method. Finally,
we consider the numerical solutions of nonlocal obstacle problems. For this purpose,
we utilize a fixed-point scheme which alternates between projections and solutions
of nonlocal diffusion problems.

5.2.1 State approximations

In our subsequent numerical experiments, we will utilize the implemented method
to conduct a series of tests. Initially, we will perform two preliminary experiments
to ascertain the most suitable quadrature strategy. Subsequently, we will investi-
gate the convergence of our numerical implementation as the mesh size h ↘ zero
approaches zero, comparing the results with the error estimate established in Sec-
tion 5.1.2. Lastly, we will examine the capability of our implementation to capture
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the convergence behavior as the nonlocal interaction horizon δ ↘ 0, leading to the
limiting local problem.

We assume a homogeneous conductivity distribution κδ ≡ 1, and we fix the
nonlocal kernel from (5.14) with constants α = 1.5 and β = 2. Example 3.2 finds
the corresponding normalization constant

c2δ =
40

πδ10
.

We employ the method of manufactured solutions and fix the analytic solution

uana(x1, x2) =

{
x21(1− x1)

2x22(1− x2)
2, if (x1, x2) ∈ Ω,

0 else.
(5.15)

Note that uana ∈ H1
0 (Ω), and it is therefore also in Uδ. In addition, one may argue

by continuity of uana and the cut-off kernel ωδ that Lδuana ∈ L2(Ω). Consequently,
we can compute the nonlocally corresponding analytic heat source −Lδuana = fana
by the formula (3.19). We find

−Lδuana(x) = −2

∫
Ωδ

ω2
δ (x− x′)[uana(x

′)− uana(x)] dx, ∀x ∈ Ω. (5.16)

We transform the integral in (5.16) to polar coordinates and evaluate it numerically
using the adaptive quadrature module in SciPy [68]. Similarly to the stiffness matrix,
we assemble the corresponding force vector using GL quadrature. Our implementa-
tion suffers from large memory requirements due to the complexity of the assembly
process. The largest problem we will consider consists of a mesh of size h =

√
2/320

with an interaction horizon of δ = 0.2. Its stiffness matrix requires a total of 77.15
GB of memory to store naively. Therefore we store it in compressed sparse row (CSR)
format and solve the assembled system with the black-box Ruge-Stüben algebraic
multigrid method. We utilize the implementation found in PyAMG [11].

Quadrature strategy

A good quadrature strategy needs to be developed. The number of integrals to eval-
uate in preassembly grows as O(δ2h−2), so very precise quadrature evaluations can
become slow. Similarly, the assembly of the force vector requires the evaluation of
O(h−2) integrals. Even worse is the evaluation of fana, which itself is an approxima-
tion of an integral. A two-dimensional n-point rule will require O(nh−2) evaluations
during assembly. Therefore it is important to strike a balance between quadrature
complexity and precision.

We will first explore how the number of quadrature points affects the accuracy
of the integral approximations. We measure this based on the relative error between
fixed baseline estimates obtained with 424 = 3111 696 quadrature points for the
preassembly and 62 = 36 points for the source assembly. The error is calculated by
taking the Euclidean norm over all entries in the preassembled elemental matrices
and the assembled force vector, respectively. The results are seen in Figures 5.3-5.4.

We observe that the relative errors generally decrease as the number of quadrature
points increases. However, there is a noticeable difference between the preassembly
and force assembly. For δ = 0.2 the preassembly errors decay smoothly for all mesh
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Figure 5.3: Accuracy of the numerical quadrature during preassembly.
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Figure 5.4: Accuracy of the numerical quadrature during force assembly.

sizes, and in particular we see that the finest mesh converges. For δ = 0.01 we see
a similar pattern. Similarly holds for the source assembly with the smallest horizon,
meanwhile the errors are seemingly independent of quadrature rule when δ = 0.2.
Note that the magnitude of the relative errors depends on both the mesh size and the
horizon. Looking back at Figure 5.2 it is clear that the approximation of the element
interaction depends on how well the elemental interaction domain is approximated
by mesh elements. As the mesh size decreases, the approximation becomes better.

As expected, more quadrature points lead to better estimates. However, it is
unclear how much better the solution of the assembled system becomes as the number
of quadrature points increases. We test this by solving the approximated Galerkin
systems for all possible combinations of previous quadrature rules. We report the
relative L2(Ω) norm errors between the approximated solution and the analytical
state uana. We display the results in Table 5.1.
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δ h Relative error
0.01 7.07 · 10−1 [0.18, 2.46]
0.01 1.76 · 10−1 [5.17, 5.26] · 10−3

0.2 7.07 · 10−1 [1.55, 1.57] · 10−1

0.2 1.76 · 10−1 [9.59, 9.62] · 10−5

Table 5.1: Table of intervals containing relative L2(Ω) norm errors. For each given
δ and h, the interval contains the solution errors obtained with every quadrature
strategy.

For δ = 0.2 we see that both intervals are small, and that it does not seem to
matter which quadrature combination is used. Similarly holds for the finest mesh
when δ = 0.01. However, for the coarsest mesh, the interval spans two orders of
magnitude, implying a significant difference in quality of rule combinations. If we
exclude combinations with the least complex force assembly then we instead obtain
[1.84, 2.17] · 10−1. Hence we generally observe that the solution errors differ only
slightly between quadrature rules. However, they vary by several orders of magnitude
between mesh sizes.

Convergence as h↘ 0

From the previous experiments, we learn that the relative solution error depends
mainly on the mesh fineness. Therefore, we set a reasonable 244 = 331 776 point
rule for pre-assembly and a 42 = 16 point rule for force assembly. We now solve
the assembled system for different mesh refinements and interaction horizons. The
relative solution errors are reported in Figure 5.5.
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Figure 5.5: Convergence of the approximations uh with respect to mesh refinement.
The dashed lines guide the order of convergence.

For all interaction horizons we observe convergent behavior. However, for the
smallest horizon δ = 0.01 it appears that the solution error does not decrease until
the mesh becomes sufficiently fine. Alternatively, for the largest horizon δ = 0.2, we
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initially see that the convergence rate is of order O(h3), but at the last two refine-
ments falls below O(h). It is difficult to gauge the quality of our implementation,
since further mesh refinement is not possible because the implementations memory
requirements. A stagnant convergence rate is expected, since the expected optimal
convergence rate is of order O(h2). Indeed, the continuity of our cutoff kernel im-
plies that the state space Uδ is equivalent to L2(Ω), which in turn validates the error
estimates of Corollary 5.6. Finally, we note that the relative error is generally larger
for smaller values of δ. This is again expected due to the decreasing approximability
of vanishing nonlocal interactions for fixed meshes.

Convergence as δ ↘ 0

For the next experiment, our aim is to numerically verify the localizing property of
nonlocal equilibrium states. To this end, we keep the analytical state uana from (5.15)
fixed and now consider its locally corresponding analytic heat source fana = −∆uana.
For (x1, x2) ∈ Ω we find the formula

fana(x1, x2) = −2
(
(6(x1 − 1)x1 + 1)(x2 − 1)2x22 + (6(x2 − 1)x2 + 1)(x1 − 1)2x21

)
.

Our goal now is to investigate how well the state approximations converge towards
uana as the interaction horizon δ approaches zero. To do this, we maintain the pre-
vious quadrature strategy and solve the assembled systems for various mesh refine-
ments and interaction horizons. We analyze the relative L2(Ω) norm errors between
the obtained numerical nonlocal states and the analytical state, and present the
results in Figure 5.6.
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Figure 5.6: Local convergence of the approximations uh with respect to δ ↘ 0.

It is worth noting that none of the discretizations exhibit convergence as δ ↘ 0.
We generally observe that the relative errors initially decrease up to a certain point,
after which they begin to increase. The specific point at which this behavior changes
depends on the mesh refinement. As the mesh becomes finer, the approximation of
the local solution improves. This is not surprising since the nonlocal interactions are
poorly approximated for small δ > 0 when the mesh is fixed.
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5.2.2 Distributed control

Let us now consider the numerical approximation of optimal controls to the nonlocal
distributed control problem. Recall the problem. Given a target equilibrium state
uΩ ∈ L2(Ω) we seek the optimal volumetric heat source f ∈ L2(Ω) which for some
λ ≥ 0 minimizes

min
f∈L2(Ω)

Jλ(f) =
1

2
∥Sδf − uΩ∥2L2(Ω) +

λ

2
∥f∥2L2(Ω) . (5.17)

Here we recall that the control-to-state operator Sδ : L2(Ω) → Uδ takes a source
f ∈ L2(Ω) and maps it to its corresponding temperature state u ∈ Uδ satisfying the
nonlocal diffusion law

−Lδu = f, in Ω,

u = 0, in Γδ.

As a means to solve (5.17), we employ the optimize-then-discretize methodology. Our
wish is to find an optimal control f ∈ L2(Ω) which satisfies the first order optimality
condition

∇Jλ(f) = Sδ(Sδf − uΩ) + λf = 0. (5.18)

Considering the adjoint state w = Sδf − uΩ ∈ Uδ, the optimal pair (f, w) satisfies
the optimality system

−LδSδf = −λ−1w, in Ω,

Sδf = 0, in Γδ,

−Lδw = Sδf − uΩ, in Ω,

w = 0, in Γδ.
(5.19)

We seek this pair, by applying a descent method to (5.17). Since we have a formula
for the L2(Ω) gradient ∇Jλ we can utilize Hilbert space quasi-Newton methods. We
initialize a control f0 ∈ L2(Ω) and consider updates

fk+1 = fk + tkdk,

with step lengths tk ∈ R chosen iteratively for k ∈ N such that

tk = argmin
t∈R

Jλ(fk + tdk), (5.20)

and with step directions dk ∈ L2(Ω) as solutions to

Bkdk = −∇Jλ(fk).

Here the linear operator Bk : L2(Ω) → L2(Ω) is initially defined as the L2(Ω) identity
B0 = Id and then iteratively defined by the Hilbert space BFGS updates

sk = fk+1 − fk,

zk = ∇Jλ(fk+1)−∇Jλ(fk),

Bk+1g = Bkg −
⟨Bksk, g⟩Ω
⟨Bksk, sk⟩Ω

Bksk +
⟨zk, g⟩Ω
⟨zk, sk⟩Ω

zk, ∀g ∈ L2(Ω),

We refer to [26] for further details. Note that every iterative step requires us to
solve three nonlocal equations. First the state equation uk = Sδfk, then the adjoint
equation wk = Sδ(uk −uΩ), and finally the step state Sδdk is needed to solve (5.20).
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Experiments

Our experiments consider two different target states. For (x1, x2) ∈ Ω we define

uΩ,1(x1, x2) = | sin(2πx1)| sin(πx2),

uΩ,2(x1, x2) =

{
+x1(1− x1)x2(1− x2), if x1 < 0.5,

−x1(1− x1)x2(1− x2), else.

It is important to note that both targets in our study are intentionally designed to
be nonsmooth along x1 = 0.5. The first target, denoted as uΩ,1, has a discontinuous
derivative, while the second target, denoted as uΩ,2, features a jump discontinuity.
See figure 5.7. The choice of these targets serves as an exploration into whether
nonlocal optimal states can exhibit more irregularities compared to their local coun-
terparts.
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Figure 5.7: Plots of the target states. Target 1 corresponds to the target state uΩ,1,
and Target 2 corresponds to the target state uΩ,2.

To conduct our experiments, we set λ = 10−8 and h =
√
2/80, and we initialize

the control as f0 = 0. We consider two different interaction horizons, δ = 0.05 and
δ = 0.2, and iterate until the optimality condition (5.18) is satisfied within a tolerance
of ε = 10−8, measured in the L2(Ω) norm. The resulting full optimal controls and
their associated states are presented in Figures 5.9-5.10, while their cross-sections
along x2 = 0.5 are shown in Figure 5.8. Additionally, Table 5.2 provides information
on the norm of the optimal controls and the relative error between the optimal states
and their corresponding targets.

For the first target, we observe that the optimal controls vary in magnitude.
Interestingly, the optimal control for δ = 0.05 appears to be closer to the local
optimal control compared to the optimal control for δ = 0.2. This observation is
supported by their L2(Ω) norms. Note that the optimal control for δ = 0.2 has
the smallest norm. Additionally, the corresponding states for both cases appear to
be similar. However, upon closer examination of their zoomed-in cross-sections, we
notice different behaviors at x1 = 0.5. Specifically, for δ = 0.2, the optimal state
overlaps with the target state, whereas for δ = 0.05, the optimal state moves towards
the local state. Consequently, the optimal state for δ = 0.2 exhibits the least relative
error from the target.
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δ Target Control norm Relative error
Local uΩ,1 4.86 · 101 7.58 · 10−3

Local uΩ,2 1.12 · 101 1.56 · 10−1

0.01 uΩ,1 4.87 · 101 4.58 · 10−3

0.01 uΩ,2 1.14 · 101 1.36 · 10−1

0.2 uΩ,1 3.22 · 101 1.65 · 10−4

0.2 uΩ,2 5.53 7.79 · 10−4

Table 5.2: Table of L2(Ω) norm values. For each δ and target, we report the norm
of the optimal control, and the relative norm error between its target and state.
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Figure 5.8: Cross sections at x2 = 0.5 of the numerically obtained optimal states
and their targets. The state for δ = 0.2 overlaps the first target.

These observations are further supported by the results obtained for the second
target. Once again, we observe variations in the magnitudes of the optimal controls,
and similarly, the optimal control for δ = 0.05 appears to be closer to the local
optimal control compared to the optimal control for δ = 0.2. The L2(Ω) norms
also reflect this trend, with the optimal control for δ = 0.2 having the smallest
norm. However, in this case, we note that the corresponding states are significantly
different. The target state exhibits a discontinuity that is only bridged by a single
element for δ = 0.2. On the other hand, the optimal state for δ = 0.05 closely
resembles the smoother local optimal state. As before, this disparity is evident from
their relative errors.

Overall, our observations suggest that as δ approaches zero, the nonlocal optimal
controls move towards the local optimal control. This observation supports the
notion that the localizing property of nonlocal equilibrium states extends to nonlocal
optimal controls. It is worth mentioning that this convergence was proven true for
distributed control problems in [28]. Moreover, it has also been studied for problems
of optimal control in the conductivity [5, 38, 39].
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Figure 5.9: First target: Plots of the numerically obtained optimal controls and
corresponding states. Note the difference in color scales.
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Figure 5.10: Second target: Plots of the numerically obtained optimal controls and
corresponding states. Note the difference in color scales.

88



5. Numerical approximation M. Schytt

5.2.3 Obstacle problems

Finally, we turn our attention to the numerical approximation of solutions to nonlocal
obstacle problems. We start by reintroducing the embedding K : Uδ → L2(Ω) and
the reformulated nonlocal obstacle problem

min
v∈Uδ

J̆(v) + δÂ(g)
(Kv). (5.21)

Here, J̆ represents the nonlocal Dirichlet energy with a fixed loading term f ∈ L2(Ω),
and the set of admissible states is defined for a given obstacle g ∈ Uδ as

Â(g) = {v ∈ L2(Ω) | v ≥ g, a.e. in Ω}.

We reformulate the problem via an auxiliary variable y = Kv ∈ L2(Ω) for v ∈ Uδ,
and rewrite (5.21) as the constrained optimization problem

min
(v,y)∈Uδ×L2(Ω)

J̆(v) + δÂ(g)
(y),

s.t. Kv = y.
(5.22)

The problem in (5.22) is of a form which lends itself to a variety of first-order op-
timization methods. In our case, we employ a proximal splitting method known as
ADLPMM, which is a variant of the well-known ADMM algorithm. We spare the al-
gorithmic details, and refer to [10] for its formulation. After some routine derivations
and by introducing two more auxiliary variables, namely λk ∈ L2(Ω) and wk ∈ Uδ,
the algorithm reduces to a fixed-point scheme {(vk, yk)}k∈N which, given a parameter
ρ > 0, is defined by

vk+1 = Sδ

(
1

1 + ρ
f − ρ

1 + ρ
Lδ

(
vk −

1

L
wk

))
,

yk+1 = PÂδ(g)

(
Kvk+1 +

1

ρ
λk

)
,

λk+1 = λk + ρ(Kvk+1 − yk+1),

wk+1 = Sδ(Kvk+1 − yk+1 + λk+1).

Here Sδ : L2(Ω) → Uδ is the control-to-state operator, Lδ : Uδ → L2(Ω) is the
nonlocal 2-Laplacian, and PÂδ(g)

: L2(Ω) → L2(Ω) is the projection onto Âδ(g).
Note that each iteration requires us to perform one projection, and solve for two
nonlocal equilibrium states.

Experiments

In the context of obstacle problems, we consider two obstacles, g1 and g2, defined
for (x1, x2) ∈ Ω by the following formulas

g1(x1, x2) =

(√
2/2−

√
|x1 − 0.5|

)(√
2/2−

√
|x2 − 0.5|

)
,

g2(x1, x2) =
√

0.2− (x1 − 0.5)2 − (x2 − 0.5)2χB0.2((x1 − 0.5, x2 − 0.5)).
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Figure 5.11: Plots of the obstacles. Obstacle 1 corresponds to the obstacle g1, and
Obstacle 2 corresponds to the obstacle g2.

We refer to their plots in Figure 5.11. Note that the first obstacle, g1, exhibits a
cusp-like behavior along x1 = x2 = 0.5, while the second obstacle, g2, features a
jump discontinuity.

We fix the loading term as f = 0 and set the algorithm parameter to ρ = 10.
Again, we consider the mesh with h =

√
2/80, and we proceed to compare the

local solutions with the nonlocal solutions using interaction horizons δ = 0.05 and
δ = 0.2. We iteratively apply the fixed-point scheme until the auxiliary variables
(λk, wk) converge. Specifically, we enforce λk+1 ≈ λk within a tolerance of ε = 10−8,
measured in the L2(Ω) norm. The solutions are displayed in Figure 5.12, while their
corresponding contact sets are shown in Figure 5.13.

Observing the solutions, we note that the solution for δ = 0.2 closely resembles
the first obstacle, accurately capturing the sharp cusps along x1 = x2 = 0.5. On the
other hand, the solution for δ = 0.05 lies between the solution for δ = 0.2 and the
smoother local solution. This similarity is also evident in their respective contact
sets. For δ = 0.05, the contact set is constrained to x1 = x2 = 0.5, similar to the
local contact set. In contrast, the contact set for δ = 0.2 covers a much larger portion
of the domain.

Regarding the second obstacle, it is challenging to make qualitative distinctions
between their solutions as they appear nearly identical. However, upon considering
their contact sets, we observe a contrast between the set obtained for δ = 0.2 and
the set for δ = 0.05. For δ = 0.05, the contact set exhibits a rounded square shape,
while the contact set for δ = 0.2 is rounder and better resembles the support of the
obstacle. Once again, the contact set obtained for δ = 0.05 aligns more closely with
the local contact set.

Similar to the nonlocal distributed control case, our numerical results suggest
that the localizing property extends to solutions of nonlocal obstacle problems. This
conjecture was initially proposed in [44] and holds true for obstacles g ∈ H1

0 (Ω),
following the arguments presented for equilibrium states in Section 3.5.
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Figure 5.12: Obstacle problem solutions. Plots of the numerically obtained solutions
for both obstacles.
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Figure 5.13: Obstacle contact sets. Given a solution u over an obstacle g, we plot
the numerical contact set {x ∈ Ω | |u(x) − g(x)| < 10−4} shown in yellow on top of
the solution.
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