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Abstract

This work presents a multimodal ensemble Sign Language
Recognition (SLR) model using an n-gram linear classifier
for Natural Language Processing, a vector encoding based
on euclidean distances for gesture recognition, and a fusion
approach for confluencing the two. Furthermore, this work
proposes a Virtual Reality (VR) User Interface (UI) based on
prevailing usability heuristics. The SLR model was shown
to have a mean classification accuracy of 41.5%, which is
meaningfully below the state of the art, while the VR UI was
found to not allow for sufficient levels of Adaptability. Still,
there exists many ways in which the components of the SLR
model could be improved, and it is the hope that derivative
works can make use of the findings presented here for this.
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1 Introduction

Sign languages serve as essential communication tools, offering
individuals with hearing impairments an efficient and expressive
medium to articulate their thoughts and emotions. However, the
richness of these widely different languages also prevents connec-
tion between the deaf- and hearing communities, often leading
to feelings of exclusion among sign language dependant minori-
ties. Sign Language Recognition (SLR) has the potential to bridge
this gap by transcribing signed language into written or spoken
language, and thereby fostering effective communication [9, 18].
However, achieving a balance between the accuracy and practicality
of SLR systems is a significant challenge [1, 9, 42].

Through my previous work using Virtual Reality (VR) technol-
ogy, particularly the Meta Quest 2 for gesture recognition, I realized
the potential of this platform for SLR due to its portability, afford-
ability, and built-in tracking capabilities [2] compared to the state
of the art. However, the biggest issue with this approach remains
the lack of publicly available gesture data for model training, as
well as there not existing any guidelines for how a User Interface
(UJ) is to be designed for a VR SLR context.

From this, a research question in two parts is given to be an-
swered in this work:

(1) Can a VR SLR model be developed requiring minimal training
data while maintaining comparable performance to the state
of the art?

(2) Can a set of guidelines for how to design VR UIs in the context
of SLR be synthesized?

In summary, this work set out to develop a Sign Language Recog-
nition (SLR) system in Virtual Reality (VR) with minimal training
data using Natural Language Processing (NLP) and ensemble learn-
ing in an attempt to answer (1). Secondly, this work also sought to
document the efficient use of various VR usability considerations
in the context of SLR, attempting to answer (2). The thinking here
was that the proposed SLR system could be used for further explo-
rations of less populous sign languages like Dansh Sign Language
or "Dansk Tegnsprog" (DTS), while any usability findings could
contribute towards unified usability guidelines for SLR applications
in VR, making derivative works more directly comparable than
they are today.

In so doing, this work presents a multimodal SLR model con-
sisting of a Language Model (LM) using an n-gram linear classifier
(3.2.1), a Gesture Model (GM) using a novel vector encoding (3.2.2),
and a fusion approach using weighted-voting for confluencing the
two models into one set of predictions (3.2.3). For the UI, this work
presents an application flow for SLR, introduces the concept of the
"HandGate" for ensuring highly regular application interactions, as
well as a way of determining the ideal number of sentence samples
to use (detailed in 3.1). This study also includes a usability evalua-
tion (3.1.1), along with a thorough evaluation of the proposed SLR
performance (4.2.1).

The performance and usability of the system is then evaluated
with the help of two DTS professionals (4), achieving a mean clas-
sification accuracy of 41.5%, which is still meaningfully below the
state of the art (4.2.1). However, it is also found that the correct
classification choice was ranked in the top-three most likely choices
by the model in a further 15.3% of cases, suggesting that further
tweaking of decision weights and optimized training techniques
may lead to significant increases in classification performance (5.1).

2 Related Works

This section contains an overview of the relevant literature, foun-
dational concepts, and state-of-the-art techniques that inform and
contextualize the research presented in this paper!.

2.1 Sign Language

2.1.1  What is sign language? Sign language is a complex and di-
verse form of communication primarily used by deaf- and hard-of-
hearing individuals. It encompasses a combination of hand gestures,
facial expressions, and body movements to convey meaning [77].
Sign languages are not universal and have evolved independently
in various regions, resulting in distinct linguistic structures and
vocabularies such as American Sign Language (ASL), British Sign

IThis chapter is structured as a sequence of questions in an attempt to convey my line
of reasoning while exploring these concepts.



Language (BSL), and approximately 7,000 others [1], which continue
to evolve to this day?. Broadly speaking, sign language consists
of three parts: Manual features (gestures made with the hands),
non-manual features (facial expressions and body posture), and
finger spelling (spelling out words from the vocal language) [56].
The study of these different aspects have contributed valuable in-
sights into the linguistic, cognitive, and social aspects of human
communication while emphasizing the importance of making in-
formation and communication accessible to all [40, 56]. However, a
significant communication gap naturally exists between the signing
community and the general population [32], which often leads to
limited access to education, employment, and social opportunities
for deaf and hard-of-hearing individuals [52]. However, there is yet
to exist any broadly available alternative to sign language.

2.1.2  Why are sign language alternatives insufficient? Cochlear im-
plants and similar technologies have demonstrated varying degrees
of success in restoring some level of hearing for deaf individuals
[11, 17, 57, 80], but not all deaf individuals are eligible candidates
for these interventions [28]. Furthermore, experimental approaches
such as stem cell therapy show promise in addressing hearing loss,
but they are not yet widely available or fully understood [26, 39].
As a result, a significant population of deaf individuals still rely on
sign language as their primary mode of communication, while the
less populous languages are often neglected in these studies, and
risk benefitting very little from these technological developments.

2.1.3  Why focus on DTS?. DTS is the primary sign language used
by the deaf community in Denmark. Like other sign languages, DTS
relies on a combination of hand gestures, facial expressions, and
body movements to convey meaning, providing a rich and fully
functional means of communication for its users [23], and shares
similarities with spoken Danish, but does also diverge from it.

Despite its domestic presence, DTS remains relatively unknown,
with only about 4,000 to 5,000 native speakers, which has led to it be-
ing largely overlooked in the international sign language discourse
[4, 53]. However, some elements of DTS, such as the finger spelling
alphabet signs, are largely based on international standards [53],
suggesting that developing recognition of DTS alphabet characters
could potentially not only contribute a broader understanding of
DTS sign language linguistics but also benefit works focused on
other sign languages. The DTS finger spelling alphabet is illustrated
in Figure 1.

2.2 Sign Language Recognition

2.2.1  What is SLR and what data is needed to perform it? SLR has
emerged as a growing area of research focused on developing sys-
tems that can interpret and translate sign languages without relying
on medical intervention to facilitate communication between deaf
and hearing individuals [9, 18]. To accomplish this goal, SLR re-
search mainly relies on two approaches: vision-based methods and
sensor-based methods [1, 9, 42]. Vision-based methods make use
of computer vision and machine learning techniques, but can be
negatively impacted by factors such as occlusion, lighting condi-
tions, and complex backgrounds. On the other hand, sensor-based
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Figure 1: The DTS manual finger spelling alphabet. The let-
ters “J”, “Z”, “A”, “@”, and “A” are performed with a motion,
illustrated with black arrows, while the rest are non-moving
signs. Source: https://dansktegnsprog.dk/om-sproget/temaer/
tema/haandalfabetet

methods involve the use of wearable devices to capture and an-
alyze motion and orientation data, but may be inconvenient or
uncomfortable for users and might not accurately capture all nu-
ances of sign language gestures, including the context in which
signs are produced. Furthermore, both approaches typically require
laboratory-like conditions and special handling to use. Finally, there
is a growing need for larger-scale distributed data collection to en-
able more generalizable SLR models [49].

2.2.2  What are better ways of obtaining gesture data? One promis-
ing development in sensor-based SLR is the use of embedded depth
sensors, such as the Leap-Motion Controller (LMC), which offers a
non-invasive, accurate, and efficient way to track hand- and finger
movements in real-time [10, 76, 79]. This is a compelling alterna-
tive to traditional sensor-based methods as the LMC combines the
advantages of both approaches; It enables accurate tracking of hand
movements without the need for wearables (except for the head-
set itself), making it more convenient and natural for users [79],
and it overcomes some of the limitations of vision-based methods,
such as occlusion and lighting conditions [38]. Multiple studies
have used the LMC successfully for SLR [1, 13, 66, 76], but the
sensor ultimately still requires a wired connection to an external
PC. A solution to this may be the Meta Quest 2, a mass-market VR
headset from Facebook. This headset offers completely on-device
hand tracking functionality, with no connections to external PCs
required, but otherwise works similarly to the LMC [35]. Although
the specific workings are unknown, The Meta Quest 2 is thought to
make use of a mixed vision- and sensor-based approach. It has also
been utilized broadly for gesture recognition tasks, and has been
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shown to have high reliability [2], but is yet to achieve significant
momentum in the SLR literature compared to the LMC.

2.2.3 How are gestures recognized using this data? Gesture recog-
nition plays a significant role in sign language recognition, as it
focuses on the interpretation of various hand gestures, facial expres-
sions, and body movements that constitute the linguistic compo-
nents of sign languages [18, 19, 35, 42]. Within gesture recognition,
two primary gesture categories can be identified: static gestures
and dynamic gestures. Static gestures refer to distinct hand shapes
or positions at a single point in time, while dynamic gestures in-
volve continuous motion or changes in hand configurations over
time [64]. This framework has been used to interpret letter spelling
alphabets such as ASL [76], similar to that of DTS illustrated on
Figure 1.

The advent of deep learning and advancements in computer
vision techniques have greatly improved the performance of gesture
recognition systems, enabling a more accurate interpretation of
both static- and dynamic gestures in sign languages [49]. One study
[76] managed 90+% recognition accuracy of select dynamic ASL
finger spelling alphabet signs using the LMC and a Hidden Markov
Model (HMM), which is a deep neural network model, requiring
a sizable labeled dataset for training. Another study [49] achieved
87.4% mean accuracy across 510 different sign language words also
using an HMM.

One promising direction in gesture recognition research, which
seeks to mitigate the need for large-scale datasets, is the exploration
of one-shot learning — a technique that allows models to learn and
recognize new gestures or signs with minimal training examples [44,
78]. This approach has the potential to overcome some limitations
of traditional deep learning methods, which often require large
amounts of labeled training data to achieve optimal performance
[48]. Some one-shot learning implementations of SLR have been
proposed [25, 33], but they are yet to present in a form-factor that
can be easily deployed at the scale that the Meta Quest 2 enables.
Even so, the data is not all; it must be further processed for optimal
performance.

2.2.4  What specific features and techniques are used to process ges-
ture data? The use of a technique called feature reduction can lead
to a more compact representation of gesture data, which in turn
means improved computational efficiency, reduced risk of overfit-
ting, and better overall performance for a sign recognition model
[1]. Feature extraction and reduction is particularly important when
working with data from a Leap Motion or similar device for gesture
recognition, as these devices generate high-dimensional data with
potentially redundant features.

Using various sensors, [25] has used hand position data, from
which hand velocity data could be derived, and [49] used a similar
principle with tracking gloves. Using the LMC in particular, [10]
and [76] has found palm trajectory and the distance between finger
tips and hand palm to be effective features for gesture recognition.
Finally, [5] has used combined bone trajectories across a time series
for better generalizability in the time domain. Still, these models
largely fail to encompass the rich syntactical context inherent in
sign language.

2.3 Natural Language Processing

2.3.1 What is NLP?. Natural Language Processing (NLP) is a sub-
field of artificial intelligence and linguistics that focuses on the
development of computational methods to understand, generate,
and process human languages [36]. NLP techniques have been
applied to a wide range of tasks, including machine translation,
sentiment analysis, information extraction, and text summariza-
tion, with the goal of enhancing the understanding of linguistic
structures [50].

2.3.2  What data can be used for NLP?. One of the inherent advan-
tages of NLP is the abundance of data available on the internet,
which can be leveraged for training and evaluating models. This
vast amount of data includes web pages, news articles, social media
posts, and user-generated content [60]. Several publicly accessible
datasets have been harnessed for NLP pursuits. These include the
Penn Treebank for syntactic parsing tasks [73], the Stanford Ques-
tion Answering Dataset (SQuAD) for question answering endeavors
[63], and the IMDDb dataset for sentiment analysis applications [82],
to name a few. Tatoeba, a multilingual repository of sentences and
translations, has been particularly valuable in machine translation
and cross-lingual Natural Language Understanding (NLU), due to
its wealth of sentence pairs in multiple languages [74]. However,
verifying the soundness of such datasets can pose challenges due
to potential noise, biases, or inaccuracies. In response, methods
like cross-validation are utilized, wherein data is partitioned into
multiple subsets, and the model is trained and tested on varying
combinations of these subsets, thereby yielding a more depend-
able assessment of the model’s performance and generalization
capabilities [41]. Even so, the data cannot be passed directly into a
machine learning model, it must first be vectorized through data
preprocessing.

2.3.3  How is this data preprocessed to work with an NLP model?
Data preprocessing and vectorization are NLP steps that involve
converting raw textual data into a structured format suitable for
machine learning algorithms [36]. This process typically includes
tokenization, which is the process of splitting the input text into
smaller units, such as words or characters [15].

One-hot encoding is a widely used technique for representing
categorical data, such as alphabetical characters, as fixed-length
binary vectors with a single non-zero element corresponding to
the category [14, 31, 83]. One-hot encoding enables the conversion
of discrete tokens into numerical representations that can be used
as inputs to machine learning models. Padding is another prepro-
cessing step that involves adding extra elements, typically zeros,
to ensure that all input sequences have the same length, which is
necessary for training models with fixed-size input layers, such
as recurrent neural networks [29, 71]. Masking is a related tech-
nique that allows models to ignore the padded elements during
training and evaluation, ensuring that they do not contribute to
the loss function or influence the model’s predictions [29, 55]. If
these preprocessing techniques are employed, one may be able to
get away with a simpler model that requires less training with a
smaller runtime overhead, such as an n-gram model.

2.3.4  Why use an n-gram model for NLP tasks? N-gram models
have found extensive application in a variety of NLP tasks, including



but not limited to language modeling, machine translation, and text
classification [27]. An n-gram is a contiguous sequence of 'n’ items
derived from a particular text, where the items are usually words
or characters. Within the domain of sign language recognition,
n-gram models can be harnessed for classification by learning the
statistical patterns of sign sequences in a dataset.

The employment of n-gram models for sign language recognition
has been investigated in numerous studies. For example, [69] incor-
porated a HMM-based approach to recognize sequences of signs,
with n-grams utilized to model the temporal dependencies between
signs. Similarly, [19] leveraged n-gram models in conjunction with
support vector machines to classify sign language gestures based
on the positions of select hand bones across a time series (their
local spatiotemporal characteristics).

In the context of NLP tasks with limited data, n-gram models
present a compelling solution due to their simplicity and effec-
tiveness, meaning they are easy to train and cross-validate. When
faced with small datasets, more complex machine learning mod-
els, such as deep neural networks, may struggle to generalize and
are prone to overfitting [29]. N-gram models, on the other hand,
can efficiently capture local patterns and dependencies in the data,
while requiring fewer parameters and less computational resources
compared to deep learning models [27], making n-grams better
candidates for resource-constrained devices such as the Meta Quest
2. On the other hand, these models may need external input to
re-balance erroneous predictions, for example by using them in an
ensemble context.

2.3.5 How can these models be used in an ensemble context? Multi-
modal learning represents a methodology within machine learning
that integrates multiple forms of data like text, images, and audio,
with the goal of boosting the performance of models [58]. Multi-
modal learning has been shown to increase the comprehension
of linguistic interdependencies by using the results from different
modalities simultaneously [3]. Conversely, ensemble learning is
a strategy that aggregates several base models for superior pre-
dictive performance [24] while minimizing prediction errors [62].
Sign language recognition is a particularly relevant application for
multimodal and ensemble learning techniques due to its inherent
multimodal nature [9].

Recent research has also demonstrated the viability of these ap-
proaches in enhancing sign language recognition performance. For
example, [42] combined deep neural networks with multimodal
input features, including hand shape, motion, and body pose infor-
mation, to achieve state-of-the-art results in SLR. Similarly, [34]
proposed an ensemble learning approach that combined multiple
convolutional neural networks, each specialized in recognizing
specific aspects of sign language, such as hand shape or motion
patterns. By leveraging the advantages of multimodal and ensemble
learning techniques, these studies highlight the potential for signif-
icant improvements in sign language recognition performance.

This process is also known as fusion, and common methods in-
clude decision-level fusion, such as majority voting, where the final
class label is determined based on the majority of votes from indi-
vidual classifiers [43], and weighted voting, where classifiers are
assigned weights based on their performance, giving more impor-
tance to more accurate models [62]. The downside to this approach
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is that it can be complex to implement and must be thoroughly eval-
uated, and the user must interact with the system in a highly regular
manner to ensure correctness. A way to test this is to evaluate the
usability of the system.

2.4 Virtual Reality Usability

2.4.1  What is usability evaluation? Usability evaluation is a critical
aspect of VR application development, as it ensures that users can
interact with these immersive environments effectively, efficiently,
and satisfactorily [8, 12]. As VR applications become increasingly
prevalent in various domains, such as entertainment, education,
and training, researchers and practitioners alike have recognized
the importance of assessing and optimizing their usability [7, 54].

2.4.2  What metrics and standadized procedures exist for VR usabil-
ity evaluation? Traditional usability evaluation methods, such as
heuristic evaluation, think-aloud protocols, and user testing, can
be adapted for VR contexts [70]. Moreover, specific VR usability
evaluation methods, such as the VRUSE questionnaire, have been
developed to address challenges of VR experience evaluations [37].
Metrics for evaluating VR usability typically encompass perfor-
mance (task completion time, error rates), user experience (user
satisfaction, presence, immersion, comfort), and cognitive aspects
(mental workload, memory demands, learnability) [21, 67].

2.4.3 How can designers optimize these usability metrics? Key us-
ability heuristics specific to VR have been identified [16] and include
Learnability, Cognitive Workload, Adaptability, and Ergonomics.
Learnability refers to how easily users can understand and interact
with the VR environment and its controls 8, 12]. Designers should
ensure that the VR application provides clear guidance, tutorials,
and feedback to facilitate a smooth learning curve [7]. Cognitive
Workload, on the other hand, addresses the mental demands im-
posed on users during their interactions with the VR application.
Designers should strive to minimize cognitive workload by provid-
ing intuitive interfaces, reducing visual and auditory clutter, and
minimizing memory demands [70, 72].

Adaptability emphasizes the need for VR applications to accom-
modate users’ varying preferences, skill levels, and physical abilities
[61]. This can be achieved through multiple interaction techniques
and accessibility options. Ergonomics involves designing VR ap-
plications that consider the user’s physical comfort, safety, and
well-being [46]. Ergonomic design can reduce user fatigue, discom-
fort, and the risk of motion sickness by considering factors such as
controller design, movement mechanics, and user posture [65, 68],
and to further control for user discomfort it is recommended that
exposure to VR be limited to 30 minutes [68].

2.4.4 How can designers ensure that they live up to these recommen-
dations? To best accommodate these recommendations it is cru-
cial to test individual components in isolation at an early state. In
the context of VR, Wizard-of-Oz prototyping and Semi-Structured
Qualitative Studies (SSQS) have been employed to refine user in-
teractions and gain insights into user experiences within virtual
environments. Wizard-of-Oz prototyping allows developers to sim-
ulate user interactions and evaluate different input methods by uti-
lizing a human operator to control the system’s responses, thereby
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enabling rapid iteration of the user experience [22, 59]. Further-
more, Wizard-of-Oz prototyping has been explored in the context
of VR for gesture recognition [47, 81], with some studies [6, 75]
even using the LMC. SSQSs, on the other hand, provide a flexible
approach to gather user feedback on said experiences, preferences,
and challenges when interacting with VR applications [20], often
providing answers to the posed question while leaving room for
unsuspected insights.

Additionally, quantitative technical assessments play a central
role in ensuring a high-quality VR experience. One simple metric is
Frames Per Second (FPS), which measures the display refresh rate
in real-time applications [51]. High FPS values (ideally 90 FPS or
above) are vital for creating immersive VR experiences, as low FPS
can result in motion sickness, discomfort, and a reduced sense of
presence [45, 65].

3 VR Prototype Development

This section details the design and development of an ensemble VR
SLR prototype which can be used to answer the two-part research
question presented in Section 1. This work builds on the related
works presented in Section 2, with Section 3.1 detailing the VR
UL, including a preliminary usability evaluation, and Section 3.2
detailing the implementation of the proposed SLR model. The VR
prototype was implemented in Unity® using the C# programming
language* and the Oculus Integration SDK°.

3.1 VR User Interface Design

The overall goal of the UI was to make it clear to the user what sign
to perform as well as when to perform it. Little effort is expended
in the literature on the UI designs of SLR systems, but on small
sample sizes with limited time such considerations may improve
the quality of the gathered data. Thus, this work builds on the
four usability metrics highlighted in Section 2.4.3 (Learnability,
Cognitive Workload, Adaptability, and Ergonomics) in an effort to
document their applicability in the domain of SLR.

To ensure learnability and minimal cognitive workload, the pro-
totype was designed to support only two user interactions; raising
both hands in the beginning to start the application, and raising
their preferred hand to indicate to the recognition system which
hand to run recognition on. This was named the "HandGate" system
and meant that the rest of the Ul operated on a timer system where
transitions between different states would happen automatically in
almost all cases without input (See Figure 2). The prototype was
also designed with minimal visual clutter, and the UI display in-app
contained only a handful of elements at a time. Finally, the appli-
cation contained a video instructor, showing how each sign is to
be performed above the Ul in the virtual scene. An example of the
in-app Ul is displayed on Figure 3, and the initial design sketch is
available in Appendix E.

To facilitate adaptability and good ergonomics, the system was
designed to support input from both hands, in addition to support-
ing both standing and seated modes of operation seamlessly. The
application was also designed with no movement controls and with-
out the need for users to look in different directions, minimizing
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Figure 2: A flow-chart of the different states that make up the
SLR scenario in the prototype application. The application
starts in the "Loading" state, before moving to the "Welcome"
state. After the user has signalled that they wish to continue,
they enter the primary input-response loop where a letter
input is provided by the system in the "Prepare" state, after
which the user attempts to replicate that sign in the "Write"
state, and finally is given feedback on that input in the "Re-
sult" state. When there are no more letters, the application
exits in the "End" state.

A progress counter,

indicating user

progress through
the scenario.

The letter which the
user is about to
have to sign.

Icons indicating
which hand is
currently selected.

Time in seconds fill
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changes.

Figure 3: A screenshot from the "Prepare" (2) state screen
of the Ul in the application. This state is intended to allow
the user to prepare for the next letter to sign, in this case an
"H". Furthermore, the system communicates to the user that
the left hand is selected (with the two hand icons) and that
the hand must be raised for three more seconds to pass the
"HandGate".

the chance of fatigue. Finally, the Ul text was designed to be large
enough to be readable for people with poor eyesight and the entire
experience was designed to fit into a 30 minute exposure window®.

3.1.1  Usability Evalution. A preliminary Usability Evaluation was
performed during the development of the UI and provided signifi-
cant insights ahead of the final evaluation (2.4.1). A Wizard-of-Oz
approach (2.4.4) was used to examine the Ul independently from the
recognition system. Four participants were convenience-sampled
pro bono, and were asked to "think-aloud" while engaging with the

®See Appendix A.1.1 for how this was achieved.
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application after having answered a pre-experience questionnaire
to assess their level of familiarity with VR and sign language. Quan-
titative data from a post-experience SSQS revealed median sign
input times, informing the number of letters and sentences used in
the final evaluation. Moreover, runtime performance was assessed,
showing near-optimal FPS. Qualitative findings highlighted issues
with gesture timing, hand icon interpretation, perceived testing
pressure, and hand positioning. To address these, a hands-on tuto-
rial was introduced before the final evaluation, intended to further
improve system comprehension and user experience. These refine-
ments were implemented in the final evaluation described in 4.
Further details on the usability evaluation is available in Appendix
Al

3.2 SLR Model Implementation

The proposed ensemble SLR model consists of two-parts; an NLP
n-gram model and a gesture recognition model. These two models
are then confluenced using a weighted-voting fusion approach.

3.2.1 Language Model. The proposed Language Model (LM) is an
n-gram model (2.3.4) and was developed in Python using PyTorch’
and trained on a copy of the Tatoeba dataset for Danish language
sentences® (2.3.2). The model was then imported into Unity by
using the ONNX file format® and was executed using the Unity Bar-
racuda package!?. The following sentences were excluded, leaving
~ 17,000 sentences:

(1) Sentences that were <12 letters- or >36 letters long.

(2) Sentences that contained special characters aside from "/,
"t or M

(3) Sentences that contained arabic numerals ("1", "2", "3", etc.).

(4) Sentences that were duplicates of other sentences.

Each letter was then tokenized (2.3.3) to an unsigned eight-bit
integer representing the index of that letter in the alphabet. An extra
value was reserved for denominating the whitespace character, and
a value of 0 was appended to each sentence to signify the start of
the next sentence. This format resulted in a compression of ~ 20%
of the data. Finally, the sentence order was randomized and split
into a training set (80%) and validation set (20%).

The n-gram model was defined as a simple linear classifier that
uses a "sliding window" to analyze a given sentence and thereby
guess the next letter in the sequence. The training set was one-
hot encoded (2.3.3) into feature vectors with the same number of
dimensions as letters in the alphabet. The LM was then trained
on different permutations of the 80/20 data segmentation, as well
as different n-gram (window) sizes. The results of these training
sessions are graphed on Figure 4.

Although the user is never asked to input a whitespace charac-
ter!!, the LM was still trained with this token included in the data
to improve its predictions. This was done by designing the LM to
exclude training cases where a whitespace character was the target
of the training using Masking (2.3.3), and by implementing a custom
loss function that ignored whitespace character weights by setting

"https://pytorch.org/

8The dataset was retrieved the 22nd of February 2023, totalling 56,076 sentences.
“https://onnx.ai/
Ohttps://docs.unity3d.com/Packages/com.unity.barracuda@1.0/manual/index.html
There is no DTS finger spelling alphabet sign that signifies a whitespace.
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Figure 4: A heatmap of LM validation loss for different values
of N, each tested on ten different permutations of the training
data (x-axis), against the number of epochs trained (y-axis).
Note that the y-axis is scaled logarithmically as the gains
from successive epochs are quick to diminish.

the associated logit to -infinity during gradient descent. The LM
was trained using Cross Entropy Loss and the SGD optimizer using
a learning rate of 0.1 and a batch size of 32 for 30 epochs. As shown
on Figure 4, the LM showed no significant deviation during cross-
validation, and thus a permutation trained on N = 2 performed
best and was selected with a validation accuracy of ~ 54%.

3.2.2 Gesture Model. The proposed Gesture Model (GM) works by
comparing the euclidean distances between vector representations
of the users hands and reference targets. The Meta Quest 2 was used
for data gathering as it was deemed the most advantaged platform
(2.2.2). These reference targets are one-shot encoded (2.2.3) vector
representations performed by the author, and were encoded with
specific features (2.2.4) to help the GM generalize between different
signers and across a time series. These features were deduced for
each of the 24 individually tracked bones supplied by the Meta
Quest 2.

In short, these feature vectors encoded the distance between
their starting point at the start of the inference window, and the
mean position of the bones at the end of the window. Furthermore,
the length of this vector was scaled according to how much distance
was covered by each bone during the inference window. In this
way, the model is given the ability to discern between bones which
are moved in a straight line and bones which are moved in a curve.
This feature is intended to encode more information than simply
velocity (2.2.4), and thus aid in the classification of dynamic gestures
specifically (2.2.3) while reducing the feature dimensionality to a
single vector for the entire time series.

3.2.3  Fusion Method. The model implementation uses a novel, al-
though simple, fusion approach. The goal of this approach is to
dynamically weight the LM and GM depending on their classifi-
cation confidence using weighted-voting (2.3.5). This is done by
calculating the difference between the first- and second choice of
the GM and, depending on how small that difference is, attribute
more weight to the LM. The thinking here is that if the difference
between the two top predictions from the GM are very large then
the model is very confident in its choice and the LM should thus
not be considered in the prediction, whereas if the two values are
very close then the LM is given the final say. In the fusion imple-
mentation, a constant of ¢ = 12 was defined through trial and error,
and the factor by which to weight the language results k are then
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Figure 5: A storyboard realized as a hybrid sketch of the
evaluation procedure. (a) shows the participant reading and
filling out the questionnaire (4.1.1), (b) shows the participant
engaging with the VR prototype (4.1.2), and (c) shows the
participant during the post-evaluation interview (4.1.3).

given by k = g1/g2 * ¢ where g represents a sorted list of rankings
from the GM in ascending order'?. The highest rated ¢ elements in
the language result are then weighted by multiplying them with k
before the results (votes) of both models are summed and ranked
from highest to lowest, with the highest value representing the
final model prediction.

4 Prototype Evaluation

This section describes the data collection procedures and analytical
methods employed to evaluate the prototype proposed in Section
3. The evaluation procedure is introduced in Section 4.1, while the
results are presented in Section 4.2

4.1 Procedure

The goal of the final evaluation was to document the performance
of the system on a sample of the DTS-literate population. To achieve
this, two DTS professionals were recruited pro bono, one male and
one female aged 62 and 60, with both being employed as sign lan-
guage interpreters in the medical sector. Both participants were
right-handed, used glasses, and rated their VR experience-level
1/5. For the purpose of the evaluation, the input provided by these
individuals to the system were considered ground truths, and the
recognition performance of the proposed system would then be
given by the degree to which the system is able to detect the pro-
vided sign gestures. The evaluation procedure consisted of three
overall parts; introduction, scenario, and interview. A storyboard
of the procedure is presented on Figure 5.

4.1.1  Pre-Evaluation Introduction. This initial part of the exper-
iment was intended to inform the participant about the goals of
the experiment and introduce them to the functionality of the VR
prototype. First, after reading and signing a consent form, the par-
ticipant was introduced to the study, where particular care was
taken to inform the participant that it was the system that was
being evaluated and not them. Next, the participant answered a
pre-evaluation questionnaire, the same as for the preliminary eval-
uation described in 3.1.1, providing insights about their familiarity
with VR technology. Finally, the participant was introduced to the

12Bare in mind that a lower rank is better in the case of the GM because the rankings
are defined in terms of euclidean distances from target vectors.

workings of the prototype through a special debug build running
on a Windows 11 PC, allowing the experiment conductor to see
what the participant was seeing in the headset, thus allowing them
to answer any questions and provide greater context if needed.
Here, similarly to the preliminary evaluation, the participant would
be encouraged to "think-aloud" in the hopes that any questions
regarding the prototype could be clarified ahead of the next step in
the procedure.

4.1.2  Evaluation Scenario. In this main part of the evaluation the
participant would go through the pre-planned prototype scenario.
Here, the participant would use the prototype build running na-
tively in the Meta Quest 2, and the effort was to limit interactions
between the conductor and the participant during this phase. The
participant would be prompted by the system to spell out eight
Danish sentences, one letter at a time, using the DTS manual finger
spelling alphabet as described in 2.1.3. The number of sentences
was determined based on the average time taken to perform one
input from the usability evaluation (3.1.1), extrapolated into a 30
minute upper-bound window to avoid participant discomfort from
prolonged VR exposure (2.4.3), and the sentences were sampled
from the validation set of sentences as described in Appendix A.2.
This means that rarer characters such as "C", "Q", "W", and "X" were
not tested. At the point of sampling, the sentences were already
in random order, and the order was kept constant between partici-
pantslS.

While the participant engaged with the scenario, the system would
record telemetry about the performance of the prototype, such as
FPS and the results of both the language- and gesture models in-
dividually, as well as the post-fusion results, as defined in Section
3.2.3. The system would also log task completion time and error
rate (2.4.2). In this case, the completion time is considered the time
it takes the user to engage the inference window, more specifically
the time spent in the "prepare" step, as documented in Section 3.1,
while error rate was defined as the number of failed inputs over
total inputs.

4.1.3  Post-Evaluation Interview. In this final step of the evaluation,
immediately after the participant had gone through the inference
scenario, they were asked to fill out a modified VRUSE questionnaire
(2.4.2). Specifically, only select questions pertaining to the usability
heuristics found particularly applicable to VR were presented to the
participants, totalling 19 questions!4 — each translated from English
to Danish and rated on a Likert Scale in the range 1 to 5, with 1 being
"strongly disagree" and 5 being "strongly agree". Finally, the evalua-
tion was concluded with a post-experiment Semi-Structured Inter-
view. This interview took the form of a loose discussion between
the participant and the conductor, where key remarks brought up
by the participant during the evaluation could be discussed further,
in addition to anything noted down by the conductor during any
preceding steps in the procedure. The results of the evaluation are
presented in Section 4.2 and discussed in Section 5.

3The sentences used are available in Appendix B.
4The selected questions are available in Appendix C, along with a legend of categories.
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Figure 6: A confusion matrix of the classifications made by
the proposed SLR model. The matrix plots the predicted al-
phabet letter (x-axis) onto the ground truth target letter from
the input sentences (y-axis), totalling 236 samples.

4.2 Results

This section presents the findings from the prototype evaluation
outlined in 4 which can be used to answer the research question
presented in 1. Section 4.2.1 provides quantitative data for assessing
the performance of the proposed SLR model, while Sections 4.2.2
and 4.2.3 provide feedback on the VR UL

4.2.1 Classification Performance. The classification performance
of the proposed SLR model was analyzed using application teleme-
try data recorded using a custom logging system, including a cus-
tom logging format and data converter for the Pandas'® library for
Python!®. The results of this analysis are graphed on Figure 6. This
confusion matrix shows the predicted letter for every sign input
against the target letter, and one would ideally see a pronounced
"staircase” going down and to the left where the indices of both
axis converge on the same letter (red outlines). Although that is
visible, the plot also reveals significant amounts of noisy (wrong)
predictions. The application had a mean accuracy of ~ 41.5% across
the two participants, totalling 236 predictions. The data logs also
show that the correct prediction was ranked in the top three most
likely signs in a further 15.3% of cases.

Furthermore, the data indicates that dynamic gestures ("], "Z",
"A'","@", and "A" signs) had slightly higher classification accuracy
(44.4%) versus static gestures (41.3%), although the sample size was
very small, with dynamic gestures only making up 8% of the data (18
samples). Specifically the letters "E" and "R" had really low accuracy,
having a large influence in the final accuracy metric as they were
the most common letters in the sentence data (23.6% of letters, see
Appendix A.2.1). Finally, the data shows that the LM influenced
the GM 30 times (12.7% of predictions), of which 12 of those times
lead to the correct classification (5% of total predictions, 40% LM
influence accuracy). The classification accuracy for each letter is
shown on Figure 7.

Shttps://pandas.pydata.org/
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Figure 7: A bar chart of classification performance for each
letter sign, sorted from best to worst. Note that the letters not
included in the sentence data (4.1.2) were omitted. Each bar
is annotated with the exact accuracy as well as the number
of occurrences of this letter in the sentence data (in paren-
theses).

4.2.2 Questionnaire Results. The results of the VRUSE question-
naires are available on Table 1. The results reveal that the partic-
ipants scored Appropriateness and Ease of Use favorably, while
Learnability and Intuitiveness was rated more poorly. Highest rated
was the "Comfort" category, which encompassed three questions
regarding eye-strain, sickness, and disorientation. The application
FPS data was also reviewed and found to be in line with the findings
in the usability evaluation (See Appendix A.1.1).

Questionnaire Results

Category [ P1 (mean) [ P2 (mean)
Appropriateness (2) 4.5 3.0
Ease of Use (7) 3.8 35
Learnability (3) 4.0 2.5
Intuitiveness (3) 2.7 2.0
Comfort* (3) 4.7 5.0
Functionality (Overall) | 5.0 3.0
Usability (Overall) 4.0 3.0

Table 1: A table of the results from the questionnaire. An-
swers were converted into a favorability-scale and then aver-
aged. (*) This category was not explicitly defined in VRUSE
(2.4.2). The category numbers indicate the number of ques-
tions asked pertaining to that category.

4.2.3 Interview Results. The interview made it clear that both par-
ticipants harboured similar sentiments about certain parts of the
VR prototype, while their experiences also deviated substantially.
Most notably, participant 2 reported that the signs for "R", "D", "S",
and "T", demonstrated in the app, were not the signs they usually
used. This participant later remarked, during a review of both old-
and new DTS alphabets that they most likely were using a mixture
of the two normally.

both participants reported having understood the UI early on,
within the first 20 signs, which stands in contrast to some of the an-
swers given in the questionnaire (4.2.2) They also very quickly both
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reported strain in the arm and hand used for signing. Participant
1, although they were seemingly able to keep up with the speed
of state changes in the app, reported it went too fast to be able
to discern all the UI text, specifically the sentence being written
by them, while participant 2 remarked that they wished the app
would speed up. Participant 2 also remarked that the Meta Quest 2
headset was uncomfortably heavy, while participant 1 reported it
was comfortable to wear.

5 Discussion

This section seeks to answer the research questions presented in
Section 1 using the results presented in Section 4.2 — the perfor-
mance of the proposed VR SLR system is discussed (5.1), as well
as the results regarding the UI (5.2). To recap, this is the two-part
research question which it is the goal of this work to answer:

(1) Can a VR SLR model be developed requiring minimal training
data while maintaining comparable performance to the state
of the art?

(2) Can a set of guidelines for how to design VR Uls in the context
of SLR be synthesized?

5.1 Proposed SLR model viability

The proposed SLR model performed substantially below the state of
the art of other models (2.2.3). Although the model is very computa-
tionally efficient and light-weight compared to the state of the art,
both in terms of run- and training time, this level of performance
is still too poor to be useful. Even if further tweaking could re-
sult in higher confidence, as suggested with the 15.3% near-correct
predictions, the model would still not be competitive. Although
this is most certainly primarily attributable to the design of the
model, it does also present issues in terms of how NLP-augmented
models can be compared with others; as seen from the data, low
accuracy of a couple common letters, namely "E" and "R" alone
decreased the mean accuracy of the model by ~ 23% of the total
due to the need for realistic testing sentences, something which
non-NLP models do not need to account for. This same need for
data of a certain distribution meant that not all classes could be
validated, and four letters were omitted from testing. A greater
number of sample sentences could eliminate this, but it would be at
the cost of either increased VR exposure, above the recommended
amount, or alternatively would require a drastically larger number
of participants, testing different sentence pairs. Thus, how exactly
validation data should be selected to invite greater comparability
between models with different modalities has potential for further
investigation.

Furthermore, it was observed that the LM model in isolation
performed worse (40% accuracy) than during training (~ 54%).
However, measuring LM performance as a function of observed
influence over the GM model is inherently flawed, as each input
to the GM results in different classification probabilities, and thus
different values when the LM influence is applied. Actually, this
may suggest that the LM was not given enough influence over
the final predictions. Derivative works could seek to document
the proposed fusion approach in greater detail to illuminate this
further. It was also found that the model was able to generalize
slightly better across dynamic gestures (44.4%) than static ones
(41.3%). However, again considering the sample size, especially for

dynamic gestures, this is within the margin of error. Further work
is needed to document the proposed vector encodings and their
ability to generalize over dynamic gestures in the time domain.

Overall, the proposed SLR model is not performant enough dur-
ing classification to be favorable over incumbent techniques such
as HMMs (2.3.4). The proposed model is also highly reliant on every
gesture input being performed with equal durations, which cannot
be enforced during natural sign language speech. However, the pro-
posed fusion approach was capable of increasing classification per-
formance by 5%, even with the clear bias towards under-weighing
the LM predictions. Because of this, it would still be interesting to
see how the same fusion approach would perform given a more
sophisticated LM and GM. Such an LM could be using word embed-
dings with a more sophisticated neural network like a Long-Short
Term Network, and the GM could be upgraded to a HMM approach
in turn, as has already been extensively documented in the literature
(2.3.4). The ensemble approach still shows tremendous potential,
especially if the LM-part can transition to encode for a syntactical
understanding of sign language itself, instead of using the written
language as a proxy for this, since that approach will most likely not
scale beyond the alphabet signs. This could potentially be achieved
using a single model of sufficient complexity, but the amount of
training data needed to facilitate this is still the major hindrance.
Because of this, work on cataloguing and developing datasets for
sign language signs still has tremendous potential.

5.2 Guidelines for SLR application Uls in VR

Indications of the proper implementation of the highlighted us-
ability heuristic (2.4.3) was observed, and the use of the VRUSE
questionnaire (2.4.2) proved valuable to the study, even though
the value of the questionnaire in itself was diminished. Firstly, no
meaningful statistical analysis, beyond deriving mean scores, could
be carried out due to the limited sample size. This also meant the
data from the questionnaires could not be statistically correlated
with any observations or application telemetry. This in turn means
the questionnaire results currently only serve as an indication of
user sentiment concerning the different usability heuristics (2.4.3).
Subtracting further from the validity of this approach is that only
a subset of the questions were used, in the interest of time. The
original VRUSE methodology describes 100 questions in distinct
categories, where the user assess different aspects of the application
in a specific order, which was not replicated here. The VRUSE ques-
tions were also translated from English to Danish, which means
the original meaning of the questions may have been lost to some
degree. However, specifically the category concerning Comfort was
answered very favorably, suggesting that the general VR principles
for reducing fatigue and discomfort (2.4.4) are directly applicable
to applications in the field of SLR. As for the other categories, only
Intuitiveness was rated below 2.5/5 on average, suggesting that
the application, despite its flaws, was still relatively well received.
Of cause in the case of Intuitiveness, it is important to note that
a poor score should not be taken to mean that this principle does
not apply to this domain, but instead that the principles were not
implemented correctly in the prototype. Regrettably, no attempts
were made to assess Cognitive Workload, despite the users at times
clearly exhibiting signs of cognitive stress when interacting with



the application. Future works should make an effort about designing
the study more carefully to allow for cognitive assessments.

What proved to be the primary utility of the questionnaire ques-
tions were as conversation starters for the post-scenario interviews.
Firstly, the interviews echoed the mediocre level of satisfaction in-
dicated by the questionnaire answers themselves. Although, specif-
ically the ergonomics of the application will need revising, as both
participants got tired in their arms and shoulders very quickly after
beginning to use the application, with both having to take short
breaks to finish the scenario. It is clear that the system must be able
to support a more natural signing position of the arm/hand. This
was predictable, but was avoided initially to ensure the signs were
performed in a way that allowed optimal conditions for the Meta
Quest 2, however it is clear now that no compromises can be made
in this regard. Both participants confirmed that performing these
signs in close proximity to the upper chest would be optimal and
far more natural, and should thus be the benchmark for SLR using
gesture recognition in VR going forward.

Another interesting result that emerged was that specifically one
participant reported finding it more natural to take instructions
from the video recording of each letter sign being performed, rather
than having the letter displayed to them, while the other participant
found the opposite to be the case. Although the videos and Ul letters
only exist as a means of elicitation and a comparison of the two was
not the subject of study in this work, it was still unexpected that a
preference between one or the other emerged. Further research into
techniques for gesture elicitation in an SLR context may further
illuminate this. Regarding the "HandGate", one participant specifi-
cally remarked that it was frustratingly slow. This suggests that the
"HandGate" did not support sufficient levels of Adaptability (2.4.3)
and thus needs further development, as increasing the speed with
witch signs can be performed could in turn increase the sample size
of future experiments. Interestingly, it was the same participant
that remarked on the displayed gestures for letters "R", "D", "S", "T"
deviating from the gestures they normally used. The fact that such
variation in vocabulary exists on such a small sample size indicates
that future studies should consider introducing controls for this
during participant recruitment, especially when studying languages
like DTS where multiple different finger spelling alphabets exists.

In total, further work is still needed to document how the high-
lighted usability heuristics (2.4.3) for VR applications in the SLR do-
main are to be implemented optimally, and potential future SLR pro-
totypes will remain largely incomparable until a standard emerges
here.

6 Conclusion
Unfortunately, neither research question could be definitively an-
swered on the basis of the presented results. The LM and GM were
not sophisticated enough to achieve comparable performance to
the state of the art, but if new iterations of those models in isolation
could be developed, the fusion model could probably be carried
over, thus not refuting the use of an ensemble approach in this
context. Secondly, further guidance is needed for how to compare
NLP- and non-NLP augmented SLR models.

In respect to the second part of the research question, this work
failed to draw definitive conclusions about the utility of the differ-
ent measures taken to accommodate the various usability heuristics
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presented. This could potentially be improved with a full imple-
mentation of VRUSE, a means of assessing Cognitive Workload, as
well as techniques for increasing participant throughput. Finally,
the application became strenuous to use very quickly; the sensors
used for SLR must be able to support the user performing the sign
gesture in a natural position to them, and must be able to support
combinations of different vocabularies interchangeably if they exist.

Still, it is the hope that future works that seek input on how to
design usability-considerate SLR systems, as well as works that
seek inspiration on how gesture models can be augmented using
NLP for enhanced classification performance, can find use of the
findings presented in this work.
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A Work Sheets

This appendix serves to document the work which contributed
meaningfully to the findings of this paper, but which could not
be included in the main document. In short, A.1 goes into greater
detail about the usability evaluation (3.1.1), while A.2 details how
sentences were chosen for the final prototype evaluation (4).

A.1 Usability Evaluation

The goals of the usability evaluation were twofold; first, it was
intended to function as a pilot for the final evaluation (4), and sec-
ondly also served to assess the Ul in isolation from the recognition
system, so that any issues found here could be corrected (2.4.1).
This was necessary both to ensure insufficiencies in the UI design
did not influence the SLR performance data, as well as to gather
data on how many samples could be expected to be gathered within
the 30 minutes upper-bound exposure window advised in 2.4.3.

However, to evaluate the UL a means of providing feedback to the
user in correspondence to the input they provided was necessary.
For this, a Wizard-of-Oz approach was utilized to great effect (2.4.4),
meaning the system could be evaluated before a working SLR imple-
mentation was available, by allowing for the experiment conductor
to administer feedback to the user through the Ul in accordance
with the observed gesture being performed by them. For this evalu-
ation, four 4th semester students were convenience-sampled pro
bono and tasked to go through the experiment procedure one-at-
a-time. The participants were first introduced to the study and
asked to sign a consent form with a small questionnaire!”. The
participants rated their experience-level with VR 4.3/5, and their
experience-level with sign language 1.8/5. The participants were
all males aged 21 to 24, and were all right-handed. Furthermore,
two participants reported to be using glasses or contacts every day,
and all participants rated their experience with sign language 3
or lower on a scale of 1 to 5. Finally, three participants rated their
experience with VR a 5 out of 5, with one rating it at a 3.

They then engaged with the application scenario, where only
the finger spelling letters "A" and "B" were available as input. The
scenario consisted of 16 sign prompts in the order "AABBABAB-
BBAABABA" with "-" denoting a sentence change. This meant that
the participants’ progress would reset half-way through the sce-
nario to mimic a sentence change in the intended final scenario.
This allowed every function of the system to be tested with only
these two input options. This was important to ensure the Cogni-
tive Workload associated with performing the correct sign was kept
to a minimum, so that stress related to this did not influence the
participants ability to discern the UL During the scenario, the par-
ticipants were encouraged to "think-aloud" (2.4), and the experience
was periodically halted by the conductor when a comment made by
a participant invited further discussions. In total, the participants
spent an average of 5 minutes and 49 seconds in the application,
and the application was halted 10 times, an average of 2.5 times
or 51 seconds per participant (14.6% of time spent in-app), during
which the participants kept on the headset.

7The consent form and pre-scenario questionnaire is available in Appendix D.
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Figure 8: A plot of participants time spent in the "Prepare" (2)
screen state (3.1). Marked with a dotted red line is the median
used for deriving the number of sentences to use for the final
evaluation. The outlier y-values represent the participants
taking time to express a thought or answer a question from
the conductor.

A.1.1 Quantitative Results. This high-fidelity test of the system
provided numerous insights which influenced how the final eval-
uation was to be conducted. Firstly, it was crucial to gain an un-
derstanding of the time taken by participants to perform one sign
input so that the number of letters appropriate for the final eval-
uation could be estimated, ensuring that a broad representation
of letters were tested within the upper-bound comfort threshold
of 30 minutes (2.4.2). Since some screen states contained interac-
tions, and were thus of variable duration, this value needed to be
measured. The application telemetry revealed that the participants
spent an average of 4 seconds in the "Prepare" (2) state (3.1) —
the only repeating state with an interaction. Adding five seconds
from the other repeating state durations (3) and (4) gives 9 sec-
onds per sign input, which, if we allow for a three minute (10%)
buffer, yields the number of letters possible within the evaluation
time frame numy = 27/(9/60) = 180 letters. Finally, the num-
ber of sentences to use for the final evaluation is then given by
numg = 180/24 = 7.5 ~ 8sentences since sentences can be between
12- and 36 letters long, as documented in 3.2.1. The measurements
are plotted on Figure 8.

The usability evaluation also provided insights into the runtime
performance of the application, more specifically the FPS, plotted
on Figure 9. From the figure it is clear that the participants spent the
vast majority of their time at the system-imposed limit of 72 FPS,
with a total mean fps of 71.93 and a median of 72. Each participant
experienced a dip below 72 FPS between 12 and 15 times across
a total of 1772 samples. This means between 3.09% and 3.59% of
samples were below the benchmark!®. Finally, the times at which
FPS dropped were not able to be correlated with any event in the

8Here it is important to note that this does not translate to ~ 3% of time spent in app
to be below threshold, as every data point is sampled across a one second time frame.
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Figure 9: A plot of FPS samples from all participants. Only
participant 1 experienced a dip to 66 FPS (0.0564% of total
samples) but this drop was likely still too small to be notice-
able.

app, meaning the most likely explanation is a lower-level hiccup in
Unity or the Oculus Android runtime.

A.1.2  Qualitative Results. The usability evaluation also yielded
a number of qualitative results in the form of the post-scenario
interview. Here, issues or comments raised by the participant during
their interaction with the prototype were further explored, and
included things like the degree to which different ui elements were
observed by the participant, as well as what their impression of
their own performance was during the scenario. These discussions
could be quite lengthy and helped identify the following issues:

(1) Some people would hold the gesture during the countdown,
while others only per form the gesture when the blue border
lights up as they are supposed to.

(2) The hand icons were confusing — some users interpreted
them to depict the intended gesture, while others correctly
read them, although it would often take them familiarizing
themselves with the system first.

(3) The system was perceived as a test of the user by some
participants, despite it being a test of the system. This may
be due to the impression by one user that the progress had
a "combo" mechanism even though it didn’t.

(4) Multiple users had trouble finding the “sweet spot” for the
hand raise gate in the beginning. Some users would raise
their hands very high to activate it.

(5) Some users began performing the gesture before the infer-
ence window triggered, which would make them inconsis-
tent with what the system expects.

(6) One user remarked interpreting the sequence and progress
counter as a combo system. Other users may have perceived
it similarly, but did not mention it.

(2) and (3) were fixed with minor UI changes and re-wording
of interface texts. (1), (4), (5), and (6) were all solved by introduc-
ing a hands-on introduction before the experiment scenario where
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selected sentence pairs.

the problematic elements of the UI were explained to the partici-
pant to avoid future confusion. All these changes and fixes were
implemented ahead of the final evaluation, presented in 4.

A.2 Sentence Selection

Since the proposed SLR model uses an NLP model in its weights, we
must ensure that we provide realistic input sentences to the model.
A study [30] has determined the commonality of Danish alphabet
letters using publicly available data from the internet. Thus, to
ensure the proposed model is tested on data as resembling of a
realistic scenario as possible, we must select the sentences from
the dataset which best fulfill the same letter orders as was found
in [30]. However, selecting the optimal combination of sentences
proved surprisingly complex.

Peter Guld Leth

If we were to brute-force this problem by checking every possible
combination of sentences, the size of the search space would be the
combination of n sentences taken k at a time, where n is the total
number of sentences (approximately 17,000) and k is the number of
sentences we want to choose, which in this case is eight (4.1.2). This
would result in a combinatorial explosion, making the search space
incredibly large and the problem intractable using brute-force.

A.2.1 Genetic Selection. A genetic algorithm serves as an efficient
tool for optimization problems, especially when dealing with ex-
tensive and intricate search spaces. This approach is inspired by
natural evolution and involves a population of potential solutions,
called "individuals" (in this case eight-way sentence pairs, sampled
at random).

The fitness of each individual, indicating how closely the order
of letter frequencies aligns with a predefined target ordering, is
assessed. After evaluation, a selection process takes place based
on a fitness score. Selected individuals then undergo the processes
of crossover (recombination) and mutation (random replacement),
forming a new "generation".

This cycle of selection, crossover, and mutation repeats over
a fixed number of iterations (in this case 5000 generations). This
implementation enables efficient exploration of the large search
space, finding near-optimal solutions in a relatively short time span.
However, doing this, it is still difficult to achieve total parity with
the target ordering due to only sampling eight sentences, but the
final result is still meaningfully more representative than a random
sample of sentence pairs. The resulting letter distribution is shown
on Figure 10.



B - Selected Sentences

O NV A WN R

Hvilken vej skal jeg ga?
Det har de ikke gjort.
Jeg har influenza.

Tom er elev.

Her er min tegnebog.

Vi sympatiserer med dig.
Hun er staerk.

Hans ta blgder.



C - Selected VRUSE Questions and Legend

VRUSE has been designed according to established
statistical principles. A five-point Likert attitude scale
was used as follows:

5 4 3 2 1

Strongly Agree Undecided Disagree Strongly
agree disagree

1. [Appropriateness] The level of functionality (control) provided by the system was appropriate
for the task.
[Ease of use] | found it easy to access all the functionality (control) of the system.
[Learnability] It was difficult to remember all the functions available.
[Learnability] | understood the meaning of the control interface.
[Intuitiveness] | kept making mistakes while interacting with the system.
[Ease of use] Visual feedback relating to the interface was inadequate.
[Ease of use] My eyes felt uncomfortable after using the system.
[System performance] | had difficulty getting used to the display.
[Simulator sickness] | felt nauseous when using the system.
. [Appropriateness] When menus were displayed, | fully understood their meaning.
. [Ease of use] | did not need any further help.
. [Learnability] It was difficult to understand the operation of the interface.
. [Ease of use] The user can tailor the system to suit their needs.
. [Disorientation] | felt disorientated in the virtual environment.
. [Ease of use] There was no means of ‘undoing’ an operation.
. [Intuitiveness] The system did not work as expected.
. [Intuitiveness] | can see a real benefit in this style of man—machine interface.

LN R WN

R R R R R R R R
N O U WNR O

[E
0o

. Overall, | would rate the VR system in terms of functionality as: very satisfactory, satisfactory,
neutral, unsatisfactory, or very unsatisfactory.

. Overall, | would rate the system usability as: very satisfactory, satisfactory, neutral,
unsatisfactory, or very unsatisfactory.

=
X}



Spargeskema

1. Mit niveau af kontrol over systemet var tilstraekkeligt til den givne opgave.

Megetuenig 1__ 2 3 4 5__  Meget enig
2. Jeg fandt det nemt at tilga alle systemets funktioner.

Megetuenig 1__ 2 3 4 5__  Meget enig
3. Det var sveert at huske all de tilgaengelige funktioner.

Megetuenig 1__ 2 3 4 5__ Meget enig
4. Jeg forstod meningen med kontrolgraensefladen.

Megetuenig 1__ 2 3 4 5__  Meget enig
5. Jeg blev ved med at lave fejl mens jeg brugte systemet.

Megetuenig 1__ 2__ 3__ 4__ 5__ Megetenig
6. Det visuelle feedback fra graensefladen var utilstraekkeligt.

Megetuenig 1__ 2 3 4 5__ Meget enig
7. Mine gjne faltes ubehagelige efter at have brugt systemet.

Megetuenig 1__ 2 3 4 5__ Meget enig
8. Jeg havde sveert ved at veenne mig til skeermen.

Megetuenig 1__ 2 3 4 5__ Meget enig
9. Jeg fik kvalme af at bruge systemet.

Megetuenig 1__ 2 3 4 5__ Meget enig
10. Jeg forstod fuldsteendig meningen med hvad graensefladen viste.

Megetuenig 1__ 2 3 4 5__ Meget enig



11. Jeg havde ikke brug for yderligere hjeelp.

Megetuenig 1__ 2 3 4 5__ Meget enig
12. Det var sveert at forstd hvordan graensefladen fungerede.

Megetuenig 1__ 2 3 4 5__ Meget enig
13. Brugeren kan skraeddersy systemet som det passer dem.

Megetuenig 1__ 2 3 4 5__ Meget enig
14. Jeg folte mig desorienteret i de virtuelle omgivelser.

Megetuenig 1__ 2 3 4 5__  Meget enig
15. Der var ikke nogen made at "fortryde” en handling.

Megetuenig 1__ 2 3 4 5__  Meget enig
16. Systemet fungerede ikke som forventet.

Megetuenig 1__ 2 3 4 5__  Meget enig
17.Jeg kan se en virkelig fordel med denne type graenseflade.

Megetuenig 1__ 2 3 4 5__  Meget enig

18. Overordnet vil jeg bedgmme funktionaliteten som:
Meget utilfredsstillende 1 ___ 2 3 4 5 Meget tilfredsstillende
19. Overordnet vil jeg bedgmme brugervenligheden som:

Meget utilfredsstillende 1 ___ 2 3 4 5 Meget tilfredsstillende

Deltager nummer (udfyldes af dataansvarlig)



D — Consent Form and Pre-Evaluation Questionnaire

Samtykke-tekst

Dette er en anmodning om dit samtykke til at behandle dine
personoplysninger. Formalet med behandlingen er evaluering af en Virtual
Reality (VR) prototype i forbindelse med min kandidatafthandling.

Du giver samtykke til at behandle falgende oplysninger om dig: Navn, kan,
alder, brug af briller eller kontaktlinser (ja/nej), foretrukne skrivehand
(venstre/hgjre), erfarenhed med VR (skala fra 1 til 5), erfarenhed med Dansk
Tegnsprog (skala fra 1 til 5).

Jeg, Peter Guld Leth, er personligt dataansvarlig for dine oplysninger.

Dine oplysninger bliver opbevaret sikkert, og jeg benytter dem
udelukkende til ovenstaende formal.

Du har altid ret til at traekke dit samtykke tilbage. @nsker du senere at
traekke dit samtykke tilbage, kan du skrive til mig pa
pleth18@student.aau.dk.

Databeskyttelsesforordningen giver dig ret til at fa en raekke oplysninger,
som du finder i dette dokument.

[ Jeg giver hermed samtykke til, at Peter Guld Leth ma behandle mine
oplysninger i henhold til ovenstaende formal og oplysninger.

Dato:

Navn:

Underskrift


mailto:pleth18@student.aau.dk?subject=Ang.%20tilbagetrækning%20af%20samtykke

Sadan behandler jeg dine data

Dataansvarlig

Peter Guld Leth
Egholmsgade 2, 3. th.
9000, Aalborg

Formadlet med at behandle dine oplysninger

Jeg er ved at udvikle et tegnsprogsgenkendelsessystem i Virtual Reality (VR)
som min kandidatafthandling. Systemet er en VR-app bestaende af en
simpel Unity-scene med en brugergraenseflade (Ul) samt en 3D-
repraesentation af brugerens haender som spores af Oculus-sensorerne.

Mit mal er at evaluere systemet pa tegnsprogsprofessionelle, enten
konsulenter eller studerende. Far dette skal jeg dog fa en idé om systemets
evne til at kommunikere information til brugeren, herunder om systemet er
i stand til at gare brugeren opmeerksom pa, hvad de skal gare pa ethvert
givent tidspunkt, og om de kan fortolke de oplysninger, der leveres af Ul.
Det er altsa systemet, der evalueres, og ikke de deltagende
forsagspersoner!

Jeg behandler disse personoplysninger
O Almindelige personoplysninger (jf. art. 6, stk. 1, litra a)
(Fx navn, adresse, e-mail, alder, selvoffentliggjorte data mv.)

| form af navn, ken og alder.

O Falsomme personoplysninger (jf. art. 9, stk. 2, litra a)
(Fx helbredsoplysninger, race, politisk overbevisning mv.)

| form af brug af briller eller kontaktlinser (ja/nej), foretrukne
skrivehand (venstre/hgijre), erfarenhed med VR (skala fra 1 til 5),
erfarenhed med Dansk Tegnsprog (skala fra 1 til 5).



Sadan opbevarer jeg dine oplysninger

Jeg opbevarer dine personoplysninger, sa laenge det er nadvendigt i
forhold til formalet med at indhente dit samtykke og i henhold til
geeldende lovgivning. Herefter sletter jeg dine personoplysninger.

Dine rettigheder

Nar jeg behandler dine personoplysninger, har du ifglge
databeskyttelsesforordningen flere rettigheder. Det betyder bl.a., at du har
ret til sletning og dataportabilitet.

| visse tilfaelde har du ret til indsigt, berigtigelse, begraensning og til at gare
indsigelse mod vores behandling af de omfattede personoplysninger.

Veer opmaerksom pa, at du ikke kan treekke dit samtykke tilbage med
tilbagevirkende kraft.

Vil du klage?

Mener du ikke, at jeg lever op til mit ansvar, eller jeg ikke behandler dine
oplysninger efter reglerne, kan du klage til Datatilsynet
pa dt@datatilsynet.dk.

Jeg opfordrer dig dog til ogsa at kontakte mig farst, da jeg vil ggre, hvad
jeg kan, for at imadekomme din klage.

Overdragelse til tredjepart

Dine data (eller dele af dine data) kan blive overdraget til AAU i forbindelse
med bedgmmelsen af mit speciale. Efter bedemmelsen er sket, og efter
klagefristen er udlgbet, vil dit data blive slettet.


mailto:dt@datatilsynet.dk

Spargeskema

1. Mit kan: Mand __ Kvinde__  Andet___

2. Min alder: _ Ar

3. Jeg bruger briller eller kontaktlinser til hverdag: Ja_ Nej__

4. Jeg foretraekker at skrive med: Venstre hand ___ Hgjre hand ___

5. Jeg er meget erfaren med brug af Virtual Reality udstyr:
Megetuenig 1__ 2 3 4 5__  Meget Enig
6. Jeg er meget erfaren med Dansk Tegnsprog:

Megetuenig 1__ 2 3 4 5__  Meget Enig

Deltager nummer (udfyldes af dataansvarlig)
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