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1 Introduction

As Virtual Reality (VR) gradually becomes more accessible to the average consumer, and
more people try the technology in their homes, there is a growing need for better VR
navigation options than what is currently available. The latest research in VR navigation
suggest that real walking is a more easy and natural form of locomotion, when compared to
other options such as flying, teleportation or walking-in-place [1] [2]. Moreover, Slater et.
al. [3] found that subjective presence from real walking was higher when compared with the
abovementioned alternatives, flying, teleportation or walking-in-place. Their experiment
solidified the results from an earlier experiment in 1995 [4], stating that subjective presence
is highly correlated with users’ degree of association with their virtual body. Finding the
optimal form of navigation in virtual environments, where the user is supposed to travel by
foot, is therefore a complex discussion that involves many factors such as user preferences,
user comfort, sensation of presence, real room size, target user experience, etc. When
investigating novel approaches for locomotion the question arises: how should the user
walk around in the virtual room while remaining safe in the real world, and avoiding any
unwanted side effects such as nausea or headaches?

As a possible means, Redirected Walking (RDW) has been proposed. RDW is a VR loco-
motion manipulation technique developed in 2001 by Razzaque et. al. [5]. The technique is
able to create the illusion of walking in a significantly larger virtual area than the real world
permits. Within the concept of RDW there are two branches of manipulations, namely per-
spective manipulation and architectural manipulation [6]. Perspective manipulation covers
the subtle or overt techniques that alter the users direct movement or the users perception
of movement in terms of speed and rotation in the virtual environment, i.e. manipulating
the mapping between real and virtual movements. Architectural manipulation covers
the techniques where the environement itself is manipulated to produce self-overlapping
virtual architecture, either occurring overtly in plain sight for the user or subtly outside
the field of view of the user to remain unobserved and possibly taking advantage of the
concept, change blindness. Change blindness is a cognitive psychology concept related to
how we perceive and remember the world around us and the objects within it [7]. When
the two are combined, they can create the illusion of moving around in a space that is
larger than the real world space. Change blindness and RDW both demonstrate how our
perception of the world can be manipulated and influenced in unexpected ways. RDW
demonstrates how changes in our environment can alter our sense of movement and space,
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whereas change blindness demonstrates the limitations of our attention and perception, as
well as how we can fail to identify or remember important details in our surroundings.

While the amount of research in RDW is growing at a rapid rate, the focus appears
to be on subtle perspective manipulations, sometimes with the help of overt perspective
manipulations. Leaning on the concept of change blindness, this report demonstrates
whether architectural manipulations as translations or rotations of doors, objects or walls
within the users field of view, can go unnoticed during the momentary blindness that takes
place when the use is blinking.

To what degree is it possible to redirect a users movement in a virtual environment
utilizing change blindness during blinks keeping said user unaware of the redirection

The report is based on two seperate experiments in VR that investigate the possibility
questioned above, where both compare the results to the status quo. The first experiment
aims to establish detection thresholds for the degree of translation on the Z-axis possible
for objects inside the users field of view compared to identical translations outside the user
field of view. The second experiment employs the thresholds found in the first experiment
to implement architectural manipulations during eye-blinks in a real scenario based on and
comparing to an existing study by Suma et. al. [7] similarly leveraging change blindness,
albeit not in the users field of view.

2 Related Work

The following subsections will cover theory and practice of VR, RDW and the physiology
and psychology of blinking, to build the theoretical foundation on which the project is based.

The backbone of this project, which enables exploration of the aforementioned com-
ponents, is VR. According to Zheng et. al. [8] VR is a human-computer interface that
enables users to interact with computer-generated environments. Its main objective is to
provide the feeling of "being there", and to achieve this feeling Zhang et. al. [8] argues
that the muscle and perceptual system of the user must be linked to what is perceived in
the virtual environment. In terms of hardware, this requires three components; sensors,
effectors and reality simulators. These components work together to create said feeling of
"being there", which we are able to utilize to examine the concept of RDW. Briefly put,
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VR involves a user wearing a sensor, often a head mounted display to track the user’s
head movements, with an effector, often a screen visualizing something to the user, and a
reality simulator linking these two, whereby the user sees an image-stream that adapts to
their head movements be it translated or rotated, thus making them feel present in the
virtual environment setup.

To be present or to experience presence in VR is depicted as the psychological sense
of "being there", in the virtual world [4], with this sense being a function of the match
between a users sensory data in terms of proprioception and internal representation, i.e.
the degree of association between the users real body and the users virtual body.

Figure 1: prop = proprioception; rep = internal representation; sense = sensory data [4]

Slater et. al. [9], describe the concept as an illusion composed of two dimensions, place
illusion and plausibility illusion. The place illusion depict users feeling of being in the
place where the virtual experience takes place. The plausibility illusion depict the users
belief in whether the events and interactions in the virtual world actually take place. In
both of the dimensions, the user is initially well aware that they they are in a virtual
world, and the degree of presence then describes how well the users senses are convinced
that the illusion is real. The more elements inside the virtual environment that create
a realistic and immersive experience for the user, the more said user will feel present in
the virtual world, and as a result, detach themselves from the real world [10] and suspend
their disbelief. And it all comes back to the brain - how does the human brain perceive
and process the virtual, and can we turn the functionality of perception into our benefit by
exploiting its quirks. Technological research in disciplines like psychology, neurology, and
human-computer interaction has made it possible for researchers to better pinpoint the
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elements involved with immersion and presence in virtual environments that relate to the
users perception in order to find areas of improvement and exploitation relating to theses
disciplines. The human brain is an advanced organism, that processes variables such as
light, shapes, positions, sizes, etc. as cues to form the environment we see through our
eyes and give it meaning [11]. These cues might be assisted by patterns from memories,
words, written or spoken, or even actions that give meaning to a certain environment to
solve the puzzle of what we see and how it makes sense [11]. In VR it is possible to play
with these variables to make the user perceive the environment as intended by the developer.

The concept of perception encompasses how a person experience, interpret and respond
to the sensory information surrounding them [12]. To make the user feel present in the
virtual world, the world and the objects within it must, to some degree, faithfully imitate
the relevant sensory inputs that affect the users perception [13]. That means, in the case
of realism, do the textures and colors of objects appear realistic, and does the movement
of the virtual body correspond to the movement of the users real body. These questions
incorporate both subjective- and objective aspects. What does the user feel when subjected
to visuals, audio, touch, etc. and what is the quality of the technology [14], and is it for
instance, able to deliver graphics on a realistic level with a smooth frame rate.

RDW takes advantage of human perception and the bias it has when processing, pre-
dicting and adapting to the world. It is enabled as subtle or overt changes to specific
objects or interactions, where the brain becomes convinced that the change is real as it
does not appear otherwise. The visual and vestibular systems do not store all incoming
information from our proximate environment, meaning it does not hold precise object
placements or accurately corresponding movements. It has a rough and seemingly accurate
idea, but not perfect [11]. RDW is promising because it enables the experience of 1:1
locomotion, meaning that wherever the user navigates or naturally moves to in the real
world, the same translation and rotation will be applied in the virtual world, mapping the
locomotion accurately to the real world. The benefits from this is presence-enhancing and
nausea-decreasing [15] because either the users’ walking direction is subtly manipulated in
order to redirect the user without them knowing, or the architecture of the virtual world
is changed without them seeing.
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2.1 Redirected Walking

Coined by Razzaque et. al. [5], RDW is an umbrella term covering the techniques used in
VR to manipulate a user’s path of locomotion. Typically, it takes advantage of how a user
perceives their path of travel or how well they remember the details in the scenes. RDW
makes it possible to redirect the user with tolerable gains or changes, wherein the user is
not able to distinguish the inconsistencies between the real path and the virtual path [10].
The figure shown below shows the usage of gains in the form of translation and curvature
to reroute the user around a bigger virtual space than physically possible.

Figure 2: A visualization of applied translation gain and rotation gain to change their
walking path. [15]

Within RDW, the manipulation techniques covered by the concept are distinguished
mainly by whether they are subtle or overt [6]. The objective of subtle manipulations
is to stay hidden from the user, whereas the objective of overt manipulations is not to
stay hidden, but instead to enlarge the virtual exploration area or to keep the user out of
harms way. Both subtle and overt techniques encompass two manipulation subcategories;
perspective and architectural. Between all the types of manipulation, the goal of keeping
the user withing the physical boundaries of the real world remains the same. Perspective
manipulation attempts to achieve this goal by manipulating the user’s perception of
self-motion and works by subtly changing the visual presentation of the virtual world to
create the intended illusion [10]. Architectural manipulation on the other hand involves
altering the layout or structure of the virtual environment to create the illusion of a
larger virtual environment than possible in the current real environment and thereby
achieve its goal [10]. Seeing as this project aims to implement architecture manipulation
while blinking and keeping the changes unnoticed, the report will mostly cover subtle
manipulations. Examples of common overt perspective manipulations could be the 2:1
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turn and the freeze-and-turn methods [10]. The former has the user actively rotating
themselves by 180 degrees while rotating the virtual world by 360 degrees to let the user
move further along a path in the virtual world. The latter has the user perform the same
rotation in the real world, but freezes the virtual world instead of rotating it [6]. Overt
redirections are widely used for when a user encounters a wall or a blocked path in the
real world. A prompt of some kind is then initiated to let the user know that they should
rotate in the real world to keep moving inside the virtual world. However the technique
has the effect of decreasing the feeling of presence when it noticeably redirects the user [2].

2.1.1 Subtle perspective manipulation

There are four widely used subtle perspective manipulation techniques, rotation gain,
translation gain, curvature gain and bending gain. They all implement the same core idea,
which is to guide the user away from boundaries or obstacles by means of gains. These
gains all rely on the limitations of human perception, and take advantage of how well
humans determine whether they move by themselves (self-motion) or whether their avatar
or the objects around them are moving (external motion) [5]. When the user perceives the
redirected movement or external motion as self-motion then the manipulation has been
successfully implemented [5].

Figure 3: Visualizing the four manipulation techniques [10]. The user’s path in the actual
world is indicated by the red arrows, while their path in the virtual environment is indicated
by the blue dotted arrows. (a) shows rotation gain. (b) shows translation gain. (c) shows
curvature gain. (d) shows bending gain.

Rotation gain involves subtly rotating the virtual environment in response to the user’s
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real world movements thereby up-scaling or down-scaling their real world rotation in order
to give the appearance of a larger space. For instance, the virtual world may rotate slightly
to the left if the user rotates their head to the right, giving the impression that they have
turned more than they have. The virtual environment may also be subtly compressed or
stretched as the user advances to give the impression that the distances are getting longer
or shorter [6]. If a rotational gain of 50% are being implemented into the VR application,
then the user has to turn their head 180 degrees in the real environment in order to rotate
90 degrees in the VR environment. While a rotational gain of 200% means that the user
has to turn 45 degrees in the real environment, for them to turn 90 degrees in VR. Steinke
et al. estimated a threshold of rotation gain of 49% more and 20% less[16]

Translation gain gives the impression that a space is bigger or smaller by slightly shifting
the virtual environment in response to the user’s motions. The virtual environment, for
instance, may be slowly shifted to the side as the user advances, giving the impression
that they are traveling along a longer road than what is actually possible in the real
world [6]. Both up-scaling and down-scaling translation gain can be applied to the users
movement E.g. A 300% translation boost will result in the user moving three times as far
in the virtual world. Both a up-scale threshold and an down-scale threshold have been
developed as a consequence of research into the detection thresholds of translation gain.
The down-scale barrier is 14%, whereas the up-scale threshold is 26%, according to the
findings of Steinicke et al. Accordingly, a 3m x 3m tracking space can be converted to a
3.78m x 3.78m space using a translation gain of 26% [16].

Curvature gain is applied as a slight continual rotation when the user moves forward.
With the aid of this method, users may move in circles while physically following a virtual
path endlessly [6]. Depending on different factors, the threshold of curvature gain can
vary. A study of Neth et al. suggested that walking faster can increase the sensitivity of
the curvature gain.[17]

Similar to curvature gain, bending gain change how the direction of movement in the real
world is leading the user to steer left or right as they go along a curved virtual route. Both
curvature and bending gains depend on correct forecasts drawn from the user’s recent
motions or prior information on the user’s intended path [6]. A study by Langbehn et al.
on bending gain imply that the virtual curvature can be bent up to 4.35 times its radius in
the real world. E.g. a radius of 3m in the real world can be mapped as virtual curvature
of 13.05m [18].
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In a review of redirection methods by Li et. al. they list several other subtle redirection
methods under the sub-category; view-based, describing the following manipulations;
reactive, predictive, resetting, learning-based and saccadic suppression [19]. Reactive
methods manipulate the users walking path away from the real world boundaries without
considering the users future next step. The algorithms steer to center (S2C) and steer to
orbit (S2O ) are reactive redirection techniques. Respectively they steer the user towards
the center of the real world or around the center the real world [5]. Predictive redirection
is a more recent idea, where the redirection technique considers which elements the user
will encounter in the short future and where they are moving towards based on the current
walking path, current facing direction and current environment layout. The predictions
then make it possible to steer the user differently, depending on the current trajectory.
Resetting incorporates the 2:1-Turn and freeze-turn techniques explained earlier. Learning
based manipulations are based on learning algorithms such as reinforcement learning to
optimize existing techniques as S2O by dynamically calculating the best target to steer
towards and around in order to avoid obstacles (S2OT) [20]. Saccadic suppression takes a
different approach than the other techniques and rely on manipulation of the view while the
user is temporarily blinded during a saccade, the rapid movement from one gaze fixation
point to another. Bolte et. al. [21] explored this approach in terms of user reorientation
and repositioning during saccades and found that imperceptible manipulation was entirely
possible albeit not significantly large manipulations.

2.1.2 Subtle architectural manipulation

The techniques often explored within subtle architecture manipulations are impossible
places [22] and change blindness [7]. Both impossible spaces and change blindness are
well-established techniques to subtly reroute walking as an alternative to gains or in
combination with gains.

Developing virtual surroundings that defy physics or that physically do not make sense
in the real world, such as rooms that overlap is known as impossible places. Using this
technique, the user cannot rely on their preconceptions of how physical environments are
mapped in the real world, which can lead to disorientation thus making it harder for them
to keep track of their walking path [6].
Change blindness is another approach to hiding architectural manipulation [7] entailing
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small adjustments to objects or elements in the virtual environment while the user’s
attention is diverted elsewhere in order to influence how they perceive the virtual envi-
ronment. In the context of RDW, this means that developers can discreetly alter the
virtual environment to change the user’s direction without the user being aware of the
change. Developers can produce more immersive and compelling virtual worlds that can
more successfully control the user’s movement without interfering with their sense of
presence by fusing impossible spaces, change blindness, and RDW. This may result in
a more seamless and enjoyable experience for the user and is simultaneously one of the
project goals; making a seamless RDW experience using blink induced change blindness
and impossible spaces.

2.1.2.1 Change blindness

"To see or not to see" [23], that is the basis of Change Blindness. The illusion takes
advantage of the fact that people never really form a complete and detailed map of the
world in their field of view and in extension the world surrounding them. It covers the
inability to detect significant changes to visual scenes, seeing as relatively little information
about the details of a humans’ visual input stream is stored in the working memory.
More specifically, humans have a hard time detecting these changes because the selective
attention allocates cognitive resources to the elements that appear most salient in the view
and because the visual system does not process what the view as a continuous stream of
information, but rather as a representation of the information in the form of snapshots of
the views. These snapshots are rapidly changing and only about four to seven chunks of
informations are really noticed and stored in the working memory [7]. The complexity
or distinctiveness of the elements in the scene play a big part in noticing them. Changes
in rotations and colors of objects are often the least noticed, where placements are most
likely to be noticed. As the visual stream of information keeps flowing, the older snapshots
decay and are eventually forgotten to make room for new information.

2.1.2.2 Change detection

Whether the user detects a change comes down to various factors such as experience,
attention and noticability, cognitive load, mental maps, etc. As mentioned above the
concept of attention plays a vital role where it is essential to grab the users attention
and redirect it away from the change happening in or to the environment. Attention is
a broad neuroscientific concept that covers how the brain processes and filters through
sensory information to focus on what is important or relevant. When a user explores a
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virtual environment, sensory information in the form of sounds, visuals and sometimes
touch all bombard the brain as signals that will be processed and filtered to prioritize
the most important signals and to filter out the less important signals [24]. A signals
priority is rated by the amount of distinct sensory information within it, i.e. saliency
of the stimuli. Examples of salient attention-grabbing signals include but is not limited
to visual cues like flashing lights, interactive elements that call to action or audio that
is emitted from specific locations. Knowledge of attention and what captures attention
can help tremendously in the development of an RDW experience to hide changes to a scene.

As mentioned, the user is at all times bombarded with sensory information and this
means that the brain is always working. Cognitive load describes the amount of mental
work needed to perform a task or to process information [25]. Understanding the factors
that contribute to cognitive load and how they can be taken advantage of is important
for developing RDW experiences using architectural manipulation. Knowing that a more
cognitive taxing task is better at grabbing attention than one that is less taxing can help
to hide a change to a scene better [24]. Moreover, virtual environments are often quite
dynamic and realistic, meaning that users need to digest a lot of sensory information when
exploring the virtual environment. A high cognitive load plays well with change blindness
and makes it easier to hide changes to the environment. However, a high cognitive load
can also negatively impact the illusion of natural walking because it may draw attention
to the inconsistencies in mapping between the real and the virtual world. Balancing
and maintaining cognitive load to grab attention while ensuring a seamless and natural
experience is crucial to a successful implementation of RDW [24].

Martin et. al. [26] recently tried to explore the phenomenon of change blindness to
find when and why changes are detected. Change blindness research has so far mostly
employed 2D graphics, but this study used immersive 3D environments to more closely
mimic real-world situations. Two experiments were performed in the study. In the first
experiment, the researchers looked at how change blindness was impacted by the kind,
distance, complexity, and range of vision of changes. In the second experiment, they varied
the number of changes in the scene to evaluate the connection between change blindness
and visual working memory capacity. Around 770 trials were used to gather data for
the study, and the detection ratio was 46.22% overall, implying that more than half of
the changes were missed. These results solidify the psychophysical foundation for change
blindness and its relation to the limitations of the visual working memory, and support
the working of change blindness in VR and in RDW.
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2.1.3 Platforms for RDW

Li et. al. [19] also mention the use of platforms to simulate customizable RDW techniques
thereby giving researchers and developers toolkits or methods to employ for their own
innovative ideas. One platform is the OpenRDW toolkit [27], which is an open source
library that includes a collection of functions and algorithms that make it possible for
developers to implement novel perspective redirection ideas without the need to setup the
virtual environment from scratch. The toolkit can drastically simplify the development
process as it includes head tracking and scene management and algorithms for translation
gain and rotation gain that can all be customized to implement the developer’s new idea.

Besides this, the exploration of machine learning algorithms in the field of RDW has also
recently gained traction, e.g. with a novel implementation of reactive steering algorithms
using reinforcement learning that are able to outperform the steering algorithm S2C in its
current form [28]. The paper demonstrates that machine learning algorithms are capable
of optimizing human engineered redirection algorithms with enough training.

2.1.4 Challenges with RDW

A major drawback to current RDW techniques lies in the development process. The
virtual world must be carefully mapped to deliver the experience sought by the developer.
The changes to the virtual world must be subtle enough to not draw the user’s attention
to themselves or make them feel uncomfortable, yet substantial enough to produce the
desired manipulation of the walking path. In addition, developers must be aware of any
potential safety issues, such as making sure that users do not unintentionally move into
real-world walls or other obstructions while in the virtual environment [6].

2.2 Physiology and Psychology of Blinking

As mentioned, this project aims to uncover, whether it is possible to utilize blinking
to induce change blindness in RDW. Blinking is a habit that humans are mostly not
consciously aware of in daily life. It is an essential procedure that is enforced for the eyes
to work properly. The primary physiological function of blinking is to lubricate and clear
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the eye of dust particles[29], and spontaneously happens at a frequency ranging from 6 to
30 times per minute[30][31].

The blink rate is correlated with several mental processes, one of which is the men-
tal burden on the brain, with the blink rate declining as the mental load rises. In a
1972 study by Holland and Tarlow[32], the participants were asked to look at a plethora
of numbers and then to recall either 4, 6, or 8 digits. Their results showed that the
rate of blinking increased when there were few digits to remember and decreased when
there were eight to recall, implying that a state of concentration decreases blink rate. A
few other studies have looked at the correlation between blinking and social behavior,
where research have shown that conversation and blinking are tightly connected. It was
discovered that blink rates were higher during conversation than what was required for eye
lubrication and that short and lengthy blinks had quite different purposes[33]. Another
social communication study examined how nonverbal response engagement is perceived by
people blinking; the test subjects in this study would engage with an on-screen agent that
would blink at various intervals. The findings revealed that blinking at higher rates could
produce a higher sense of being watched than slow or immediate blinking[34].

Regulating the physiological process of blinking is handled by a sophisticated system in
the body. It is an fast involuntary movement which usually lasts 100-400ms[35], and
involves the eyelids closing and then opening again. Blinking is mostly used to keep the
eyes safe, by having the eyelids distribute a thin film of tears over the surface of the eye
with each blink. This aids in keeping the eyes lubricated, which is necessary for clear
vision and to stop eye damage[29]. However, the blinking rate can change based on a
number of variables including age, gender, use of contact lenses, psychological state, drugs,
diseases[30], and as mentioned also the surrounding environment, e.g. the weather, the
people around, the time of day, etc. For instance, people tend to blink more frequently
when they are sleepy or feeling their eyes getting dry, and less frequently when they are
engaged or concentrating on a job, as the brain works on getting more information about
the environment and therefore lowers the need of blinking. Studies exploring this found,
that in simulated flights, the pilot’s blink rate is lower than the co-pilot’s, and drivers
on busy city roads have lower blink rates than those on quiet city roads, as the visual
information they need to process is more demanding[36].
Additionally, a decrease in blink rate has been tied to the viewing of immersive content. A
study by Kim et al.[37] investigated how different screens affected blink rate, and found that,
amongst natural blinking, a traditional monitor, a VR HMD, and AR glasses, the VR HMD
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showed the lowest blink rate of close to 11 blinks per minute, compared to natural blinking
which showed around 18 blinks per minute. Being aware of how VR consumption affects the
rate of blinking is an important aspect when working with blink-induced designs, as well
as being aware of how a lower than usual blink rate affects such things as simulator sickness.

As mentioned, blinking serves the primary purpose of protecting the eyes, but it also
plays a part in psychological instances such as emotions, attentiveness, social contact and
communication. A protracted or pronounced blink, might be used to express feelings like
surprise, skepticism, or flirtation. Long-term eye contact or a lack of blinking may be
interpreted as an aggressive or disrespectful gesture in some cultures. Below is a short
description of the effect on psychological elements related to blinking[33], being important
factors to have in mind depending on the application design.

• Emotions: Studies have shown that emotions can affect how often and how long eye
blinks last. For instance, people typically blink more frequently when they are tense
or nervous and less frequently when they are unhappy or depressed.

• Attention: The degree of focus or participation in a task can also affect how often
your eyes blink. While engaged in an activity that needs continuous attention, like
reading or watching a movie, people tend to blink less frequently.

• Social cues: Nonverbal communication and eye contact are two examples of social
cues that might affect eye blinks. For instance, in some cultures, maintaining lengthy
eye contact or failing to blink is a symbol of hostility or dominance.

The anatomy of the eye and the brain, as well as social and cognitive aspects, are all
involved in the physiology and psychology of eye blinks. Knowing the natural functions of
the body and how our emotions, attention, and social interactions affect them, enables us
to comprehend the process of blinking, and what factors are necessary to integrate it most
effectively for redirection manipulations to work seamlessly.

2.2.1 Eye tracking

As an extension to the section on blinking, we explore eye tracking, which is a technology
able to track and measure gaze variables. Eye tracking is typically explored and used
in studies relating to marketing, psychology and UX-design where it can be used to
understand how people interact with their environment and the objects around them.
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Eye-tracking devices are able to output variables, identifying where a person is looking
by measuring the angle of the pupil and the reflection of an infrared light source on the
cornea[38]. Eye-tracking in VR has become a popular technology to improve the experience
in the virtual world. Devices like the Meta Quest PRO or the HTC Vive PRO Eye that
are able to perform eye-tracking in VR, track the user’s eye movement using small infrared
cameras, which enables developers to use the output variables as raw data, to manipulate
the virtual environment or to optimize the system[39]. This also includes blinking, which is
output as whether the pupil is visible or not. If not then the eye must be closed, otherwise
open. The following points are some of the primary advantages of eye tracking in VR[39]:

• Enhanced performance: To render visual quality on par with that of human vision
would require an immense data stream of over 100 GB/sec[40], a very challenging
achievement for modern HMD’s. However, the eye’s fovea, the central part of the
retina, has such a high acuity that only around 4% of pixels in a VR setting are
perceived at a high level of detail[41]. The remaining 96% of rendered pixels are not
processed with high resolution. By only generating high-resolution visuals in the
parts of the display that the user is looking at, known as foveated rendering, eye
tracking can assist and lessen the computational strain on the system.

• Increased interactivity: Eye tracking can be utilized to enable organic interactions
with the virtual environment, such as aiming the gaze at specific items to target
them or initiating actions by looking at certain regions of the screen. Particularly
useful would such interactions be for people with motor disabilities, that does not
allow for the use of hand or head movement. In a more general sense, eye movement
has shown to be a less accurate, but faster interaction method than other input
devices[42][43], and can be utilized to reduce ’gorilla arm syndrome’[44] - a fatigue
caused by lifting ones arms to perform hand-based gestures for a prolonged amount
of time - something that has shown to reduce the time wanted to spend in VR[45].

• Improved learning experiences: Since its inception VR has been widely used for
learning purposes because of its immersive simulated environments, that are fail
safe and allows for repetition. The inclusion of eye tracking has lead to recent
studies in educative domains such as sports[46][47], medicine, military[48], and
transportation[49]. For evaluating the performance of such simulated learning,
methods like post-experiments interviews and questionnaires are usually performed.
But because this data is acquired post-experiment, it can be subject to being
irrelevant if the participant’s memory of events are reconstructed or fades due to
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factors such as level of fatigue, complexity or duration of the experiment[50]. In
this context, eye tracking helps by enabling the researcher to objectively assess
quantitative information of the user’s visual, attentional, and cognitive capabilities,
without interrupting their virtual learning experience.

The Meta Quest Pro has inbuilt eye tracking [51], where the HTC Vive Pro Eye instead
uses its own cameras but rely on the Tobii SDK to enable development with eye tracking.
The Tobii Eye Tracker can be used for a variety of purposes, including gaming, research,
and user experience design, and as mentioned, it tracks eye movements using infrared
cameras. It is known for its high accuracy, low latency and easy integration with the HTC
Vive Pro Eye [52]. VR eye tracking is a technology that has the potential to increase
system performance using foveated rendering, improve user experience with gaze detection,
and offer insightful data on user behavior. It is likely to become a more significant part of
the VR experience as VR technology develops.

2.3 State of the art

The purpose of the section is to describe three different studies related to blinking in VR.
The first study focuses on finding effective methods to trigger blinks in VR. The second
and third explores the use of blinks for reorienting or repositioning the user’s viewpoint
or the scene in VR. By exploring these studies, we aim to improve our understanding of
blinking in VR to optimize our solution.

2.3.1 Induced blinking

In order to lessen the dependence of blink-based strategies on spontaneous and voluntary
blinks, Zenner et al. [53] began this study to discover the most effective and efficient
method to trigger blinks in VR. The study sought to compare the advantages and disadvan-
tages of six distinct blink trigger implementations; flash trigger, blur trigger; approaching
object trigger, sound trigger, glabella trigger and airpuff trigger.

Before evaluating the triggers, the authors found that both the sound trigger and the
glabella did not meet the minimum requirements to be a part of the implementation,
therefore these were not evaluated. The participants was instructed to remember the
colors of four cubes positioned within a meter of them in a virtual world. 2 seconds later
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the cubes turned grey and the participant had to touch a colored sphere close to them
with one hand while touching the cube they thought had the same color as the sphere
with the other hand. Upon reaching 30% of the way, the trigger would activate and upon
touching the cube the participants would be questioned with a 2AFC (Two-alternative
forced choice) question: "Did you notice any visual or physical stimulus?", "Yes or No".
The comparison between the four remaining triggers uncovered that an object approaching
the user at a fast pace activates the human danger reflex, which resulted in the quickest
and most similar response times of all triggers amongst all participants. This suggests
that the danger reflex is efficient, making it particularly intriguing for inducing blinks
in VR. Following the approaching object trigger, both the flash trigger and the airpuff
trigger had a blink response time significantly shorter than the baseline. The investigation
also discovered that although the Blur trigger was the least noticeable, all reliable trigger
configurations were perceptible. The comfort of the triggers was also reported to vary,
with the Approaching Object trigger being the most disruptive. The other triggers were
experienced with low to medium levels of distraction and were regarded as being noticeably
less intrusive without any visible symptoms of being startled. Both the flash trigger and the
airpuff trigger could be good options for induced blinking in an architectural manipulation
scenario to have the user blink when needed. The flash trigger was implemented using
only software, having the HMD displays light up and brightly illuminate the eyes. The
airpuff trigger was implemented with hardware, where a small air blowing mechanism was
integrated into the inside of the HMD. Combining any of these triggers with our approach
would surely be interesting, however the flash trigger is seemingly the most fitting trigger
for our approach.

2.3.2 Blink-induced redirection

Langbehn et. al. [35] explores the use of blinks to either reorient or reposition the viewpoint
of the user in VR, for the purpose of RDW. The study examines these manipulations
through two similar psychophysical experiments, focused on subtle perspective manipula-
tions, where the users should not notice the manipulation. The first experiment analysed
how much rotation could be applied to the user’s avatar and thereby their viewpoint in
VR, during a blink. Sixteen participants (three females and 13 males) took part in the
experiment, all with normal or corrected-to-normal vision and no reported disorders of
equilibrium. The participants were tasked with completing 198 randomized trials with 11
different offsets ranging from 0 to ± 15 degrees on all three axes. The results show that
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users could tolerate up to ± 4.763 degrees of rotation around the up axis, ± 2.358 degrees
of rotation around the right axis, and ± 3.703 degrees of rotation around the forward axis
without noticing. The participants reported a slight increase in VR sickness symptoms
and a mid-high sense of presence. Most participants tried to focus on a particular point or
feature in the virtual environment to compare their position before and after the rotation.
Overall, the users did not notice the reorientation. The second experiment analyses how
much translation can be applied to the users viewpoint in VR, during eye-blinks. The same
sixteen participants completed the second experiment, and it was found that the detection
thresholds for translations were approximately 4-9 cm, and there were differences between
the three axes. The participants did not report any significant differences in bias when
compared to the offset of 0.0. The experiment showed an increase in VR sickness symptoms,
and most of the participants tried to focus on a certain point to compare their position be-
fore and after blinking. The sense of presence in the VE was similar to the first experiment.

Nguyen et. al. [54] explored as a similar manipulation, but rather than rotating the
users viewpoint, they rotate the entire scene around the user, whereby the manipulation
becomes an architectural manipulation. The idea of rotating the scene during blinks was
employed to assist the use of existing algorithms as the steer-to-center and steer-to-orbit
algorithms mentioned earlier. The study aims to find thresholds for how much scene
rotation is possible either during blinks or with eyes open. Fourteen participants (ten
male and 4 female) walked around a virtual forest to collect targets while experiencing
discrete scene rotation every time they blinked. The study found a detection threshold of
9.1 ± 3.2 degrees of scene rotation during blinks and a threshold of 2.4 ± 0.97 with eyes
open. The average blink frequency was found to be 13 times per minute. More than half
of the participants reported an increase in simulator sickness parameters such as sweating,
general discomfort and nausea after the experiment, however the study rationalized that
this is the effect of a long time spent in a small virtual environment with many resets.

3 Methods

In this project, we propose a novel approach to architectural manipulation within RDW,
utilizing change blindness during the momentary blindness of a blink (detailed descriptions
of the methods and materials of each study can be found in Section 4 and 5).
To do so, two separate experiments are presented. E1 (4) aims to estimate distance-based
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detection thresholds for how much a wall can be moved, either closer or further away
during the temporary blindness of a blink. Based on the existing research on noticability
of turn-based manipulations [7][55], and blink-induced manipulations[54], we hypothesise
that it is entirely possible to mask the movement of a wall, both closer and further away
from the user, during their momentary blindness of a blink. The question is what distance
is it possible to move this wall. The users will experience a total of 84 varying rooms,
seated on a swivel chair, trying to detect a manipulation of the placement of the wall in
front of them. The wall will either move 5, 10 or 15 % closer to or further away from them
either while they blink or while they look away, comparing this novel approach to the
approach by Suma et. al. in 2011 [7].
E2 (5) aims to evaluate these thresholds in a real scenario, and just as how E1 (4) compared
blink-induced change blindness to turn-based change blindness, experiment 2 will also
compare this novel approach to the approach by Suma et. al. [7]. The question we seek to
answer in experiment 2 is whether blink-induced change blindness can hide changes in
architectural manipulation as well as turn-based change blindness in a scenario previously
tested by Suma et. al.

4 Experiment 1 (E1): Estimation of detec-
tion thresholds for blink-induced change
blindness

This initial experiment explored threshold detection of architectural manipulations, to
investigate how much we would be able to move a wall either closer or further away, before
the user took notice of the movement. Two types of change blindness manipulations
were compared this way, blink-induced and turn-based or "turn your back", the original
approach proposed by Suma et al.[7]. An existing study on thresholds of turn-induced
manipulations has been explored by Hwang et. al[55], who applied small gains to walls
with doors that was either 1-, 2-, or 3-meters from the user. Their results indicate that
the noticability thresholds increase with the distance between the user and the wall.
As earlier mentioned, many factors can affect how well manipulations in 3D environments
are noticed such as their distance to the user, visual complexity, and whether they happen
inside or outside a their FOV[26]. Since an visually similar environment, to the one
by Hwang et al.[55], was built in this experiment, we expected similar thresholds for
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turn-based manipulation. However, for blink-induced manipulations, a larger distance
makes room for more objects, which affect changes that are immediately presented to the
user right in front of them, such as difference in lighting and relative position between
virtual objects. For this, distances of 2-, and 4-meters between the user and manipulated
wall were used, to presented a significant change in the user’s FOV.
Additionally, as mentioned in section 2.2.1, a user’s gaze affects how detailed the virtual
world is perceived at any given time. Areas or objects that are looked straight at become
much clearer, while their peripheral vision becomes unclear. If not guided, the gaze may
significantly impact the noticability of blink-induced visual changes in front of the user.

4.1 Methods - E1

To acquire data on thresholds we are essentially interested in if users notice a change of
an architectural manipulation or not. To do so, a within subjects study based on a 2x2
factorial design was performed, as seen in table 1. This allowed us to investigate the effect
of our two independent variables (type of change blindness and distance from the user to
the manipulation) on a single dependant variable (noticability).

Distance to manipulation
2 meters 4 meters

Blink-induced Noticability Noticability
Type of

change-blindness
Turn-induced Noticability Noticability

Table 1: 2x2 factorial design of E1. Two independent variables (type of change-blindness
and distance to manipulation), each with two levels (respectively, blink-, and turn-induced
vs. 2 and 4 meters) are being compared to see their effect on a single dependent variable,
noticability.

Like Hwang et. al[55], movements were applied to the manipulated wall. Through early
testing, appropriate numbers of -15% to 15%, in increments of 5 percentage points, were
applied to both distances, including no movement. These numbers or percentages translate
to the translation gain set on the wall, e.g. -15% translation in the 2m distance condition,
has the wall move 15% or 0.3m closer to the user. For our use case, a task that worked
for both types of change-blindness while also keeping the users’ vision focused on the
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manipulated wall was needed. This was done by having a light on the wall in front of,
and behind the user, that were either showing green or red. Users were then given the
instruction of looking at the green light. The experiment consisted of 84 total trials
for each user (2 types of change-blindness × 2 wall distances × 7 wall movements × 3
repetitions). Half of the users started the trials in the 2m wall distance room and the
other half started in the 4m wall distance room wherein they encountered 42 randomly
sequenced types of change-blindness and amount of wall movement. Upon completing the
42 first trials the participant is given a small break before trying the other wall distance
42 times. When the user completed the test, they were asked to answer a few post-test
questions regarding their experience in the virtual environment.

Figure 4: In condition one, change blindness looking away, participants looked at a green
dot on a wall for two seconds, then turned to another wall where a manipulation occurred.
After waiting two seconds, they faced the original wall and were asked about its movement.
In condition two, change blindness while blinking, participants blinked, experienced the
manipulation, and then waited two seconds before responding.

Similarly to Hwang et. al.[55], the participant was asked a question following each
manipulation. For our experiment, they were faded to a separate environment beforehand,
to reduce their remembrance of the manipulated environment. Here, they were presented
with the question: "Did the wall with the door move closer or further away?". With a
controller the user could click either closer or further, meaning their response was gathered
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using a two-alternative forced choice (2AFC) method that forced them to select one of the
answers and eliminated the neutral option. The data was then analyzed by processing
it through a fitted psychometric function using MatLab, with the form f(x) = 1

1+ea∗x+b .
The Point of Subjective Equality (PSE), or 0.5 in the psychometric function, is the
point at which the individual is unaware of any wall movement. In a study exploring
perspective gains in RDW, Steincke et. al [16] argued that thresholds for perspective
gains can be found at the point where the manipulation is only detected some of the time
and therefore defines detection thresholds for gains smaller and greater than the point
of subjective equality (PSE). This is based on the subject’s probability of choosing the
"smaller" response correctly. This project defines wall movements as gains, which is the
amount of wall-translation closer or further away from the user, and focuses on the range
of gains where subjects cannot reliably detect the difference in change between scenes,
i.e. where they perceive the scene pre-gain and post-gain as identical. In this experiment,
the resulting detection thresholds range from the lower point of 0.25, i.e. the halfway
point between PSE and 0, to the higher point of 0.75, i.e. the halfway point between PSE
and 1. This 25-75 percent range of gains will provide an interval of possible architectural
manipulation implementations for future use in RDW.

4.2 Design - E1

The design of E1 had the participant sitting in the middle of a virtual room, surrounded
by four walls, one having a door. The wall with the door had a light placed on it, and
so did the wall opposite the door. As mentioned, these lights served as tasks, to ensure
that the participants keep their gaze at a similar point, in front of the manipulated wall.
For comparability, the simple environment design is based on Hwang et. al.[55], as well
as research showing that less cognitive load is linked to a higher blinking rate, i.e. the
simpler the room design, the more the participant should blink. Point of views (POV)
from the two different room sizes in E1 can be seen in figure 5a and figure 5b.
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(a) Point of view of from a trial with a room
size of 2 meters from the user to the manip-
ulated wall.

(b) Point of view of from a trial with a
room size of 4 meters from the user to the
manipulated wall.

4.3 Implementation - E1

Firstly the conditions were setup with a for-loop in the start function to get a list of the
84 scenarios. In the update function they would then be randomly selected based on how
many there were left in the list and then removed (see listing 1 and 2 ).

154 TestCondit ions = new L i s t <Condit ions >() ;
155 i n t Id1 = 0 ;
156 f o r ( i n t c = 1 ; c <= 2 ; c++) // cond
157 {
158 f o r ( double g = 0 . 8 5 ; g <= 1 . 1 5 ; g += 0 . 0 5 ) // gain
159 {
160 f o r ( i n t r = 1 ; r <= 3 ; r++) // r e p s
161 {
162 TestCondit ions . Add( new Condit ions ( )
163 {
164 Id = Id1++,
165 Name = "W1" ,
166 Condit ion = c ,
167 WallDist = 1 ,
168 Gain = Math . Round ( g , 3) ,
169 Reps = r ,
170 Choice = 0 ,
171 CorrectGuess = 0 ,
172 StartTime = DateTime . Now,
173 WallMovedTime = DateTime . Now,
174 }) ;
175 }
176 }
177 }

Listing 1: MoveWall.cs - Add conditions
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642 i f ( TestCondit ions != n u l l && TestCondit ions . Count != 0)
643 {
644 Condit ions conditionRemove = TestCondit ions [ t e s t C o n d i t i o n ] ;
645 TestCondit ions . Remove ( conditionRemove ) ;
646
647 i f ( TestCondit ions != n u l l && TestCondit ions . Count != 0)
648 {
649 t e s t C o n d i t i o n = UnityEngine . Random . Range ( 0 , TestCondit ions . Count ) ;
650 }
651 }

Listing 2: MoveWall.cs - Remove condition

The blinking simple took advantage of the Tobii eye tracking SDK and combined the usage
of the continuous variables IsLeftEyeBlinking and IsRightEyeBlinking to output a true
boolean and an counter integer to see when both eyes were closed (see listing 3).

357 i f ( TobiiData . I s L e f t E y e B l i n k i n g && TobiiData . I s R i g h t E y e B l i n k i n g )
358 {
359 i f ( bl inkBoolCounter == 0)
360 {
361 bl inkBoolCounter = 1 ;
362 bl inkingBothEyes = t r u e ;
363 }
364 }

Listing 3: MoveWall.cs - Blinking

Moving the wall happened when the user was blinking or when the participant looked
away and moved the wall either closer or further away based on the condition in the list
(see listing 4).

455 moveWall . transform . l o c a l P o s i t i o n = new Vector3 ( moveWall . transform . l o c a l P o s i t i o n . x ,
456 moveWall . transform . l o c a l P o s i t i o n . y , moveWall . t ransform . l o c a l P o s i t i o n . z ∗

( f l o a t ) c o n d i t i o n . Gain ) ;

Listing 4: MoveWall.cs - Moving the wall

4.4 Participants - E1

20 people (8 female and 12 male) participated in E1, being between 20 and 30 years of age
(median age 26, min. 21, max. 30). Selection of the participants was based on convenience
sampling where most were students or researchers at Aalborg University Copenhagen.
The participants were all asked about their experience with VR before commencing the
experiment, whereas 8 answered "No experience", 10 answered "A little experience", 2
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answered "Experienced". None of the participants were aware that blinking was the area
of exploration of the project beforehand.

Figure 6: Participant taking part in E1.

4.5 Equipment - E1

The experiment took place in the multisensory experience lab at Aalborg University
Copenhagen. The participants were seated on a swivel chair during the entire test, wearing
a HTC Vive Pro Eye HMD. A rotating chair was important to allow them to turn to face
the relevant virtual walls during the trials while still staying in the same place in the same
distance from the relevant virtual walls. The playspace was 3x3 meters large, sectioned in
a secluded part of the lab. The HMD was plugged into a PC running Unity3D, Steam
VR, SR-Ranipal and Tobii to use eye-tracking and detect gaze and blinks. The PC had
an NVIDIA 3080 graphics card and a AMD Ryzen 7 5800x processor. Frame rate was at
a constant 90 frames per second.

4.6 Results - E1

Table 2, figure 7 and figure 8 shows the result of the threshold detection for each distance
between the manipulated wall and the user. The x-axis on figure 7 and figure 8 represents
the wall movement gain, and the y-axis represents the participants’ rating of expansion.
The grey area represents the wall gain from the lower threshold (25%), PSE (50%) and
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the upper (75%).

Table 2 shows, from left to the right, turn-induced 2 meters have a detection thresh-
old ranging from 0.758 to 1.269 with a PSE of 1.013. The data shows that the participant
does not notice the change in wall movement until it has moved towards them at approxi-
mately 0.5 meters and 0.52m away. In the 4 meters turn-induced the detection threshold
range from 0.910 to 1.120 with a PSE of 1.014 the notice of wall movement is 0.36 m
towards the user and 0.8m away from the user. The blink-induced 2 meters has a threshold
ranging from 0.810 to 1.198 with a PSE of 1.004, the notice of wall movement is 0.38m
for both ways. lastly the 4 meters blink-induced range from 0.898 to 1.123 with a PSE of
1.010, notice of wall movement is 0.4m towards the user and 0.9m away from the user.

Table 2 shows the threshold gains that can be applied in an application before the
user will notice the change. Later in this project, these numbers will be applied for a more
in-depth experiment.

Type of change blindness Distance from wall Lower PSE Upper
Turn-induced 2 meters 0.758 1.013 1.269
Turn-induced 4 meters 0.910 1.014 1.120
Blink-induced 2 meters 0.810 1.004 1.198
Blink-induced 4 meters 0.898 1.01 1.123

Table 2: Turn- & blink-induced thresholds across conditions.

Figure 7: Turned-induced blinking for 2 & 4 meters. x-axis shows the applied gain on the
wall, where 100 = no gain applied. y-axis show the probability of the participants guess.
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Figure 8: Blink-induced blinking for 2 & 4 meters x-axis shows the applied gain on the
wall, where 100 = no gain applied. y-axis show the probability of the participants guess.

Type of redirection Distance from user to wall Gain towards Gain away
Turn-induced 2 meters 0.50 meters 0.52 meters
Turn-induced 4 meters 0.36 meters 0.80 meters
Blink-induced 2 meters 0.38 meters 0.38 meters
Blink-induced 4 meters 0.40 meters 0.90 meters

Table 3: Turn- & blink-induced thresholds across conditions, in meters

4.6.1 Qualitative results

The question ’Did you notice what made the door move?’ 7 people noticed that when
they blinked it would activate the manipulation and only 1 participant guessed that it was
when they had their back turned. Many different strategies was used by the participants
when asked the question ’Did you use any strategies for noticing the movement?’. Some
used their peripheral vision to notice the manipulation "... Using the peripheral vision" " It
was easier to see when the door filled more of my field of view." Others used the placement
of the door, the wall corners or the floor "To look at the floor and the doorframe while
blinking ... ", "I tried to look towards corner or where wall and ceiling meet", "I looked at
the bottom of the wall and the sides to see the change".
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4.7 Discussion - E1

This experiment aimed to investigate and compare the detection thresholds of various wall
movements, caused by turn- and blink-induced change blindness from a distance of 2 and
4 meters.

The results from the 2m distance trials showed turn-based thresholds ranging from 0.758
to 1.269 and blink-based thresholds ranging from 0.810 to 1.198. These results were quite
surprising, seeing as neither the lower nor the upper thresholds of both were within the
range of the 0.85 to 1.15 gains implemented. This might suggest that there may be a
limited range of sensitivity or variability in the observed responses, or that the detection
difficulty was to high thus resulting in a great deal of guessing. Either way, in the case of
the 2m distance, it might have been more fruitful to use a different range of gains, e.g. 0.7
- 1.3 with 0.1 increments.

The 4m distance results on the other hand appear to be very relevant for further use. The
results indicated that the detection thresholds ranged from 0.910 to 1.120 with turn-based
change blindness and that the detection thresholds ranged from 0.898 to 1.123 with
blink-based change blindness. These findings suggest that participants did not notice the
change in wall movement until it had moved towards them at approximately 0.36 meters
towards and 0.8 meters away from the user when turn-based and 0.4 meters towards the
user and 0.9 meters away from the user when blink-based. Interestingly, when comparing
to the findings of Hwang et. al.[55], who found larger ranges in thresholds as the distance
from user to manipulation increased, our distance of 4 meters showing a significantly lower
range than theirs of 3 meters.
When looking at the results, the findings suggest that the detection of wall movement
induced by turns and blinks is affected by distance, with lower thresholds observed at
shorter distances. However, as mentioned above, there is a fair chance that the 2m distance
results are not useful seeing as the results indicate larger gains possible than ones tested.
The results from this study have practical implications for the design of virtual and
augmented reality applications, where the detection of environmental changes is critical
for user experience.

In conclusion, the study aimed to investigate the detection thresholds and perception
of wall movement induced by turns and blinks at 2- and 4-meters distances from the
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participant. The findings suggest that blink-induced change blindness works to the degrees
mentioned earlier, however elements such as the visual appearance of the virtual environ-
ment might have affected the thresholds gathered in this experiment along with other
elements. Therefore future studies are required to determine whether these results will
generalize beyond what is presented here. Meanwhile, the results found and presented in
Table 3 could have implications for the design of virtual and augmented reality applications,
possibly allowing for a more seamless and immersive experience for users.

5 Experiment 2 (E2): Utilizing blink-induced
change blindness for RDW

By looking at the data from the detection threshold experiment, E1, we have obtained
possible imperceptible gains for blink-induced change blindness that may be utilized for
architectural manipulation. In a prior experiment by Suma et. al. [7], they found that
turn-induced change blindness could be successfully implemented for RDW without the
vast majority of users noticing it. This experiment aims to see if blink-induced change
blindness has the same potential as turn-induced.

Section 4 shows that it is, to some extent, possible to implement blink-induced change
blindness without the user noticing wall-translation gains in their FOV. In E2, a VR
environment closely resembling the one in Suma’s change blindness experiment [7] was
developed with two conditions; turn-induced change blindness, and blink-induced change
blindness. This way, a comparison based on an established design could be done, to see if
there are any differences in change detection between the two conditions.

5.1 Method - E2

The data was gathered by using a within-study design with two conditions; turn-induced
and blink-induced change blindness. All participants in the experiment would experience
both conditions, with half of them starting in the turn-induced condition, and the second
half starting in the blink-induced condition, to counterbalance. Each one consisted of four
adjacent rooms, that the participants had to chronologically navigate through. These
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rooms were separated by a hallway, with each room having a task that needed to be
completed in order to be able to move to the next. The task, in both conditions, were the
same and would trigger the architectural manipulation depending on the condition (turn-
or blink-induced change blindness). Similarly to Suma et al.[7], the triggered architectural
manipulation would change the room layout by moving one wall closer to the user, another
away, and flip the open room door to a perpendicular wall, but keeping the area of the room
the same. Before starting the test, a diversionary explanation was told to every participant,
about how the environment and its objects would be procedurally generated and that
visual glitches might or might not appear, to mask the real intent of the experiment. The
choice was made, so the user would divert the attention from the blink-induced change
blindness. At the end of the test, an explanation of the real intent of the experiment would
be told to the test participants.

In this experiment, multiple points of data were gathered to reach a conclusion. The
first data gathered was from the simulator sickness questionnaire(SSQ)[56]. The SSQ is a
self-report questionnaire, that is designed to assess a individual and their symptoms of
simulator sickness or motion sickness. It consists of 16 questions, where the participants
has to rate each question/symptoms on a likert scale (0="None." to 3="Severe."). Each
participant’s answers would be further divided into 4 sub-scores; Nausea, Oculomotor,
Disorientation, and a Total-score. Each participants would answer the questionnaire before
and after each condition, a total of three times, to see if the experiment gave them any
simulator sickness, or if one condition affected their ratings more than the other.

Each condition would also have a ’post-exposure questionnaire’ regarding RDW. This
questionnaire is based on Suma et al.’s[7] study on turn-induced change blindness in VR,
where nine questions were asked to assess if the participant noticed the architectural
manipulation of the RDW. Within the questionnaire only two of the nine question were
primary outcomes to asses the RDW, while the rest were installed as decoy questions. The
participant would be asked to rate the following question on a likert scale (0="I did not
notice." to 6="Very obvious." The primary questions are italicized.

• I saw the virtual world get smaller or larger.

• I felt like I was turning in circles.

• I saw the virtual world flicker.

• I saw the virtual world get brighter or dimmer.
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• I saw that something in the virtual world had moved

• I saw the virtual world rotating.

• I felt like I was getting bigger or smaller.

• I felt like I was being moved around.

• I saw that something in the virtual world had changed size

The participants would be equipped with a controller that had a virtual pointing ray
attached, as seen in figure 9, and were asked to click at anything in the VR environment,
if they felt like an object glitched by changing size, position, rotation or color. By pressing
a button, they had the ability to turn the ray on and off for their liking. They would then
be able to precisely point at an object and click on the trigger, to log the targeted object.
This data would be used to see if they noticed the architectural manipulation while inside
the VR environment. As each condition has four manipulations, the participants can only
guess correct four times per condition.

Figure 9: POV from a participant, showing the virtual ray attached to their controller.
Pointing the yellow ball at an object, and clicking the trigger button, would log information
about the object, and if it was clicked before or after a manipulation had happened.
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At the end of the test, the participants had the opportunity to give qualitative feedback.
The questions that were asked was; "Can you describe the path or the layout of the virtual
environments you just experienced?", to get a sense of their spatial awareness, and "Do you
have any other comments regarding the experience in terms of walking around, glitches
happening, changes or anything else out of the ordinary going on?"

5.2 Design - E2

The design of the second experiment of this report incorporates the detection thresholds
found as a result of Section 4. Participants now have to actively move and navigate
through different rooms in the VR environment. As mentioned, each room had a task that
needed to be completed, before they could continue. Just like our initial experiment, a
task that kept the gaze at a specific area as the manipulation happened, was desired, to
ensure the same noticability conditions for each participant. The task was a simple video,
in which participants had to count specific colored shapes moving across a TV screen,
as seen on figure 10b. Building on research from section 2.3.1, a white flickering effect
was applied to the video, in hopes of inducing blinks on the participant, triggering the
blink-induced manipulation more frequently. To activate the task, the participant had to

(a) Task screen. (b) Television playing the task video.

Figure 10: POV’s of the tasks in room one. The participant would walk up the task screen
(a), and turn around and count how many green shapes would appear on the television,
facing the manipulated wall (b).

go near a computer screen, placed in the corner of each room, as seen on figure 10a. Once
they were close enough, a task would appear on the screen, telling the participant to count
how many specific shapes that would appear on the television, attached to the manipulated
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wall. Once the video stopped, they needed to turn back to the task screen, and say out
loud how many shapes they counted, into the virtual microphone. As presented in Section
4, the reason behind this simple task is to lessen the cognitive load and induce blinking on
the participants.
Like the initial experiment, the participants were exposed to two conditions, one applying
turn-induced change blindness and the other blink-induced change blindness. The former
followed Suma et al.’s[7] manipulation design and happened behind the participant’s back,
as they approached the task screen. Like them, our virtual corridor was also 0.9 meters
of our slightly bigger playspace of 5x5 meters (theirs being 4.25x4.25 meters), close to
20% of. This meant that for the blink-induced condition, the participant would be facing
the wall from exactly 4 meters, before the manipulation happened, making it plausible
for our thresholds to be applied. Although, this also meant that a total movement of 1
meter had to be made, in order to rearrange the architecture. Through early testing, we
found that an increment of four blinks, a move closer of 0.25m, were acceptable in terms
of task length and noticability. The television also scaled down 5% at every increment, to
have it fill the same amount in the participant’s FOV. A comparison of this manipulation
can be seen in figure 11. Another design addition was to add fixed paintings outside

(a) No blinks have been made. Nothing has
been manipulated.

(b) Four blinks have been made. The room has
been fully manipulated.

Figure 11: POV’s of the incremental manipulations of the blink-induced change blindness
condition. From no blinks and manipulations(a), to after four blinks and a fully manipulated
room where the wall has moved 20% closer, the television has reduced 20% in size, and
the door has rotated 90 degrees to the front facing wall(b).

each room, to further the illusion of walking down a straight corridor. The participant
would faced with the same image before turning down a corridor that had been rotated 90
degrees. Figure 12a and 12b showcase the architectural manipulation that happened in
both conditions. Subsequently, figure 12c to 12h show how each room layout were designed
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pre- and post-manipulation, with free 3D assets found on the Unity asset store[57].

(a) Room one, pre-manipulation (b) Room one, post-manipulation

(c) Room two, pre-manipulation (d) Room two, post-manipulation

(e) Room three, pre-manipulation (f) Room three, post-manipulation

(g) Room four, pre-manipulation (h) Room four, post-manipulation

Figure 12: Overview of the four different rooms pre- and post-manipulation, side by side
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5.3 Implementation - E2

Section 5 is implemented in four separate scripts: Two similar scripts to control the
architectural manipulation based on whether the user is testing the turn-induced condition
(condition 1) or the blink-induced condition (condition 2). One script is put on the objects
that would be focusable by the users gaze, in order to see what they are looking at. Lastly,
one script continuously logs clicked input to a .csv file for whatever the user might have
seen changing in the environment, during the test.
Note, due to area limitations, the implementation itself was done using a smaller playspace
of 3x3 meters. To ease internal testing, the implementation of entry- and exit- routes for
the rooms, are based on reference points. This allows for the base environment (walls and
doors) to be scaled by simple parameters, such as virtual corridor length and playspace
size (in meters).
The two scripts in charge of manipulating the environment underway, use triggers to
know when to commence the manipulation. The script in charge of turn-induced change
blindness uses an ’OnTriggerEnter’ function to ensure that the change only happens once
when the user walks into the Box Collider setup, where the task takes place. In this script,
the manipulation happens as the user enters the task area while looking at the task screen.
This is to make sure that the user does not back into the task area and then notice the
manipulation to the environment (see listing 5 and 6).

242 p r i v a t e void OnTriggerEnter ( C o l l i d e r o t h e r )
243 {
244 i f ( scr iptRunning != 1) {
245 r e t u r n ;
246 }
247
248 i f ( o t h e r . tag == " roomTrigger " && ! t r i g g e r e d O n c e ) {
249 t r i g g e r E n t e r O n c e = 1 ;
250 }
251
252 }

Listing 5: RedirectionLogic.cs - Turn-Away manipulation part one
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242 p r i v a t e void TriggerEnterChecker ( )
243 {
244 i f ( gazeObject == n u l l ) {
245 r e t u r n ;
246 }
247
248 i f ( t r i g g e r E n t e r O n c e == 1 && gazeObject . tag == " monitor " ) {
249 f i r s t T r i g g e r = t r u e ;
250 t r i g g e r C o u n t e r ++;
251 Deact ivateOldObjects ( ) ;
252 ScaleTV ( ) ;
253 ActivateNewObjects ( ) ;
254 PlayVideo ( ) ;
255 timerChecker = 1 ;
256 timerRandom = Random . Range ( 2 0 , 25) ;
257 t r i g g e r e d O n c e = t r u e ;
258 t r i g g e r E n t e r O n c e = 0 ;
259 }
260 }

Listing 6: RedirectionLogic.cs - Turn-Away manipulation part two

Colliding with the box collider placed around the task, enables the function ’Trigger-
EnterChecker.cs’ to do its purpose, which is to deactivate and activate gameobjects to move
the wall, the TV, the door and the furniture. The use of activation instead of translation
is used, to move away from very specific translations, to having gameobjects already in
place and then simply activating and deactivating based on where the user walks and
which box colliders they enter and trigger. The difference between the scripts in condition
1 and 2 is largely in this part of the script. Condition 2 uses the ’OnTriggerStay’ function
for the tag "roomTrigger" instead, where the manipulation is activated in four steps while
the user is looking at the task on the TV-screen. Both conditions use ’OnTriggerEnter’ for
exiting the room, and walking into the next room, where new gameobjects are deactivated
and activated along the way (see listing 7).
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321 p r i v a t e void OnTriggerStay ( C o l l i d e r o t h e r )
322 {
323 i f ( o t h e r . tag == " roomTrigger " ) {
324 i f ( t r i g g e r C o u n t e r == 0) // Same f o r t r i g g e r C o u n t e r 2 , 4 and 6 {
325 EnableTasks ( " taskOne " ) ; // Same f o r taskTwo , Three and Four
326 }
327
328 f i r s t T r i g g e r = t r u e ;
329 i f ( gazeObject == n u l l ) {
330 r e t u r n ;
331 }
332
333 i f ( gazeObject . tag == " blinkTag " )
334 {
335 i f ( bl inkBoolCounter == 1)
336 {
337 i f ( wallMoved == 0)
338 {
339 bl inkCounter++;
340 i f ( bl inkCounter == 1 | | bl inkCounter == 2 | | bl inkCounter == 3)
341 {
342 MoveRoom ( ) ;
343 ScaleTvInIncrements ( ) ;
344 wallMoved = 1 ;
345 }
346
347 i f ( bl inkCounter == numOfIncrements )
348 {
349 t r i g g e r C o u n t e r ++;
350 ScaleTV ( ) ;
351 Deact ivateOldObjects ( ) ;
352 ActivateNewObjects ( ) ;
353 wallMoved = 2 ;
354 timerChecker = 1 ;
355 timerRandom = Random . Range ( 5 , 10) ;
356 }
357 }
358 }
359 }
360 }
361 }

Listing 7: BlinkRedirectionLogic.cs

The remaining code is largely the same in both scripts. They both utilize the Tobii SDK
to locate gaze and to measure eye-blinks, and they both use functions to play and pause
the task-video based on which triggers the user activates underway. In order to locate gaze,
the fourth script is implemented to put onto the gameobjects that should be focusable,
this would be the monitor, the TV, the walls, the floor, the furniture, etc. This script
also utilizes the Tobii SDK, where the script inherits the IGazeFocusable component and
uses its function GazeFocusChanged() to update a boolean from false to true, when a
gameobject equipped with the script is looked at. The last script is implemented to allow
the user to point out any changes they might see underway and log them to a csv file (see
listing 8).
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321 p r i v a t e void CheckSelectedObject ( )
322 {
323 i f ( r e t i c l e P o s e r != n u l l && p o i n t e r S t a t e )
324 {
325 s e l e c t e d O b j e c t = r e t i c l e P o s e r . h i t T a r g e t ;
326 var selectedName = " " ;
327
328 i f ( s e l e c t e d O b j e c t != n u l l )
329 {
330 selectedName = s e l e c t e d O b j e c t . name ;
331 var parentName = " " ;
332 var parentObjectTransform = s e l e c t e d O b j e c t . transform . r o o t ;
333
334 i f ( c l i c k i n g T r i g g e r )
335 {
336 writerChanges = new StreamWriter ( f i lePathChanges , t r u e ) ;
337 writerChanges . WriteLine ( selectedName + " ; " + parentName + " ; " +

t r i g g e r C o u n t e r + " ; " + r e t i c l e P o s e r . h i t D i s t a n c e ) ;
338 writerChanges . Close ( ) ;
339 }
340 }
341 }
342 }

Listing 8: VivePointerSelect.cs

The Start function creates a new csv file and checks if a controller is active. Whenever the
user clicks the trigger button on the controller while pointing at an object, an additional
line will be added to the csv file with the root object, the current object, the counter which
checks in which room the user finds themselves in and the distance to the object. The
user can at any time hide or show the pointer by clicking the pad on the controller and
thereby changing the boolean pointerState.

5.4 Participants - E2

To gather participants for the experiment, convenience sampling was utilized with a sample
size of twenty test participants (nine female, eleven male; mean = 34.9, median = 27, SD
= 14.8, minimum age 24, maximum age 66). eight participants reported no VR experience,
nine had little VR experience, and three had experience with VR.

5.5 Equipment - E2

The experiment was done at Aalborg University Copenhagen, in an open space. The
participants were wearing a HTC Vive Pro Eye HMD. The HMD was connected to a PC
that ran Unity, Steam VR, SR-Ranipal and Tobii to use the eye tracking and detection
of gaze and blinks. The HMD was plugged into a PC running Unity3D, Steam VR,
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SR-Ranipal and Tobii to use eye-tracking and detect gaze and blinks. The PC had an
NVIDIA 3080 graphics card and a AMD Ryzen 7 5800x processor. Frame rate was at a
constant 90 frames per second.

5.6 Procedure - E2

The experiment was done in a quiet area that slightly exceeded that of the play-area of
5x5 meters. This area would be kept hidden by a curtain. The participants would fill out
a consent form before a short briefing of the experiment would take place. The diverted
explanation of ’procedural generated environment’ was told to the participants, before
trying the VR application. After the first condition, the participants would then answer a
SSQ and a post-exposure questionnaire. Thereafter, they would experience the second
condition, with a SSQ and post-exposure questionnaire. The HMD would be equipped
before removing the curtain, and a test conductor would guide the participant by their
shoulder, to their starting position, before each condition. After the experiment was done,
the real intention of the experiment was revealed to the test participants.

5.7 Results - E2

Unless otherwise written, all statistical results use a significance value of α = .05.

The following result that will be presented is;

• Post exposure questions from turn- & blink-induced change blindness

• Point and click data

• SSQ

• Qualitative feedback

5.7.1 Post exposure questions from turn- and blink-induced change
blindness

The first results of the experiments are those of the post-exposure questionnaire. Here,
a Wilcoxon signed-rank test was done to compare the two conditions, to see if there
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were any significant difference between the two groups. Table 4, shows all the analysed
measurements of the post-exposure questions. Figure 32, compares the two conditions
with a boxplot of each questions.
The decoy questions did not show any significant difference between the two groups, with
p-value ranging from 0.06 to 0.83. The primary measurement questions also did not show
any significance difference, with question 2; "I felt like i was turning in circles." having
a median = 0 on both conditions, p-value = 0.88 and z-statistic = 16, and question 5;
"I saw that something in the virtual world had moved." having a median = 0.5 on both
conditions, p-value = 0.99 and z-statistic = 23. One decoy question had a higher median
rating than the rest, "I saw the virtual world flicker." with a median = 1 in turn-induced
change blindness and a value of 2 in blink-induced change blindness.

Questions p-value Turn-induced median Blink-induced median z-statistic
I saw the virtual world get smaller or larger. 0.14 0 1 20
I felt like I was turning in circles. 0.88 0 0 16
I saw the virtual world flicker. 0.28 1 2 29
I saw the virtual world get brighter or dimmer. 0.67 0 0 17.5
I saw that something in the virtual world had moved. 0.99 0.5 0.5 23
I saw the virtual world rotating. 0.06 0 0 15
I felt like I was getting bigger or smaller. 0.40 0 0 8
I felt like I was being moved around. 0.83 0 0 20
I saw that something in the virtual world had changed size. 0.47 0 0 20

Table 4: Measurements of post-exposure questions.

Figure 13: Comparison Questions
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5.7.2 Click data

In the turn-induced change blindness condition, three different people had at least one
correct click, compared to 5 different people in the blink-induced condition. The dataset
did not pass the test of normality, therefore a wilcoxon signed-rank test was used, with
both groups having a median of 0, and a p-value = 0.35.

5.7.3 SSQ

Figure 32 shows a comparison of the SSQ sub-scores; Nausea, Oculomotor, Disorientation
and total-score, of the two conditions.
The turn-induced condition shows nausea shows a mean = 7.63, median = 4.77 SD =
10.07. Oculomotor; mean = 8.33, median = 7.58, SD = 8.48. Disorientation; mean = 9.04,
median = 0, SD = 12.18. Total-score a mean = 9.16, median = 5.61, SD = 9.27.

blink-induced condition shows nausea; mean = 8.58, median = 9.54, SD = 9.73. Oculomo-
tor a mean = 10.23, median = 7.58, SD = 11.07. Disorientation mean = 12.52, median =
0, SD = 19.10. Total-score a mean = 11.78, median = 7.48, SD = 13.25

To compare the two conditions for the SSQ, a Wilcoxon signed-rank test was used,
as it did not pass the test of normality. All the sub-scales in the SSQ shows no significant
difference between the groups; Nausea p-value = 0.76 and z-statistic = 10.5. Oculomotor
p-value = 0.46 and z-statistic = 25. Disorientation p-value = 0.21 and z-statistic = 4
Total-score p-value = 0.28 and z-statistic = 20.
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Figure 14: SSQ

5.7.4 Qualitative feedback

The qualitative feedback gathered from the first question ’Can you describe the path
or the layout of the virtual environments you just experienced?’, revealed how eleven
participants mentioned they were walking down a long hallway with rooms with answers
such as "A long corridor with multiple rooms", "A long hallway with rooms" and "I walked
into a hallway with some rooms with a computer screen and a TV screen"(translated from
danish), with no one mentioning any rotated or changed paths. The rest commented on
the room decorations, or answered "no".

The question ’Do you have any other comments regarding the experience in terms of
walking around, glitches happening, changes or anything else out of the ordinary going
on?’, showed that some participants thought they saw glitches with answers such as; "I
noticed some flickers/glitches while I was counting shapes on the television", "The tv
glitched a few times in each room ... " and "There was some flickering on the television
where the shapes moves", perceiving the intentional flicker as one of the non-occurring
glitches.

41



Aalborg University Copenhagen 5.8 Discussion - E2

5.8 Discussion - E2

The results from the experiments showed promising outcomes regarding utilizing blink-
induced change blindness in architectural manipulations. The results from the post-
exposure questionnaires showed that there was no significant difference in the ratings,
when comparing the two conditions. Interestingly, in the blink-induced condition, the door
would disappear from the users’ FOV, with most not detecting any changes. Although the
blink-induced condition had some higher ratings in question 5, regarding movements in
the virtual world, it showed no difference between the two conditions.

The diverted explanation of a procedurally generated environment, together with the task,
might have caused enough cognitive load on the participants, which made them shift
attention to the procedurally generated glitches that in fact did not happen, and also the
given task of counting shapes.

The decoy question of "I saw the virtual world flicker." had the highest median rat-
ing of both condition. This high rating might have been a result of the given task of
counting shapes, as the video that was played had some intentional flicker implemented.
This is also supported by the answers that some participants gave from the qualitative
feedback.

It has to be noted that Suma et al.’s[7] study had a higher pool of participant of thirty-
seven, compared to our sample size of twenty. Their study had a positively outcome
as a redirection technique which proved to be effective. As an effective technique, this
experiment sought to achieve same effectiveness as the one done by Suma et al. By looking
at the results of this project, the blink-induced change blindness was surprisingly effective
when compared to turn-induced, as there were no questions serving as a significant outlier
in the post-exposure questionnaire.

E2 gathered some valuable results that shed some understanding of applying blinks
as a change blindness technique for architectural manipulations. However, most of the
analysis did not pass the test of normality, which in the end resulted in analysing the data
with non-parametric methods. For a more clear conclusion, parametric methods would be
ideal to use.
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The hardware that was used limited the experiment capabilities, as the wire from the
VR headset could only reach certain amount of space, and might have been an apparent
element to the participants, although not mentioned. A wireless HMD could differ this
experience of the experiment, to an extent. The implementation of a scaleable virtual en-
vironment also worked without issues, making possible studies in larger, similarly designed
environments, possible.

Distractors and attention in this experiment was a key factor, that would help the
manipulation to an extend which would mask the manipulation for the participants. It
would be interesting to experiment further into these factors, to get a better understanding
of how much cognitive load is needed to mask manipulations for blink-induced change
blindness.

6 General Discussion

Through this section we will elaborate and analyse on our approach for the project and the
findings that we have uncovered in the two experiments, based on their possible application
in the field of RDW.

The first experiment (see Section 4), revealed that it is possible to move a wall both closer
and further away from a user seated at distances of 2 m and 4 m, keeping the manipulation
unnoticed while the user is blinking. The wall positioned 2 m from the user could be
translated up to 0.38 m closer or further away from the user, without them noticing the
change. The wall position 4 m away from the user could be translated up to 0.4 m closer
and 0.9 m away from the user, without them noticing. The users blinked unconsciously,
meaning that the experiment time for some of them were much longer than for others.
Data regarding the blink frequency, collected in the first experiment, showed that the
users’ blink frequency are similar to research by [37], with an average frequency of 10,54
blinks per second over an average duration of 29,51 minutes.

The second experiment (see Section 5), showed positive results, with no significant dif-
ference across conditions from both the post-exposure questionnaire and SSQ. The vast
majority of participants did not notice changes when they blinked. Again, this is possibly
due to the task and how attention grabbing it was.
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There are, of course, limitations to keep in mind. The time it takes to get users to
blink can play a significant role, depending on the application, and seeing as we did not log
the blink-frequency in E2 we are unable to compare the blink frequency from E1 to that
of E2, to see whether the task reduced or increased the this frequency. Simultaneously,
there is no telling whether the results are the product of a distractor that is too powerful.
It is compelling to explore whether the manipulations would go as unnoticed either with a
less powerful distractor or even without a distractor.

This project did lean on Suma et al.’s[7] study regarding turn-induced change blindness,
and Hwang et al.’s [55]’s study on turn-induced thresholds, to investigate and implement
blink-induced thresholds. Those studies were reliable and valid enough to compare results
with regard to this project’s unique investigation on architectural manipulations caused
by blink-induced change blindness.

There is still much room to grow for this novel technique. In in terms of a developer’s work
load when it comes to customization of the environment, it provides a less intense work load
than other redirection techniques, like steering algorithms, while not setting as many limits
in terms of fixed waypoints where users have to go. The constant unconscious action of
blinking can, to a certain extent, dynamically change the environment behind and in front
of the user, without them noticing. For future projects, the idea of combining blink-induced
and turn-induced change blindness with procedural generation of an environment with
distractors is gripping and could possibly be very powerful.
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7 Conclusion

In this project, we proposed a new architectural manipulation technique in RDW, exploiting
blink-induced change blindness, wherein we make large scene changes inside users’ field of
view. We have established detection thresholds for moving walls in rooms of varying sizes,
showing that blinking is able to mask changes in wall position of up 0.9 m away from the
user.
These results were put to the test in a second experiment, where we built a RDW scenario,
in which the user had to walk through four rooms, each of which included a task wherein an
entire room would incrementally change after each blink. After four blinks the architecture
had been manipulated to the extent that they could walk to the next room, with a total
front facing manipulation of 20%, and with minimal noticability. The results from the
second experiment showed, that through careful planning, it is very possible to use blinks
to hide large scene changes in a RDW scenario, and allow users to explore a larger virtual
space than physically possible, though with the attention-grabbing power of the task and
its distracting effect, kept in mind.
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A Experiment 1 Questionnaire

Figure 15: Consentform experiment 1
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Figure 16: Qualitative questions post-test for experiment 1
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B E2 Questionnaire

Figure 17: Consentform experiment 2
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Figure 18: Post-exposure questionnaire; question 1-5
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Figure 19: Post-exposure questionnaire; question 6-9
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Figure 20: SSQ; question 1-4
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Figure 21: SSQ; question 5-8
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Figure 22: SSQ; question 9-12
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Figure 23: SSQ; question 13-16
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C Experiment 2 results

Figure 24: Post-exposure question 1

Figure 25: Post-exposure question 2
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Figure 26: Post-exposure question 3

Figure 27: Post-exposure question 4
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Figure 28: Post-exposure question 5

Figure 29: Post-exposure question 6
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Figure 30: Post-exposure question 7

Figure 31: Post-exposure question 8

67



Aalborg University Copenhagen

Figure 32: Post-exposure question 9
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D Task screens from Experiment 2

Figure 33: Task ready screen. Approaching this would change image to the appropriate
task.

Figure 34: Task of room one. Made in GIMP.
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Figure 35: Task of room two. Made in GIMP.

Figure 36: Task of room three. Made in GIMP.
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Figure 37: Task of room four. Made in GIMP.
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