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Summary

The present master thesis presents a comprehensive investigation of the sizing ,
simulation, energy flow optimisation and economic feasibility of hybrid energy
storage hydrogen microgrids powered by solar energy. The study begins by estab-
lishing the motivation and the problem formulation that underpin this research,
setting the stage for a detailed exploration into the current state of hydrogen mi-
crogrid technology.

The research meticulously examines essential model components such as Pho-
tovoltaic panels (PV), batteries, electrolyzers, hydrogen storage, and fuel cells, aim-
ing to encapsulate the latest advancements and technologies in the field. Subse-
quently, the study elucidates the assumptions for the system modelling and de-
lineates the methodology adopted for the corresponding calculations. This in-
volves an in-depth review of solar irradiation libraries, load curves, fuel cell and
electrolyzer models, as well as economic models. In addition, the computational
methods for the sizing and energy flow optimisation are also examined in order to
identify the most suitable algorithm for each method.

The study then presents the results derived from system sizing and the eval-
uation of economic indicators. It juxtaposes four cases to discern the most eco-
nomically viable and sustainable options for hybrid hydrogen microgrids. Those
cases being a communal facility in Kenya, a house in the Netherlands, a resort
in the Maldives and a data centre in Greece. Progressing further, the research
compares non-optimised and optimised energy management systems, delineating
energy flows within the system and examining the performance outcomes of the
optimisation process.

Finally, the thesis concludes by synthesising the key findings and offering clos-
ing remarks. Potential areas for additional study and a comprehensive discussion
on the implications of the research are also provided. The present work explores
the intersection of renewable energy, AI, and economic viability, contributing sig-
nificantly to the understanding and application of hybrid hydrogen microgrids.

vii





Preface

This master thesis is the cumulation project for the HYTEC specialisation in the
Energy Engineering department. Presented is the exploration of the economic
feasibility of hybrid hydrogen microgrids powered by solar energy.

In the face of growing energy demands and increasing environmental concerns,
the development of reliable and sustainable energy systems has become a global
priority. Harnessing solar energy, coupled with hydrogen technology for energy
storage, provides a promising approach. To advance this technology, a compre-
hensive understanding of its economic viability is crucial.

In this research, we propose an automated tool that assesses the economic fea-
sibility of hybrid hydrogen microgrids. The tool features a novel interface for
generating consumption data across commercial and residential sectors, and an
AI-based algorithm for determining optimal component sizing and predicting the
economics for a 20-year operation period. Lastly, the thesis elucidates an energy
flow optimisation strategy within the system, mirroring a real-world microgrid
operation.

It is the author’s sincere hope that this work contributes to the field of energy
engineering, particularly in the understanding and application of hybrid hydrogen
microgrids. Hereby we attach the GITHUB repository containing the code that was
developed for this project.

URL: https://github.com/Heraclitus2/Heraclitus2
We would like to express our gratitude to Torsten Berning and Samuel Simon

Araya, whose guidance and insights have been instrumental in the execution of
this project.

Aalborg University, June 2, 2023
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Chapter 1

Introduction

1.1 Background and motivation

In recent years, there has been an ever growing pursuit of energy independence,
both for residential and industrial applications. The main reason behind this is the
ability to avoid both sudden and continuous increases in electricity prices, along
with gas for heating, and the regulations and restrictions that may come to energy
usage due to different circumstances.

Some factors, like the Russia-Ukraine conflict that began in 2022, prove that
these changes can come unexpectedly, with great impact in the everyday life of
families and businesses all over the world, namely in Europe in the case of the
aforementioned conflict. These events with global impacts can create power and
resource shortages that not only affect prices, but also availability, with certain
governments and organizations threatening to limit the allowed electricity con-
sumption and gas usage [86]. These energy price changes can be seen in graph 1.1,
where 100 represents the index value for oil, coal, gas and electricity on the 23rd
of February, 2022.

Furthermore, even though countries are making an effort to move the global
energy grid towards the use of renewable energy sources, a great share of the total
energy use is still non-renewable and extremely polluting. A great example of this
is Denmark, which, despite being on the forefront of energy development and a
big advocate for renewable energy sources, still uses a large percentage of oil, coal
and natural gas on their energy supply, as can be seen in figure 1.2.

Considering this, a lot more energy users are beginning to look into transi-
tioning into more environmental friendly energy sources, not only for the obvious
benefits that brings to the world, but also in order to be eligible to receive some
of the financial assistance that governments all over the developed world are be-
ginning to offer to businesses and individuals willing to invest in less polluting
technologies.

1



2 Chapter 1. Introduction

Figure 1.1: Changes in energy prices with the Russia-Ukraine conflict [41]

Figure 1.2: Total energy supply (TES) by source, Denmark 1990-2021 [69]
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Combining both the needs previously mentioned, the solution that can be
studied and applied are hybrid micro-grids. These consist of extending a solar
grid(consisting of a solar panel and battery) with further storage in the form of
hydrogen. To accomplish this objective, the excess energy not used by the micro-
grid once the battery is fully charged, is diverted into an electrolyzer in order to
produce hydrogen gas that is then stored in a storage tank. This hydrogen is then
used by a fuel cell to produce electricity whenever it is needed by the system. The
hydrogen components of this micro-grid are now under great development and its
use is fast increasing, making its application a great investment in the future.

By applying solar/hydrogen hybrid micro-grids, the direct emissions of energy
production are zero, and with the correct sizing of its components, its possible to
achieve full energy independence. However, in order to obtain this accurate sizing,
full consideration of the energy needs of the application, the solar irradiation on
the location selected, efficiencies of the different components at different work
conditions and many more factors need to be taken into account, while also trying
to minimize the cost of such a system.

1.2 Problem formulation

As the world shifts towards renewable energy sources, it’s becoming increasingly
important to design efficient and cost-effective microgrids that can provide reli-
able power to small communities and remote areas. However, current renewable
microgrid technologies are limited by their short-term energy storage capabilities.

The hybrid microgrid comprises of solar, battery, hydrogen, and fuel cell tech-
nologies, to create a sustainable and long-lasting energy solution for small-scale
microgrids. This project aims to develop a software that simulates the operation of
such microgrids. By modeling and simulating a hybrid energy storage system that
includes hydrogen, this software will provide valuable insights into the feasibility
and economic viability of using hydrogen as a long-term storage solution for solar
microgrids

Furthermore, it will enable researchers and engineers to optimize the design
and operation of such systems, thereby facilitating the wider adoption of renewable
energy technologies and helping to mitigate the impacts of climate change.

1.3 Project objective

In this project, a software will be developed from the ground up, using the pro-
gramming language Python, with the purpose of sizing a hybrid micro-grid while
minimizing its costs. In order for the code to run the desired simulation and
provide results for the sizing of the components, it will require user inputs. The
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type of application (residential, commercial, industrial, etc.), previous or expected
average energy consumption and peak power used by said application, and the
location are used as inputs. The location will allow the extraction of the solar
irradiation information from an online Application Programming Interface (API),
while the average energy consumption and peak power will allow for the energy
load profile to be approximated.

Following this first step, an initial guess for the sizing of the components of
the hybrid micro-grid can be made. Using the values from this initial guess, an
hourly simulation of the Energy Management System (EMS) can be made, in order
to verify the given sizing achieves the technical needs of the micro-grid, in terms of
obtaining energy from the environment using solar panels, and storing it with the
use of both a lithium-ion battery and a hydrogen system consisting of electrolyzer,
hydrogen storage and fuel cell. This simulation will also allow the calculation of
the degradation of the components and necessary replacement of said components,
giving the total cost of the energy system after the 20 simulated years. Considering
that the goal of the sizing made by this software is to minimize the total cost of
the components while maintaining the technical validity of the energy system, the
simulation will be run again with different sizings of the micro-grid, to obtain the
most cost efficient, functioning energy system for each application.

When the optimal solution is obtained, financial indicators can be calculated
and included with the financial metrics already calculated in the simulation to
provide a complete economical overview of the micro-grid given.

1.4 Project outline

The structure of the project is as follows:
In Chapter 1 the background and motivation are layed out, as well as the prob-

lem formulation.
Chapter 2 presents the state of the art regarding hydrogen microgrids and the

selected modeled components. Those components are Photovoltaic panels (PV),
batteries, electrolyzer, hydrogen storage and fuel cells.

Chapter 3 presents the assumptions used for the modeling and methodology of
the calculations. Included are the solar irradiation libraries, load curves, fuel cell
and electrolyzer models and economic models. In addition, the algorithms used
for the sizing and the energy management system are presented. The selected case
studies are also presented in Chapter 3.

Chapter 4 presents the results of the system sizing and the economic indicators.
A comparison between the 4 selected cases is presented with a discussion about
the performance.

Chapter 5 presents the comparison between the non optimised energy man-
agement system and the optimised energy management system. Included is a
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presentation of the energy flows and a discussion of the performance.
Finally, Chapter 6 concludes the project. Concluding remarks, additional study

and discussion are presented.





Chapter 2

State of the art

In this chapter the different technologies simulated in the report are outlined.
Firstly, the components of the microgrid and the underlying mechanisms are out-
lined, starting with solar irradiation and battery storage. Secondly, hydrogen com-
ponents are described in detail, including different fuel cell and electrolyzer tech-
nologies, followed by hydrogen storage. Lastly, the implementation of microgrids
using hydrogen storage and the methods for designing and simulating said sys-
tems is presented.

2.1 Microgrids and components

Microgrids have quickly grown in popularity over the years due to the rise in
renewable energy technologies, and easier accessibility to said technologies, which
can be seen, for example, in the large decrease in price of power originated via
photovoltaic panels in comparison to other technologies, as represented in figure
2.1. This has lead to the implementation of solar and wind power micro grids
in housing and industrial applications, allowing for off-grid living and energy
storage. Due to the limitations when it comes to energy storage in batteries, hybrid
microgrids have started to surface as a great alternative, offering the storage of
energy in the form of hydrogen.

The use of micro grids presents several advantages over the use of regular grid
energy. The first advantage is the complete independence from the centralized
power grid, which protects the users from sudden increases in prices, power out-
ages and power limits introduced by centralized authorities, whether it is to limit
consumption for environmental reasons, or for natural/human catastrophes. At
the same time, moving from a centralized process of power generation and stor-
age to independent and local power production reduces the great power losses
that come from the electricity being pushed over longer distances from the large
scale power plants to the end user. This process of energy transmission can even

7
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Figure 2.1: Variation in cost of electricity [95]

have energy losses of up to 10%, which in the grand scheme of things represents
an enormous loss of energy [23]. Finally, even though energy grids around the
world, and specially in the developed countries, are starting to move towards in-
tegrating more and more renewable energies as their power sources, a large scale
of energy gets produced from non renewable, highly polluting energy sources. As
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such, users interested in reducing their carbon footprint and reducing their impact
on the environment may find the prospect of having a fully renewable micro grid
highly enticing.

A good example of the value of microgrids can be seen in the United States
of America, where natural disasters are usually followed by wide and prolonged
power outages, which lead to not only major inconveniences for the user, but also
enormous economical losses. Microgrids could assist in protecting the economy
and the users from these power outages [83].

Staying with the USA as an example, during the year 2022 in Texas households
saw electricity prices go up by 50% when compared to the same period of the pre-
vious year. This was due to shortages in natural gas because of the Russia-Ukraine
war, which lead to Texas having to export a lot of their natural gas production
[111]. With price fluctuations this extreme and unexpected, grid independence can
prove to be an invaluable asset provided by microgrids.

When it comes to what constitutes the power grid, it depends on what type of
micro grid is considered. Independently, there are still three different groups that
constitute a micro grid: firstly, the applications that consume the power. Secondly,
the source of power generation that allows the micro grid to be off grid and de-
centralized, along with the energy storage. Lastly, the energy management system
that controls the energy usage and functioning of the micro grid [37].

The application varies depending on the case study, it can be a house, a village
or a factory. The main sources of power in renewable microgrids are solar energy
through photovoltaic panels and wind power using wind turbines. As for the
energy storage, for solar and wind power micro grids, usually batteries are used
for storing power. However, these are very limited, so hybrid systems started being
implemented, with alternative storage systems. One of these storage alternatives is
the use of hydrogen, in which there is still a battery present for short term energy
storage and peak shaving, but now there is an electrolyzer that uses the excess
energy produced by the solar panels/wind turbines to produce hydrogen which is
then stored in an hydrogen tank. When there are energy requirements that cannot
be met by the solar panels or the battery, a fuel cell uses the hydrogen stored and
transforms it to electricity.

2.2 Photovoltaic panels and battery

2.2.1 Solar irradiation

Solar irradiation analysis is essential for the proper design, study and sizing of an
hybrid microgrid. The hours at which its available and power that it is capable of
providing are key to not only the sizing of the solar panels, but the entire system as
well, with limitations in area for solar panels possibly even leading to a technical
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limitation of the microgrid.
Irradiation is the process of receiving electromagnetic radiation from a source,

and it represents the energy per unit of area of surface. In the specific case of solar
irradiation, the source is the sun, and the recipient is judged as the earth, with a
particular location being chosen dependant on where the microgrid is. There are
3 different components of solar irradiation [17], and the total coming from these
components:

• Direct Solar Irradiance: radiation that travels from the sun to the surface
of the earth unaffected by obstacles, without scattering or absorption. It is
dependent on the atmosphere and the angle of incidence.

• Diffuse Solar Irradiance: resultant of the diffusion as the radiation crosses the
atmosphere and the electromagnetic waves are scattered. Relatively uniform
across the sky and with no specific direction.

• Reflected Solar Irradiance: radiation reflected on other surfaces that eventu-
ally affects the surface being considered.

The sum of these 3 components that are represented in figure 2.2 is the global
solar irradiance, and is what is considered when studying the microgrid.

As mentioned before, the calculation of the irradiation is essential in order to
properly size the photovoltaic system that powers the entire energy grid, with the
patterns and profile of solar irradiation throughout the year being very important
to control the rest of the microgrid.

2.2.2 Solar panels

The purpose of a solar panel is to use solar irradiation to obtain electricity, by using
semi conductive materials, such as silicon that allow for the photovoltaic effect to
happen. This photovoltaic effect happens when light shines upon a semiconductor,
causing the electrons to be freed from their atoms and therefore generating a flow
of electricity. Since this effect can only happen with the photons (fundamental
particles of light and electromagnetic radiation) that are adsorbed by the semi
conductor, the material surface of the solar panel is built with the goal of making
the front surface of the cell more receptive to dislodged electrons, so the flow of
electricity happens towards the surface [34].

As mentioned in the previous paragraph, an example of semiconductor is sil-
icon, which is the component chosen to make the majority of solar panels in the
market. This chemical element is the second most present in the Earth’s crust,
however, obtaining it in order to produce solar panels is still a difficult process due
to silicon being bound to other elements in its natural state, meaning it requires
a thorough process of separation in order to obtain it in its purest form. This
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Figure 2.2: The three types of solar radiation [17]

separation process is where most of the cost of silicon production accrues from
[105].

Having obtained the silicon, the way it is implemented can vary depending
on its crystal structure, where it can be monocrystalline or polycristalline. Poly-
cristalline panels have the great advantage of being significantly cheaper than
monocrystalline panels. However, this price difference has steadily decreased over
the years, making the technical differences between these crystal arrangements
all the more relevant. Since monocrystalline panels have higher efficiency values,
when this is taken into account along with the smaller price difference, this technol-
ogy ends up being the most cost-effective. Besides this, when it comes to off-grid
micro-grid usage, the solar panels provide all the energy the system will use, while
having area limitations depending on the application (for example, the size of the
roof on a house). As such, the extra efficiency that monocrystalline solar panels
bring to the table when compared to polycristalline represent a valuable asset in
several applications [105].
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Another important factor that affects the efficiency and power output of pho-
tovoltaic panels is temperature. Even though increase in temperature affects the
current output of the solar system positively, there is a larger scale linear decrease
in the voltage output, leading to lower power output [79]. This can be seen in
figure 2.3, where the higher the temperature, the lower the power the solar panel
can provide.

Figure 2.3: Variation in power output of photovoltaic panels with temperature [124]

2.2.3 Battery

Batteries are one of the most prevalent methods for storing energy nowadays.
From smartphones and headphones to cars and stationary applications, batter-
ies are found everywhere. The efficient storage of energy in batteries as chemical
energy and their ability to convert this energy into electrical energy with a fast
time response, make them crucial devices in facilitating the green transition. By
charging during high renewable electricity production and discharging when pro-
duction drops, as it does suddenly for renewables, batteries are decisive in the
decarbonization of the energy markets [70]. On the other hand, batteries are not
the perfect solution. They require big quantities of raw materials and degradation
diminishes their capacity to store energy. In the next paragraphs, the two main
battery technologies will be presented and a brief overview of the promising flow



2.2. Photovoltaic panels and battery 13

batteries will be provided.

Lead-Acid batteries

This was the first genre of battery to be developed and brought to the public, dating
as far back as the 1850’s, which explains why it’s present in the most applications
out of all the battery types and it’s easiness to obtain, being cheap and widely
available. It’s limitations in the current delivery lead to a poor energy/weight
ratio when compared to other technologies, adding to its low energy storage, reg-
ular maintenance requirements and the smallest lifespan due to the very limited
ammount of charge/discharge cycles it can handle [18].

Li-ion batteries

As opposed to the aforementioned Lead-Acid batteries, Lithium-Ion batteries are
very recent and have seen enormous development in recent years due to shear
amount of applications they have, from portable electronics to electric cars. This
particular battery technology is extremely suitable for these applications due to its
very high energy density, the possibility to be fully discharged without completely
ruining further performance, quick recharge speeds and big lifespans due to its
high tolerance in terms of charge/discharge cycles. However, since it’s still early in
its development cycle and its a relatively recent technology, with high demand in
very big markets, it has very high prices when compared to the Lead-Acid batteries
[18].

Flow batteries

This technology is extremely early in its development, and it consists of a recharge-
able battery that uses two liquid electrolytes to store energy. The electrolytes then
flow through a cell stack in order to electrochemically release or adsorb energy,
therefore charging or discharging the battery. This cell stack the electrolytes flow
through lead to one of the advantages of this technology, which is its ability to
scale, allowing for increase in the stack in order to have higher power output, and
increase in the size of the electrolyte tanks to have higher energy storage. Besides
this, they have a longer lifespan and the materials used in its production are safer
and more environmentally friendly than materials present in other technologies,
like lithium. This new technology also has its disadvantages however, such as
lower efficiencies, in the range of 50% to 80%, higher costs due to being early in
its development and having low availability, and finally its low energy density.
This last disadvantage can pose as an advantage in microgrid applications, as low
energy density excludes the use of this technology in mobile applications, there-
fore reducing demand and possibly reducing prices and increasing availability
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[104][106].

2.3 Hydrogen

With the rise in usage and availability of renewable energies, the search for new
and improved ways of storing energy has increased. This is due to the innate
inconsistency and unreliability of renewable energy sources, which are heavily de-
pendant on nature and weather conditions in particular. In the particular case of
the energy source used for the microgrid in question in this report, solar power
varies with many circumstances. Firstly, the night and day cycle immediately ex-
cludes, on average, half of the hours in a day for power generation. Adding to this,
there’s the seasonal factor, which leads to higher power generation in the summer
when compared to winter, with a gradient in between them. Finally, the weather
can heavily affect the power generation of photovoltaic panels, with a series of
cloudy days being able to completely undermine the power generation of a solar
energy system in a microgrid [102].

To combat the aforementioned inconsistency and unreliability, batteries of dif-
ferent technologies and sizes were used, but those quickly proved to be very lim-
ited and incapable of handling several applications. As such, one alternative stor-
age method that began being studied and used is energy storage in the form of
hydrogen. This element has several advantages that make it very favorable for
usage in the energy storage industry:

• Hydrogen is the most abundant element in the universe and, namely, in the
Earth’s atmosphere;

• It has a very high energy density, meaning it holds an incredible energy to
weight ratio, having nearly 3 times more energy content than gasoline for the
same mass [116];

• Hydrogen has a variety of production methods, from natural gas and biomass,
to water electrolysis. The versatility of hydrogen expands to its storage meth-
ods, ranging from compressed gas to cryogenic liquid, and also to its appli-
cations, being used to power fuel cell vehicles, as energy storage or industrial
processes [116];

• Finally, hydrogen possesses a much higher capability of storing energy for
a longer period of time without losing its energy potential, making it a pos-
sible solution for large scale energy storage, as can be the case in a hybrid
microgrid [116].

Although hydrogen possesses characteristics that make it very favorable for
energy storage, it also comes with its disadvantages:
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• Even though it has very high energy density, it has extremely low mass den-
sity, so even though it holds great amounts of energy for a low mass, that
same mass takes up a very large volume, making its storage a bigger problem.
This volumetric density problem also affects transportation, while adding to
the large volume needs the problem of high flammability [116];

• The use of hydrogen as a form of energy storage represents large losses due
to the efficiency of the several technologies involved, with the efficiency of
the electrolyzer, compressor and fuel cell leading to a round trip efficiency of
approximately 35% [116];

• Hydrogen as a form of energy storage and all the technology related to its
transformation to and from energy are still in early stages of development,
making it expensive at the time of writing, with expectations of prices low-
ering with further development and with the technology becoming more
widespread and available [116];

• Safety wise, hydrogen presents several concerns, whether they are its high
flammability or the very high pressures at which it is frequently stored, bring-
ing forth a risk of explosion. These problems are, again, heavily present both
in storage and transportation [116].

For the purpose of the application in question in this report, the hydrogen can
be produced through the use of electrolysis, using the energy obtained through the
photovoltaic panels.

There are 3 types of hydrogen depending on the way its produced. Grey, blue
and green hydrogen [33]. The majority of hydrogen produced at the time of writ-
ing is grey hydrogen, where hydrocarbons are processed with the use of Steam
Methane Reforming, partial oxidation or Autothermal reforming. However, de-
spite being the most economically advantageous option, this production method
emits high quantities of carbon emissions, making it environmentally unfriendly.
The use of carbon capture can make this production method more sustainable,
while also allowing for other usages, for example combining the hydrogen with
this carbon in order to produce methanol. The production of hydrogen with this
inclusion of carbon capture, that can lead to a reduction of up to 90% in the carbon
emissions, is called blue hydrogen (IEA. The future of hydrogen. 2019.). Lastly,
the green hydrogen, which will be the focus of study in this particular case, is
produced using electrolysis. This method consists in using the electricity deriving
from renewable energy sources, namely solar power in the case of the hybrid mi-
crogrids studied in this report, to induce an electrochemical process that separates
the oxygen and hydrogen present in the water. This method produces zero direct
carbon dioxide emissions and currently represents approximately 2% of the global
hydrogen production [66].
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The sustainability aspect of green hydrogen production has made it a serious
focus of research and development, with several pushes and incentives being made,
not only by companies but also government bodies. This has lead to great enough
security in the technology that allows for commercially available products in the
market, creating the current goal of making an hydrogen system more affordable
and readily available, with the example of the US Department of Energy, which
seeks to reduce the cost of clean hydrogen by 80% to 1$ per kilogram by 2030 [31].
This process can be compared to that of photovoltaic systems, that over the years
greatly reduced their cost and became a more widespread technology.

2.3.1 Electrolysis

As mentioned before, electrolysis consists of the process of using electrical energy
to split water molecules into H2 and O2. This is done with the assistance of two
electrically charged electrodes, called anode (positively charged) and cathode (neg-
atively charged), and an electrolyte material, which varies depending on the type of
electrolyzer in question. These components, while in contact with an acidic water
solution or pure water lead to the aforementioned decomposition [61]. There are
several types of electrolyzers, however 3 are vastly more developed and currently
available in the market, and can be seen in figure 2.4.

• Alkaline Electrolysis Cell (AEC)

• Proton Exchange Membrane Electrolysis Cell (PEMEC)

• Solid Oxide Electrolysis Cell (SOEC)

Figure 2.4: Conceptual set-up of three electrolysis cell technologies [101]

Alkaline Electrolysis Cell

This type of electrolyzer is the oldest, dating back to the 1920s. As such, it’s also the
simplest, consisting of the two aforementioned electrodes submerged in a liquid
electrolyte solution, such as potassium hydroxide (KOH) and sodium hydroxide
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(NaOH), although potassium hydroxide tends to be the preferable choice, as it
has higher solubility in water, therefore creating a more conductive electrolyte
solution. Besides this, KOH also has the advantage of leading to lower operating
temperatures and longer service life compared to its alternative solution [67].

In this type of electrolyzer setup, the water molecules (H2O) enter at the cath-
ode and go through a reduction process, where they react with 2 electrons, produc-
ing an hydrogen molecule (H2) and 2 negatively charged hydroxide ions (2OH−).
This reaction can be seen more clearly in equation 2.1[11].

2H2O(l) + 2e− → H(g) + 2OH(aq)− (2.1)

The hydrogen product that was desired can then exit without leaving the same
side of the electrolyzer, while the hydroxide ions go through the separator between
the electrodes, reaching the anode. The separator must allow for the transport of
these ions, while preventing the crossover of hydrogen and oxygen gases, ideally
having good chemical resistance, high porosity and low electrical conductivity.
Asbestos was a great example of the correct type of material, was one of the most
commonly used materials for this purpose. However, due to health and safety
concerns, alternatives revolving around polymer-based separators are starting to
become more common, such as polytetrafluoroethylene (PTFE), polyethylene, or
polypropylene [11].

After passing through the separator, the hydroxide ions go through a reaction
at the anode known as oxidation, where the excess electrons are released from the
ions, leading to the formation of water and oxygen molecules. This reaction is
better described in equation 2.2[11].

Anode : 2OH− → 0.5O2(g) + H2O(l) + 2e− (2.2)

The resulting oxygen and water can then be taken from the anode side of the
electrolyzer, finalizing the electrolysis process.

This electrolysis method comes with the advantage of having availability in the
market, due to being an older technology, while having lower costs due to the non-
noble materials it uses for electrodes, such as Nickel, and having high durability,
allowing for up to 30 years of usage. Despite all this, the alkaline electrolyzer cell
presents some disadvantages that make non eligible for use in a hybrid microgrid,
such as limitations when it comes to the current density, which can be limiting
in applications that require a higher power electrolyzer, it has a low operating
pressure, which creates the need for either a larger storage tank or a compressor,
which leads both to more expenses and higher energy losses, and finally, and most
importantly, the alkaline technology has severe limitations when working with
intermittent power supplies, which does not go along well with the inconsistency
and unreliability of renewable energies [101][11].
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Proton Exchange Membrane Electrolysis Cell

This type of technology is more recent that the Alkaline Electrolysis Cell, having
surfaced in the 1960s. This type of cell is much more structurally complex, includ-
ing two plates that em compass the membrane electrode assembly, which includes
two gas diffusion layers, two electrodes (the anode and cathode) and a solid poly-
mer electrolyte, which allows for the separation of the gases, the conduction of the
protons and the electrical insulation of the electrodes [101].

The operation of this type of electrolysis cell begins with the water being fed to
the anode side of the cell, where a bi-polar titanium plate is in place. This material
is chosen due to its strength and resistance to corrosion, but other material can be
used, although leading to more corrosion and a lower lifespan of the cell, while
reducing costs.

The water then goes through the titanium mesh and gets in contact with the
anode, where a reaction takes place, taking the water molecules and transforming
them into oxygen molecules and hydrogen ions, along with a set of 2 electrons.
This reaction is described in equation ??[20].

The oxygen molecules are then released through the same side of the elec-
trolyzer where the water was introduced. The remaining products of the equa-
tion go through the membrane and reach the cathode, where another reaction
takes place combining the electrons with the hydrogen ions, forming hydrogen
molecules. These molecules then pass through a carbon mesh, which requires less
corrosion resistance, as the reaction that takes place on this side of the membrane
is less corrosive, and are expelled through the cathode side of the electrolyzer. The
cathode side reaction is described in equation 2.3.1[20].

2H+ + 2e− → H2(g) (2.3)

Just like the previous electrolysis technology, Proton Exchange Membrane elec-
trolysis comes with its advantages and disadvantages. Immediately, it is more
fitting for hybrid microgrid applications as it has a fast response time, being able
to quickly respond to the demand. However, it functions with lower energy losses
and less degradation if it is constantly fed power, even at lower values, since on-off
cycles can become very demanding on its lifespan, which can be problematic with
irregular feed power from renewable power sources. It also requires substantially
less space than the former technology, although this can be considered negligible
in a lot of the cases, since most, if not all, microgrid applications are stationary and
the space requirements aren’t demanding enough for the change in volume of the
fuel cells to be relevant. However, in the cases where space is restricted, PEMEC
technology takes up 100 times less area than AEC. The efficiencies are comparable
between both technologies, however, in the case of Proton Exchange Membrane, it
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comes at a cost, with the use of metals such as platinum, iridium, ruthenium and
others as catalyst significantly raising prices [20][11].

Within the realm of studies of PEMEC, there is a very similar technology called
Anion Exchange Membrane that takes the basis of the Proton Exchange Membrane
technology but uses an alkaline solid polymeric membrane instead, heavily reduc-
ing the prices by not using the expensive metals previously mentioned. This newly
developed technology also shows great promise by adding very good efficiency
values and directly compressed hydrogen to its reduction in price [49].

Solid Oxide Electrolysis Cell

This type of electrolysis generates hydrogen in a manner different from the previ-
ously mentioned technologies, and that begins with the conditions created by the
temperature at which Solid Oxide Electrolyzers function. Functioning at temper-
atures between 650 and 1000ºC compared to the 50-90ºC of PEMEC and AEC, the
Solid Oxide Electrolyzer works with water vapor instead of liquid. This steam is
fed to the cathode, where a reduction happens, leading to the formation of hy-
drogen molecules and oxygen ions. The hydrogen is released through the cathode
side again, while the oxygen ions go through a ceramic material that serves as
electrolyte, reaching the anode side where they oxidise forming oxygen molecules.
These two chemical reactions can be seen in equations 2.4 and 2.5[73][11][101].

H2O(g) + 2e− → H2(g) + 02−(aq) (2.4)

202−(aq) → O2(g) + 4e− (2.5)

This electrolysis technology comes with its advantages and disadvantages, as
did the previous ones. For starters, Solid Oxide Electrolyzers can reach a theo-
retical efficiency of up to 90%, however, this is only if heat from other sources
is reused in order to help the electrolyzer reach the extremely high temperatures
necessary, otherwise, efficiency revolves around values of 50-60% . Another theo-
retical advantage that is setback by the high temperature needs of the electrolysis
is the durability of the solid oxide electrolyzer. Its components are highly durable
and resistant, however, due to working under extreme thermal stress for very long
periods of time, there are a lot of degradation problems still left to be studied and
solved. These same highly durable and resistant materials, specialized in func-
tioning under such straining thermal conditions lead to a high capital cost of the
electrolyzer. To add to this, SOEs have very high start up times in order to achieve
the temperatures of 600-1000ºC in order to function, which makes them unable to
respond in sudden changes in the demand, which can be a big obstacle in hybrid
microgrid usage, namely less consistent demand patterns. The very high tempera-
tures and extreme complexity of the system can also make this technology harder
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to implement, with a lot of applications not being able to accommodate this type
of electrolyzer and its temperature values. The last disadvantage is its limited hy-
drogen purity, with values of around 98-99%, which although high, can present a
problem in applications that require higher purity values.

2.3.2 Fuel cell

A fuel cell uses a fuel to produce electricity and heat, thus functioning as the
reverse of an electrolyzer. As such, the anode is now negatively charged and the
cathode positively charged. In an hydrogen fuel cell, the electricity flow derives
from the natural tendency of hydrogen to combine with other elements, in the case
of fuel cells its oxygen, forming water. Just like in the electrolyzers, there’s also an
electrolyte material separating anode and cathode.

There are several types of hydrogen fuel cells, with different working condi-
tions and different advantages and disadvantages. These will be mentioned in the
following paragraphs.

Alkaline Fuel Cells(AFCs)

Just like the Alkaline Electrolyzers, these are some of the oldest fuel cell technol-
ogy, meaning its also one of the most widely available and reasonably priced. It
also keeps its parity with its electrolyzer equivalent by having a similar process
but inverted. As such, hydrogen is fed at the anode, with oxygen or air being fed
at the cathode. The hydrogen is then oxidized and electrons and hydroxide ions
are the result, The electrons flow through an external circuit, generating the de-
sired electricity flow, while the ions flow through the electrolyte material, reaching
the oxygen in the cathode and forming water. These fuel cells have a very high
electrical efficiency (50-60%) and use low cost materials. At the same time, they
have longer start up times which can be problematic while trying to follow the
demand of an hybrid microgrid, are very sensitive to the amount of CO2 and other
impurities in the air fed into the cathode and can be victim of its high operating
temperature and pressure [108].

Proton Exchange Membrane Fuel Cells(PEMFCs)

These fuel cells have a similar system to its electrolyzer counter part, but working
in the different direction, with the hydrogen being fed into the anode and oxygen
into the cathode. The electrons are then separated and flow towards the cathode,
generating electric current, while the hydrogen ions are allowed to travel through
the membrane, reuniting with the oxygen and electrodes on the cathode side and
forming water. These fuel cells work at relatively low temperatures (80ºC), have a
higher power density, can have a small form factor and have a very fast start-up
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time, which is ideal for hybrid microgrids. However, they are very sensitive to
impurities in the fuel and use very expensive materials, such as platinum [108].

Solid Oxide Fuel Cells(SOFCs)

Yet again, the Solid Oxide fuel cell works in a similar, yet opposite way compared
to its electrolyzer counter part. Considering this, the hydrogen is, again, fed into
the anode side with oxygen in the cathode side, with the oxygen being oxidized
again and electrons flowing to generate an electric current. The ions combine with
the oxygen, and form water both at the anode and the cathode. This technology
is often used in large scale applications, with high electrical efficiency of approx-
imately 60%, with these values being able to rise if the heat is reused on other
applications. It can also have a very long lifespan, being vulnerable however to
thermal stress and cracking problems, while its very high operating temperature
(1000ºC) requires longer start up times and more insulation, with these tempera-
tures also requiring very expensive ceramic materials [108][50].

Phosphoric Acid Fuel Cells(PAFCs)

AS the name indicates, this type of fuel cell uses phosphoric acid as its electrolyte.
Just like in the previous technologies, hydrogen gas is fed into the anode, while
air or oxygen is fed into the cathode. The catalyst in the anode helps oxidize the
hydrogen, with the electrons following an external circuit and generating an elec-
tric current, and the hydrogen ions flowing through the electrolyte to the cathode,
where they will react with the oxygen to form water. This technology has a de-
cently high efficiency of 40-50%, which is still lower than some other fuel cells,
and has a lifespan similar to solid oxide fuel cells. However, it functions at tem-
peratures double the ones needed by the Proton Exchange Membrane Fuel Cell,
implying longer start up times, it uses expensive materials, such as platinum, like
the PEMFC, and has a low power density, requiring larger form factor cells in order
to produce the same power [108][50].

Molten Carbonate Fuel Cells (MCFCs)

In this type of fuel cell, not only is hydrogen fed into the cathode, but also carbon
monoxide or carbon dioxide. At this nickel composed electrode, oxidation occurs,
releasing electrons that then follow, yet again, an external circuit. The remainder
of the components combine to form water, while the remaining ions flow through
the electrolyte, which is an alloy made out of lithium, sodium and potassium car-
bonates, into the cathode side. There they combined with the inflow of oxygen and
form water, along with other carbon by products such as carbon dioxide. Just like
SOFC, this technology works at very high temperatures (650ºC) and presents high
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electrical efficiencies of around 60%, which can be increased with heat reintegra-
tion, while having a lifespan similar to the aforementioned technology. However,
and keeping the similarities, the high temperature also requires an longer start
up time, expensive materials for the construction and leads to a susceptibility to
corrosion and degradation over time [108][50].

2.3.3 Hydrogen storage

Due to the aforementioned characteristics of hydrogen, its storage is very partic-
ular. Since it has very high energy density, but very low volumetric density, it
requires compression to higher pressures in order to be able to store high amounts
of energy within reasonable volumes in gas form, or otherwise to be stored in an
alternative manner. The other two storage methods are in cryogenic liquid form,
or solid state storage [57][22].

Cryogenic storage consists of storing hydrogen in liquid form, by lowering
its temperatures to extremely low values (-253ºC). Hydrogen in this form has a
much higher volumetric density, lowering the volume needs. However, this storage
method comes with difficulties related to its extreme low temperature needs. The
materials and technology have very high costs, maintaining such low temperature
values requires very high energy consumption, reducing the round-trip efficiency
of the hydrogen system even more, and it comes with safety concerns related to
leaks [57].

solid-state storage is another promising storage method that has been gain-
ing traction recently. It consists in storing the hydrogen with the assistance of a
solid-state material, namely metal hydrides, chemical hydrides and carbon-based
materials. The metal hydrides represent high storage capacity and variety in the
form they can present themselves in, from powder to plates. Chemical hydrides,
have the favorable property of being stable at room temperature, with the condition
of releasing hydrogen upon heating, which can represent complications in several
applications. Finally, carbon-based materials, for example graphene, have started
being considered as an option due to their high ability to store hydrogen. In gen-
eral, these materials present a more efficient storage method, but the technology is
still very under developed, expensive and difficult to produce [57].

Lastly, there is compressed hydrogen, which consists in compressing the hy-
drogen into higher pressures, typically between 200 and 700 bar, and storing it in
tanks. This method allows for higher volumetric energy densities the higher the
pressure is, its low maintenance, it only requires energy usage in the compression
part of the gas, it has a lot of preexisting technology already and compression is
already a very developed field, reducing the costs and increasing availability. How-
ever, this method also has limited capacity, due to a maximum in the pressure that
can be achieved while keeping the hydrogen a gas and with the current technology,
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which then also leads to safety concerns, since the pressure wants to be maximized
in order to achieve higher energy densities, but the higher the pressure, the higher
the safety risks. Despite all this, this was the chosen method for the hybrid mi-
crogrid, as it is the only one that can be applicable due to safety issues, prices,
availability, etc [57][22][43][94].

The energy densities associated which each pressure and liquefied hydrogen
are in figure 2.5.

Figure 2.5: Energy density hydrogen [39]

2.4 Hydrogen microgrids

Energy storage will be a key issue in the future of decentralized and renewable
electrical production., such as grid stability and energy storage. The intermittent
nature of solar and wind energy presents inherent challenges for power systems.
Solar and wind production plants hardly ever match their production with the load
demand. A system which is capable of releasing and absorbing energy rapidly
is needed when integrating these renewable assets in any grid. Commonly, in
a country’s national grid a Hydropower plants, Natural Gas Plants, Combined
Heat and Power Plants or Energy Storage Systems (ESS) provide these necessary
ancillary services to the grid.

As mentioned above, ESSs play a vital role in a grid or microgrid. Today,
different technologies are available for this purpose, however depending on their
capacity, response time and additional case-specific factors the optimal solution
usually is a combination of them. In figure 2.6, the most reliable or promising
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Figure 2.6: Typical discharge time and power ratings for energy storage technologies

energy storage solutions are depicted. The lower-left part of the graph is occupied
by technologies meant mainly for power quality while the upper-right side is filled
energy management solutions.

Hydrogen storage stands as a good alternative that targets the problems that
cannot be target by batteries nor pump hydro or compressed gas storage. Batter-
ies require a big quantity of materials, sometimes scarce and expensive to extract
from Earth’s crust. This issue is also encountered in fuel cells and electrolyzers,
e.g. Iridium, which can become a bottleneck for the PEM technology [7]. However,
both devices are power-rated, meaning that they are not meant to store energy. In
contrast, they just perform an energy conversion, from chemical energy to elec-
tricity or vice versa. The quantity and cost of batteries for powering an average
European house for over a week are prohibited. Nonetheless, they are commonly
included in hydrogen microgrids, due to their fast response time and high round-
trip efficiency. On the other side, pump hydro or compressed gas storage requires
a specific type of geography in order to be economically viable. [78]

Hydrogen is a highly promising energy carrier with inmense potential. The
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long-range freigh intensive transport sector is looking into biofuels or hydrogen
power vehicles. Electrification in this case is not a good approach since batteries
have currently a higher specific energy. [2] Hydrogen also poses as an alternative
for stationary energy storage, especially in remote communities, as it is the focus
of this report. Fuel cells and electrolyzers will provide back-up power in off-grid
island microgrid configurations, which will make it possible for small communities
to have access to electricity all year round, every hour of the day. In the case of grid-
connected micro or mini-grids, hydrogen storage can provide valuable ancillary
services and price arbitrage. This will reduce electricity prices and give higher
reliability to the main grid.

Hydrogen investment is increasing rapidly, yet, there is a necessity to complete
the proposed projects to finally demonstrate the possibilities of hydrogen and at-
tract more capital. In this report, we aim to provide a useful software solution that
can be used by different professionals and decision-makers. [71]

2.4.1 Prior research

In this section, a review of several relevant papers on hybrid hydrogen microgrids
is presented. These papers are focused on the minimization of cost via optimal
sizing, enhancement of lifetime, and the reduction of wasted power. Factors that
will enable a faster microgrid deployment and realisation. The microgrid studies
explored hereby are not grid-connected, mainly targeting rural areas or big hydro-
gen production plants located in deserts for instance. Different algorithms are used
in order to get the lowest cost, without forgetting the environmental perspective.

Monforti et al. [84] presented 4 different strategies for an HS (Hybrid System).
Only hydrogen, only batteries and two hybrid operation modes, one with hydro-
gen priority and one with battery priority. In this work, the different strategies are
compared in terms of Loss of Load (kWh, %) and Over Production (kWh, %), ac-
counting for the amount of energy not delivered to the load and the energy wasted,
respectively. The hybrid system outperformed the other two in Loss of Load, de-
termining that hybridisation is always beneficial to increase energy security. The
battery priority strategy was able to follow the load better than the hydrogen pref-
erent one, which is logical, as fuel cells have slower response times than batteries.
On the other side, the amount of energy loss was reduced when hydrogen devices
were chosen over the battery. This paper is based on a previously sized microgrid,
and the optimization is not taking into account the degradation of the components.

G.Bruni et al. [13] discuss the effect of sizing and energy management strategy
on the efficiency of the overall system. The energy management used follows
a voltage control, the highest voltage is the one delivering the power. The system
discussed in this paper is a Fuel cell-battery-PV system, so it is not a closed system,
hydrogen has to be shipped to the location from a production site. When the
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system is unable to follow the demand, a diesel generator supplies the deficit. The
authors sized the system primarily according to the following:

• Solar Panels deliver 150% of the consumption of the house studied.

• FC power is equal to the maximum allowed consumption in an hour.

• The battery is able to provide energy for a day and a half.

Similarly to the conclusions from [85], the authors state that a microgrid with-
out long-term energy storage has a lower renewable energy exploitation. The main
contribution of this work is the sizing study of the components. 3-dimensional
graphs depicting a sensitivity analysis of the size of the components and plotting
the efficiency or percentage of fossil fuels use of the microgrid.

Torreglosa et al. [114] developed a Hierarchical energy management system for
a stand-alone microgrid in Matlab - Simulink environment. Their model decides
where the power should be allocated evaluating the SOC of the battery, the oper-
ation mode (Charge or Discharge), and the H2 tank level. 10 different states are
described. The lifetime estimation of the components is done directly assigning a
lifetime to each of the components. This work includes a remarkable simulation at
a timescale of seconds. The so-called Slave control uses PI controllers to balance
the bus voltage following the reference powers given by the master control. The
demand signal is modified introducing noise to simulate a real demand curve.

Garcia et al. [96] presented an energy management system for an islandic
hybrid microgrid including solar and wind generating assets. The system is able
to store energy in a battery and a hydrogen tank. The modeling technique is based
on a fuzzy logic. First, a charge power limit is defined. This value sets the cutoff
power which provides a value to a variable that decides whether it is cheaper to
power a battery, electrolyzer, or fuel cell. Afterward, the fuzzy variable takes the
mentioned variable and the state of the microgrid to decide the amount of power
awarded to each component. The authors claim to save a 13º% of energy compared
to EMS which only use system states to allocate the power.

In this other piece of work done by Torreglosa et al. [113] sizing and EMS is ex-
ecuted. Despite the sizing method is not provided in the paper, the authors lead to
this other source developed by Casteñaneda et al. [15]. The work from Torreglosa
et al. uses Linear Programming to minimize the objective function, which is based
on the cost per hour of operating each component. A degradation approach is
included in their model, decreasing the performance of the components according
to their usage. Thus, the authors claim that they can better estimate the replace-
ments of the components, increasing the accuracy of their results. Fuel cell and
electrolyzer manufacturers commonlly provide a warranty of the working hours
of their devices within allowable values of voltage and/or efficiency. In this paper,
the authors calculated the equivalent working hours of the fuel cell as follows:
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The method to obtain the hourly cost of power per component is done as fol-
lows. It is presented for the battery, but the process is similarly done for the fuel
cell and the electrolyzer.
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+
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(2.7)

Their innovative strategy decreased by more than 250% the power lost and
reduced the number of electrolyzers used from 4 to 3 in a 25-year span.

The sizing procedures are explained in [15]. Here the authors discuss 4 different
procedures in which a microgrid could be sized:

1. Basic technical sizing: This method sized the Solar farm by balancing the
generation and demand. The fuel cell was chosen in order to provide the
demand peak power alone. The electrolyzer was sized to absorb the maxi-
mum excess power, which is equal to the peak generating power minus the
minimum load. And the storage systems, battery and hydrogen tank were
able to cover the demand of a complete 24-hour day and 8 hours respectively

2. Simulink Design Optimization: Latyn Hypercube and Genetic Algorithm
are used in this study. This method is entirely technical and therefore it does
not account for any economic metrics.

3. HOMER: Homer is a software tool developed by NREL, capable of design-
ing power systems including multiple energy sources and storage options.
HOMER optimizes the stand-alone microgrid by running hourly simulations
and ordering them by economic criteria [38].

4. iHOGA: This is a software developed by Unizar, University of Zaragoza,
Spain. The tool makes use of 2 genetic algorithms to minimize the sizing first
and optimize the EMS for each proposed size [115].

In summary, most of the papers make use of a pre-defined energy management
strategy for their simulations. Several strategies are exposed depending on the de-
cision mechanism, declaration of states, and priorities. Including the degradation
in terms of usage, stands as a more precise option to calculate the loss of perfor-
mance of the components. Different sizing methods are also explored throughout
these studies as well as sensitivity analysis. However, papers are hardly compara-
ble one to another due to the different sizes, locations and demand curves. There is
not a unique solution that will work everywhere, but the goal is to find among the
available technology the best combination that provides low-cost energy benefiting
the exploitation of the accessible resources.
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2.4.2 Early adoption

Although hydrogen adoption is barely visible around the majority of us, there are
several cases of hydrogen-powered houses around the globe.

The first commercial Hydrogen House was established in Pennington, New
Jersey, US. The system was developed by the engineer Mike Stricki in 2015 and it
includes a 40 kWp Solar installation and a 20 kW backup power plant. The house
will include a charging station in the future, for electrical or hydrogen cars [98].

Another engineer, Hans Olof Nilsson, developed his own hydrogen house in
South-west Sweden. He proved that it is possible to be completely off-grid even
with the cold and dark Swedish winters. 20 kWp of solar power generates all
the electricity needed by the house. 144 kWh of lead-acid battery energy storage
provides backup power during the night or to charge the electric vehicle driven
by the engineer. A 9 kW electrolyzer converts the excess electricity into hydrogen
during the summer, which is consumed by a 5 kW fuel cell, whose main task is
to recharge the batteries. A compressor is used in order to pump and increase the
pressure of the hydrogen coming out from the electrolyzer. The house is 160 m2

[24].
Greater energy demanding matters have also showcased the reliability of hy-

drogen powered generators. In 2021, the company Hydrologiq successfully pow-
ered the public transport hub at Boomtown Fair, a festival with over 65000 at-
tendees. The generator recharged the electric vehicle fleet during 11 days with a
100 kVA fuel cell generator. 6



Chapter 3

Methodology

In this chapter, the methodology of the modeling of the components is outlined.
Starting with the case studies considered to test the code. The energy system is
outlined for the calculations regarding solar panels, battery and hydrogen com-
ponents, including the features calculated and considered in the code, such as
economics. Finally, the two optimisation methods chosen for the sizing and the
energy management of the system are outlined. All the modeling was done us-
ing Python programming language, with the additional packages specified in the
appendix A.1.1.

3.1 Selection of test studies

For the purposes of this study, specific test cases had to be chosen in order to not
only determine the situations in which hybrid microgrids are most viable, but also
to fully test the software developed. As such, 3 different cases were chosen with a
wide range of applications, locations and power consumption. These are presented
as follows:

• Village in Kenya

• House in the Netherlands

• Resort in the Maldives

• Data center in Greece.

The reasoning behind this case selection and what their results could bring to
this study are presented in the following section.

29
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3.1.1 Selection criteria, discussion

The first basis for the selection was the need for 3 different scales, both in dimen-
sion and in consumption, while also including an application that wouldn’t be
residential. As such, the first and most straight forward choice was an house in
isolation, with residential load curves and lower consumption values, in the order
of 3000 kW/year, as per the Germany average [29]. Following that, a real case
was taken, worked in association with United Village, of a village’s common area in
Kenya, composed of fridges and washing machines, and consuming in the vicinity
of 8000 kW/year.

The larger cases were selected based on information found and realistic cases.
First, a particular case from with focus on bringing renewable energies and en-
ergetic independence to islands in the Maldives was studied.The specific case in
hand is that of Park Hyatt Resort, located in the Gaafu Alifu Atoll, with a peak pho-
tovoltaic power of 616 kWp, toned down to 10% of the value given by the source in
order to have a wider range of test cases [109]. An overview of this resort can be
seen in figure ??.

The final case was chosen with the purpose of being one of the largest scale
applications existent, with the final decision falling on a data center. The location
was chosen based on the planned construction of a data center in Crete, Greece, by
Digital Realty’s Lamda Hellix, and a total capacity of 6.5 MW [26]. As for obtaining
more numbers around data centers, the existing case of Foulum Data Center, by
Apple, and located in Viborg, was taken into consideration. The numbers that were
taken about this data center were the size, at 166.000 square meters, the 42 MW
solar farm that powers it, the 700GWh per year consumption and the investment
needed of 850 million € to build it [122]. All these numbers can be used to calculate
the proportions of the energy needs and costs that go into a data center’s energy
system.

3.2 Microgrid features

The components of the microgrid are structured and modeled linearly. The com-
mencement of the calculations and the initial values considered are solar irradia-
tion or global horizontal irradiation (ghi), ambient temperature and the load curve
of the electricity depending on the application. Afterwards, the energy flows can be
approximated and the hourly calculations for the lifetime of the project calculated.

The energy flows are based on consumption that comes from the load curve and
production from solar panels. The energy is then transferred to charge a lithium-
ion battery. The battery is responsible for following the load and also powering the
electrolyzer. The electrolyzer is powered when excess energy is provided to the
battery and produces hydrogen gas, which, depending on the application, passes
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Figure 3.1: Components of residential microgrid with energy flows using solar power as input bat-
tery and hydrogen storage

through a compressor or is channeled directly to storage tanks. Depending on the
demand, supply, energy balance and state of charge (SOC) of the battery, the fuel
cell is powered and its energy output charges the battery. A simple schematic of
the energy system is illustrated in figure 3.1.

3.2.1 Calculation and modeling tools

In this subsection the calculations and modeling tools utilised to simulate the com-
ponent operation, interactions, sizing and optimisation will be discussed. The com-
putational framework is based on a combination of mathematical equations, data
analysis tools, empirical correlations, optimisation algorithms and financial anal-
ysis. The implementation of the aforementioned framework was conducted using
the Python programming language, in Jupyter Notebooks [74] and Visual Studio Code
as the primary development environments.

Python in the last years has played the role of lingua franca amongst soft-
ware developers and data analysts [119]. Data analysis is integral to modeling
and optimisation processes, by facilitating the importation or creation, structure,
organisation, manipulation, visualisation and export of data. Arguably the most
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popular tool for data analysis, and the one used in for this thesis project, is the
Pandas Dataframes library [82]. The Pandas library provides an efficient and stable
structure for interacting with large datasets. In the context of microgrid modeling,
the Pandas library enables the efficient management of time-series data, an inte-
gral part in the modeling. Solar irradiance, load curves and ambient temperature,
which are the essential inputs for the simulation and optimisation of the system,
are all time-series data. Moreover, the comparison and visualisation of the simu-
lation results is facilitated by the Pandas library, thus assisting in the identification
of patterns and underlying trends that facilitate more efficient and cost-effective
microgrid configurations.

The optimisation is carried out in two layers: the first layer is facilitated by the
use of genetic algorithms, which are a type of evolutionary optimisation that mimic
processes of natural selection in order to identify optimal solutions in a vast solu-
tion space [58]. In these algorithms, some initial candidate solutions are initialised
and then evaluated based on a fitness function, with the best performing solutions
being combined with each other and mutated and new solutions are generated in
successive iterations, until an optimal combination of solutions is identified [53].
This approach avoids the algorithm solutions of being trapped in local optima
[27], identifying high quality solutions and thus making sure that the search for
the best microgrid configuration is robust and efficient. Genetic algorithms have
been applied to a multitude of problem domains of microgrid optimisation, such
as optimizing distribution of energy resources, sizing and placement [19], energy
management [126] and the design of multi energy carrier and storage systems [9].
Leveraging the adaptability of genetic algorithms and based on the demonstrated
performance in solving complex, multi-objective and non linear optimisation prob-
lems in the aforementioned studies, they were implemented in the microgrid sizing
for the present thesis report.

The second layer of the optimisation was carried out for the simulation of the
energy management system (EMS). For this stage, linear programming methods
were utilised for the optimal allocation and management of the energy resources
between the different components of the microgrid [123], while taking into account
the constraints and objectives associated with the system, outlined in section 3.4.
Linear programming is an optimisation method that can identify solutions to prob-
lems by minimising or maximizing a linear objective function, which is subjected
to linear equality or inequality constraints [5]. Microgrid energy scheduling, re-
newable energy source integration and load balancing are problems that can be
handled particularly well with linear programming techniques [55]. The imple-
mentation of the linear programming methods was done using the Pyomo library
[54], an open-source optimisation package that provides a flexible and customis-
able platform for the formulation and solution of optimisation problems, enabling
the efficient modeling and management of the energy flows in the microgrid. The
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precise optimisation strategy and EMS algorithms are presented in section 3.4.

3.2.2 Solar irradiation

Solar irradiation data is the most essential input for the simulation of the microgrid
performance. In the calculations for the project, solar irradiation data is acquired
using the library PVlib [59] and specifically, PVGIS [16]. The data provided from
PVGIS are global horizontal irradiation (GHI), direct normal irradiation (DNI),
diffuse solar irradiance (DSI) and ambient air temperature. GHI data is calculated
by summing the direct and diffuse solar irradiation. The inputs for the PVlib call
are latitude and longitude, the tilt and azimuth of the solar panels are calculated
and optimised automatically. The solar irradiation data, as well as the temperature
data are hourly and obtained for a 12 year time-span, between 2005 and 2016. A
PVlib call is presented in the Appendix A.7.

In order to ensure a more conservative approach to the microgrid design, the
worst case scenario in regards to solar irradiation is calculated, selecting the year
with the lowest average GHI in the available data range. The average GHI is also
calculated, then the two values are structured in a 20 year dataset. The script also
processes the loaded solar data by eliminating the data for the leap days (February
29th). The datasets are structured in a format where the average year is replicated
4 times, followed by the worst case, always in terms of GHI values. Then the 5 year
dataframe is replicated 4 times to form a 20-year blueprint that is used for sizing
and financial assessment of the system.

Finally, the solar panel power output is calculated by multiplying the available
solar area with the GHI and the panel efficiency, which is 22% [77]. The temper-
ature losses and gains were also accounted for, as mentioned in 2.2.2 solar panel
current is heavily dependent on temperature. For the calculations, the tempera-
ture of the solar panel surface when receiving solar irradiation, was assumed to
be 20 degrees higher than the ambient temperature [48]. The temperature of the
solar panel surface was then calculated in relation to the nominal operating cell
temperature (NOCT), which was 42 degrees, and an adjustment of 0.03% per de-
gree of performance loss or gain was adjusted. Both the solar panel efficiency and
the temperature characteristics were calculated according to the LG NeOn bifacial
solar panel [77].

The equation for the solar power Psolar input is outlined in 3.2.2. Where GHI
is the global horizontal irradiation, η the solar panel efficiency, Tdi f f the differ-
ence between the solar panel surface temperature and the nominal operating cell
temperature, α is 0.33 %/C°[77].

Psolar = GHI × η × A − (Tdi f f × α × Psolar) (3.1)
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3.2.3 Interface

The interface developed for this report is designed to aid in the collection of solar
data and the creation of the load curve for each of the selected applications. The
Interface centered around AAU campus is illustrated in figure 3.2.

On the right side of the interface is an interactive map from which coordinates
can be selected. On the left side there are two checkboxes for selecting the type of
project, either residential or commercial. The residential option when expanded is
illustrated in figure 3.3. The options are the area of the house, the yearly electricity
consumption in kWh, the option of electric vehicle charging and the coordinates.
In figure 3.4 all the inputs are specified, the specified numbers are the ones used
for the calculations and modeling of the residential application in this report. The
values are then passed on a python dictionary. The calculations following are
outlined in sections 3.2.4 and 3.2.2.

Figure 3.2: Graphical User interface centered at Aalborg University east campus

3.2.4 Load curve

The load curve is the other fundamental aspect for the understanding of the mi-
crogrid energy balance and simulating and optimising the operation.

These curves represent the energy demand of an electrical system over a speci-
fied period of time and for repeated timesteps, capturing the energy usage patterns
and temporal fluctuations [28]. Each different load curve for the test cases selected
in this report contains crucial information for the design, sizing, energy manage-
ment, operation and cost of the microgrids. Such parameters are peak demand, to-
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Figure 3.3: Graphical use interface for selecting location of the residential installation on the map

Figure 3.4: Graphical use interface for selecting location, yearly consumption set to 4000 kwh and
electric vehicle

tal energy consumption, synchronisation with renewable energy production, load
diversity and demand cite flexibility.

For this comprehensive analysis, energy consumption and load curves for four
different scenarios were evaluated: a communal facility for a village in Kenya, a
house in the Netherlands, a hotel in the Maldives and a data center in Greece. The
test cases are structured according to electricity consumption. Further description
regarding the selection of the test studies and details are outlined in section 3.1.

• Residential load curve for house in the Netherlands

For the reference test case of the house in the Netherlands, the location and
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yearly energy consumption are specified as outlined in section 3.2.3 and solar
data are loaded as outlined in 3.2.2. The energy demand including the heat-
ing and cooling load depend on a variety of factors and mainly the physical
parameters of the building, the climate and level of solar gain. From the in-
put values of the GUI, the floor area of the building is used to calculate the
heating and cooling demand. The floor area of the building is then used to
calculate the wall and roof areas. Using the floor area, the length and width
of the house are calculated as the square root of the total area and the wall
area as two times the product of the length and height of the walls, for a
height of 3 meters. The assumption taken here is that the house is a square
and one of the sides has significant solar exposure and one does not, mean-
ing a symmetrical North-South orientation. The roof area is the same as the
floor area.

Then the U-value of the building’s walls and roof are defined according to
the Danish Building Research Institute [25]. Those values being 0.3 W/m2K
for the walls and 0.2 W/m2K for the roof. The U-value is a measure of heat
transmission through a building’s parts, the lower the U-value, the better the
insulation of the building. Each building part has a different U-value. The
orientation, shading and reflectivity values are defined for the adjustment of
the solar gains. The solar gains for the walls are calculated for each orien-
tation and then summed. The equations for calculating the solar gains for
walls and roof are outlined in equations 3.2.4 and 3.2.4 respectively.

Solar gains for walls:

SolarGainwalls =
GHI
1000

× OrientationFactorwalls

× ShadingFactorwalls × Reflectivitywalls × WallArea (3.2)

Solar gains for roof:

SolarGainroof =
GHI
1000

× OrientationFactorroof

× ShadingFactorroof × Reflectivityroof × RoofArea (3.3)

Heating degree days (HDD) and Cooling degree days (CDD) are then calcu-
lated. HDD and CDD are climatological metrics in the energy analysis of a
building, quantifying the demand for heating and cooling loads respectively.
HDD quantify the difference, in degrees, and the time span, in days, that air
temperature is lower than a specific base temperature. The base temperature
used was 18 degrees Celsius [25]. Conversely, CDD is the equivalent mea-
surement when the air temperature is higher than the same base temperature



3.2. Microgrid features 37

[56]. The difference between air temperature and base temperature is added
to the total CDD and in case it is below zero, zero is added. Both those
processes, integrate the deviation of the temperature from the base temper-
ature over time, providing a total measure of heating or cooling need over a
specified period of time.

Heating Degree Days (HDD):

HDD = max(BaseTemperature − Tempair, 0) (3.4)

Cooling Degree Days (CDD):

CDD = max(Tempair − BaseTemperature, 0) (3.5)

The overall heating and cooling demands of the building are calculated by a
set of equations that include the previously defined U-values, the calculated
HDD and CDD, solar gains and electricity consumption. Heating and cooling
demands are calculated for walls and roof respectively. The equations for
calculating the heating and cooling demand for walls and roof are outlined
in 3.2.4, 3.2.4 and 3.2.4, 3.2.4 respectively and equations 3.2.4 and 3.2.4 for the
total amounts. The calculated heating and cooling are time series data. The
time series are compared so that heating and cooling loads are not present at
the same time. The heating and cooling loads are then added to the electricity
demand for the house.

The heating demand for the walls and roof are calculated using:
For walls:

HeatingDemandwalls = UValuewalls×WallArea × HDD − SolarGainwalls
(3.6)

− 0.2 × ElectricityConsumption

For roof:

HeatingDemandroo f = UValueroo f × Roo f Area × HDD − SolarGainroo f (3.7)

The cooling demand for the walls and roof are calculated using:
For walls:

CoolingDemandwalls = UValuewalls × WallArea

× CDD + SolarGainwalls

+ 0.2 × ElectricityConsumption
(3.8)
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For roof:

CoolingDemandroo f = UValueroo f × Roo f Area × CDD + SolarGainroo f (3.9)

Total heating and cooling demands:

Heating Demand = Heating Demandwalls + Heating Demandroof (3.10)

Cooling Demand = Cooling Demandwalls + Cooling Demandroof (3.11)

The electricity load curve for the residential application is shaped based on
the publication titled "Households’ hourly electricity consumption and peak
demand in Denmark" [4]. Which provides hourly coefficients of consumption
for each hour of each month based on a study of the load profile in 50,000
Danish households.

The load curve coefficients were passed to a csv file and then were multi-
plied by the average hourly electricity consumption for the user input as it is
described in 3.2.3. The coefficients represent a fraction of the total daily elec-
tricity consumption assigned to each hour of the day and each month. After
processing, the data are shaped in an hourly load for one year. The Dan-
ish residential load curve [4] was compared with load curves from electricity
consumption from all Europe and USA [36], Italy [3] and Japan [121] and a
striking resemblance in the shape was observed. Therefore, the Danish coef-
ficients [4] were used for all the residential applications. Moreover, the code
checks whether the residence owns an electric vehicle (EV) and calculates
the hourly energy demand for charging. The yearly electricity consumption
required for EV charging is set to 3000 kWh [4]. Random + − 5% noise is
introduced to the load curve and the electric car charging in order to make
the data more realistic. The code then adjusts each individual power point to
maintain the overall energy consumption constant by introducing a scaling
factor. The code for generating the electricity consumption and EV charging
is presented in the appendix A.8.

The final output for 20 years is illustrated in 3.5 and for two years in 3.6.
The shape of a typical daily residential load curve for a winter day including
heating and cooling demands and EV charging is illustrated in 3.7 and for a
summer day in 3.8.

• Load curve for communal facility in Kenyan village

The communal facility in Kenya was modeled for a real working case study.
For this case study a communal washing and refrigeration facility near Nairobi
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Figure 3.5: 20 year load curve including EV charging selected for house in the Netherlands, including
heating and cooling demands

Figure 3.6: Yearly variation in the heating and cooling demand as well as the electricity consumption

was considered. The local community comprises of 100 people who are cat-
tle farmers, so they are in need of two refrigeration units and two washing
machines.

For the load curve, a baseline consumption of 200 Watts was set for mis-
cellaneous consumption for lighting, phone charging and standby power of
devices. It is presumed that there are two refrigeration units, each with an
additional consumption of 200 Watts, thus the base consumption is updated
accordingly. The consumption of refrigeration units is assumed as steady [4].
There are two washing machines also considered, the energy consumption
pattern follows a washing cycle consumption pattern [127], assuming that
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Figure 3.7: 72 hour load curve for house in the Netherlands during winter, with visible heating
demand and EV charging

Figure 3.8: 72 hour load curve for house in the Netherlands in the summer, with visible cooling
demand and EV charging

only one can run at peak power at a time, and that they operate between 9
am and 2pm. The code adds up this load and then multiplies it to create an
hourly load curve. The code for generating the load curve is presented in A.9
and a 48 hour load curve is illustrated in figure 3.9.

• Load curve for a resort in the Maldives

Regarding the resort in the Maldives, the load profile is based on an annual
electricity consumption. The consumption was obtained from the yearly sus-
tainability report for the Park Hyatt resort in Gaafu Alifi Atol [60]. The an-
nual electricity consumption is reduced to 10% of the total, to make the case
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Figure 3.9: 48h load curve for communal facility in Kenyan village, peaks during the day indicate
washing machine washing cycle and steady load 2 refrigeration units

studies more varied, regarding energy demand.

The load profile is based on the typical hourly coefficients of consumption
for a hotel in the Maldives [52]. The coefficients are multiplied by the hourly
average electricity consumption. Random noise of +− 5% is introduced to
the load curve representing the inherent variability in real-world energy con-
sumption patterns. Seasonal variations in the load profile are also introduced,
adjusting the monthly electricity consumption. The adjustments are based on
the yearly tourism trends in the Maldives [80]. The total energy is then nor-
malized after the monthly adjustments so the total energy consumed over
a year remains constant. The monthly variation and yearly load curve are
illustrated in figure 3.10 and a 48 hour load curve is illustrated in figure 3.11.

• Load curve for data centre in Greece

Regarding the load profile of the data centre, the load is based on the peak
consumption. The load profile is drawn upon the expected performance of a
zero emission data centre located in Chania, Greece which is anticipated to
be operational by 2025 [32].

For this study the peak power is defined as 6.5MW [32]. The peak demand is
used as a benchmark for the calculations of power consumption. An array of
coefficients is defined, reflecting the hourly power demand during different
times of day. The coefficients are higher during daytime [51]. Random noise
of +− 5% is added to introduce a degree of realism and reflect some of the
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Figure 3.10: Yearly Resort load curve with monthly average electricity consumption calculated by
number of tourists visiting the Maldives

Figure 3.11: 48 h resort load curve on the highest consumption month

randomness of real world systems. Finally, some seasonal variation is intro-
duced by reducing the demand by 15% for the months of July and August.
The external temperature and conditions for heating or cooling are not taken
into account [51]. The code for creating the load curve is presented in the
appendix A.10 and a typical 48 hour load curve is illustrated in figure 3.12
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Figure 3.12: 48 h data centre load curve

3.2.5 Power of components

When it comes to electrolyzer and fuel cell efficiency analysis, computational mod-
eling plays a role of pivotal importance between practical real word applications
and fundamental scientific principles. Modern solutions have leveraged the power
of computational tools in order to conduct complex simulations and the design of
robust systems [99].

The computational model implemented for this thesis focuses on the analysis
of the electrolyzer and fuel cell efficiencies through the power output. The model
is highly adaptable in the calculation of the efficiency based on the power output
for a wide range of power ratings and calculating the efficiency of the stacks for
fuel cells and electrolyzers respectively.

• Electrolyzer model

The model parameters are derived mainly from physical properties and op-
erating conditions of a proton exchange membrane electrolyzer. Said input
parameters are the effective area per cell, temperature, pressure at the anode
and cathode, number of cells and number of stacks. The activation losses and
ohmic losses are modeled in order to derive the cell voltage as output.

The main governing mechanism behind the model for electrolyzer efficiency
analysis is the enthalpy of water formation. In the code, the first implemen-
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tation of electrochemical mechanism is the Nersnt equation. This equation
is used to calculate the open circuit voltage Voc, which is the voltage pro-
duced, when no current is passing through the cell. Included in the model
are also the computation of the activation overpotentials at the anode and
cathode (Van

act and Vcat
act respectively). Said parameters are calculated using

the Butler-Volmer equation, which uses the exchange current densities at the
anode and cathode ian

0 , icat
0 , charge transfer coefficients (αan, αcat), and the ac-

tivation energies (Eaan, Eacat). Ohmic losses (Vohm) are also computed due to
the resistance to the flow of ions through the electrolyte and the electrode
and interconnections resistance [14]. Those losses exhibit a linear increase
with current density. The polarization curve is then generated by the code.

Further, the Faradaic efficiency is computed by the model. The ratio of the
actual hydrogen production rate compared to the theoretical rate, given the
current passing through the cell is represented by this parameter. Lastly, the
first and second law efficiencies are computed, resulting in the overall perfor-
mance metric of the electrolyzer[75]. The code for the electrolyzer efficiency
is presented in the appendix A.12,A.13, A.14, A.15.

It should be noted that there are some simplifying assumptions made by this
model, such as the omission of concentration overpotentials and neglecting
the change in partial pressure of the reactant across the cell. Despite those
assumptions, the tool can be used in system level optimisation and control.
Further refinement of the model could include, accounting for thermal effects
and considering the effect of degradation.

• Fuel cell model

The model used for the fuel cell, similar to the electrolyzer model, lever-
aging principles discussed in [7]. The model includes several fundamental
constants, operating conditions, component properties and parameters, in-
fluencing the performance of the fuel cell. Those parameters include, tem-
perature, the universal gas constant, Faraday’s constant, the internal current
density and the fuel crossover among others.

The key feature of both models is the scalable design, mirroring real world
PEM systems where the stack size is varied depending on different power de-
mands. The model establishes an array of current densities, and then utilises
this array in calculating the voltage of the fuel cell. The voltage is calculated
as a function of current density using the Nernst equation. Other potential
losses, relationship between cell potential and current are illustrated. The
generated power is then determined as the product of the voltage and the
current.

The functionality of the model is extended to calculating the rate of hydrogen
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consumption. This enables the evaluation of fuel efficiency as a function of
current density. The model calculates the fuel cell efficiency as the ratio of
the produced power to the power of the hydrogen that is consumed.

Both models are used in the estimation of the efficiency and the power output
of the electrolyzer and fuel cell compared to their maximum power rating. This
comparison takes into account the power needed from the load curve depending
of the equivalent application. The result of the fuel cell efficiency model for a 5kW
fuel cell is illustrated in figure 3.13. A comparison with figure 3.14 which is taken
from a manual for a 5kW fuel cell system by the company PowerCell [1] reveals
a similarity in the shape between the theoretical output of the model, and a real
world application.

Figure 3.13: Efficiency and power of model used for the thesis

3.2.6 Economic metrics

In the forthcoming section, the economic metrics used in the microgrid system
will be introduced. Those critical metrics are the Capital Expenditure (CAPEX),
Operational Expenditure (OPEX), Levelised Cost of Energy (LCOE) and Total Cost
of Ownership (TCO). Comprehensive understanding of those metrics is key to the
evaluation of the financial feasibility, viability and performance of those micro-
grids.

• Capital Expenditure (CAPEX)

Capital Expenditure refers to the initial investment cost in association with
the acquisition, installation, and commissioning of a certain set of assets such
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Figure 3.14: Efficiency and power form the company PowerCell [1]

as energy systems of microgrids. The cost associated can include the cost
of the equipment itself, any necessary site preparations, logistics and trans-
portation or training required to operate the equipment [12]. In the context
of microgrids researched in this project, the CAPEX represents the initial cost
associated with solar panels, battery systems, electrolyzers, hydrogen storage
including compression, fuel cells and all remaining supplementary compo-
nents. Accurate calculation and evaluation of the CAPEX is essential in order
to analyse the implementation of the microgrid and also the assessment of
the energy flows optimisation outlined in 3.4.1 and 3.4.2.

• Operational Expenditure (OPEX)

Operational Expenditure is the ongoing cost required for the operation and
maintenance of the equipment associated with the system throughout its life-
time. This cost can include any routine maintenance costs, utilities, consum-
ables such as fuel, operational personnel costs and unforeseen expenses such
as repairs or faults [103]. In the context of hydrogen microgrids, the OPEX
includes routine maintenance of all the aforementioned equipment or also
financing.

• Levelized Cost of Energy (LCOE)

The Levelized Cost of Energy is an indication of the average cost per unit
of energy produced by the system over its operational lifespan. In order to
calculate the LCOE, the total cost (including CAPEX and OPEX) is divided
by the total energy output of the system over its lifespan. The LCOE is a very
valuable, widely used and comprehensive metric for comparing the total cost
efficiency of different systems, technologies or strategies [10].
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• Total Cost of Ownership (TCO)

The Total Cost of Ownership offers an overview of all the costs associated
with the installation and operation of an asset over its operational lifetime.
The TCO includes both CAPEX and OPEX and may also include the depre-
ciation of assets, inflation and opportunity cost of capital [125].

• Payback period

The Payback period signifies the time needed for an investment to reach a
break even point. This concept is very important in determining the feasibil-
ity of investments, particularly in capital - intensive sectors such as energy
production. For the present study the payback period will be calculated when
comparing the system to the operation of a diesel generator.

The aforementioned metrics will form the foundation of the economic evalua-
tion of the hydrogen microgrid outlined in 4.1.2.

3.2.7 Economics of scale

When it comes to the economic evaluation of hydrogen microgrids after the work of
Vivas et al. [120] provides a comprehensive study of hydrogen based EMS systems
for hydrogen microgrids. This study includes the review of 80 publications, 19 of
which are including economic decision factors in the objective of optimisation.

Central to the exploration of those studies is the financial evaluation of these
microgrids. In the work of Torreglosa et al. [114], Garcia et al. [45] and Trivino et
al. [46], a fixed real world system is modeled using either the cost of acquisition
for each component per kW or the Net present cost as an optimisation parameter.
In the work of Valverde et al [117] an efficiency - cost map is defined based on
weather conditions and fixed component prices. The cost values in those publi-
cations although robust in their formulation, do not sufficiently encapsulate the
dynamism and nuances involved at real world microgrid economic planning.

In stark contrast, the present report deviates from the static approach and em-
barks on an innovative approach of using scaled cost values. The cost values are
depending on the power output of the components, reflecting the price variations
and intricacies that are dependent on economies of scale and efficiency increases.
This approach although not widely adopted in existing literature, will provide a
more realistic evaluation of microgrids.

Even more than the cost scaling of the components, the present study is trying
to evaluate the installed cost of the components, rather than the manufacturing
cost. In order to make this approximation, the Anual Technology Baselines from
the National Renewable Energy Laboratory were used [89], [87], [88], [92], [91],
[90] which are 2022 updates on the work of Augustine et al. [6].
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To form the basis of the installed cost breakdown of all the system components,
the cost for residential scale batteries, commercial scale batteries, residential scale
PV and commercial scale PV illustrated in figures 3.15, 3.16, 3.17 and 3.18 were
used. The cost of the components and BOP represents 12.4%, 21.1%, 26% and
56.5% of the overall installed cost respectively. Based on those numbers, a coeffi-
cient of increase of 3 on the manufacturing cost is applied to all the components.
The justification for this value is that the average value for the aforementioned
percentages is 30%.

The cost of the installed system components that will be studied is the cost of
the electrolyzer per kW, cost of fuel cell per kW, cost of battery storage per kW,
solar panels per m2 and cost of hydrogen storage per kg. All prices are in US
dollars $ Following is a description of each economic model and the illustrated
cost scaling curves.

Figure 3.15: Residential scale PV component cost breakdown [90]

• PV prices

Regarding the analysis of solar panel prices across a range of power rating,
data form the National Renewable Energy Laboratory were used. NREL
provides detailed cost breakdowns and cost projections of PV systems based
on application.

Those applications are, residential, commercial and utility scale [90] [88] [92].
Residential applications are defined as applications that have a power output
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Figure 3.16: Commercial scale PV component cost breakdown [88]

Figure 3.17: Commercial scale battery component cost breakdown [87]

less than 100kW p, between 100kW p and 1MW p are the commercial applica-
tions and above 1MW p the system is considered utility scale [92].
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Figure 3.18: Residential scale battery component cost breakdown [89]

In order to extrapolate the cost per kW p, two lists were defined and a dataframe
was created based on those lists. The CAPEX was taken form each of the
application price from NREL [90] [88] [92] and the scale from the aforemen-
tioned power ratings. The values used for the power rating were the base
case for 2021 as those are presented in figures 3.15 and 3.16 and from [92] for
utility scale PV. The two lists were then used to make a dataframe, and the
script then conducts a linear interpolation between the defined data points.
For the interpolation 60, 000 points were used for the values between between
0.01kW p and 10MW p.

The data visualisation of the dataframe is done using a logarithmic x-axis.
Distinguishing the different power ratings and by extension application area
using a different color scheme. The resulting illustration is presented in fig-
ure3.19. The Python script for generating the data and graph is presented in
A.16.
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Figure 3.19: Solar panel price scaling in a logarithmic x-axis

• Battery prices

Similar to the cost analysis for PV, battery cost analysis across different ca-
pacities used the data for cost breakdown from NREL. The main difference
is that battery prices are give as a function of both power rating in kW and
capacity in kWh.

For the different scales between residential, commercial and utility scale, the
cost for the lowest reported capacity divided by the capacity was used in
order to calculate the CAPEX per kWh. The power rating was neglected in
the calculations. Those prices for residential and commercial are illustrated
in figures 3.18 and 3.17 and the utility scale cost is in [91].

For the data pre-processing, two lists are defined, one representing the bat-
tery capacity in kWh and one for the CAPEX. These lists then make up a
dataframe, the CAPEX and capacity are taken from the NREL data [89], [87],
[91]. The values used for the residential case were the values presented in
figure 3.18 divided by the battery capacity. Regarding the commercial and
utility scale batteries, the price for 1 hour of autonomy was used divided by
the assigned cost as presented in [87] and [91]. A linear interpolation was
then performed in the dataframe using 50, 000 points for the values between
between 0.01kWh and 90MWh.

The data visualisation of the dataframe is done using a logarithmic x-axis.
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Distinguishing the different capacity ratings and by extension application
area using a different color scheme. The resulting illustration is presented in
figure3.20. The Python script for generating the data and graph is presented
in A.17.

Figure 3.20: Battery price scaling in a logarithmic x-axis

• Electrolyzer prices

The cost analysis of electrolyzers draws data from the prices listed online for
Enapter AEM electrolyzers [62], NREL report on electrolyzer manufacturing
cost analysis [81] and a presentation made for the company Hydrogenics
[112]. From the two latter publications, only prices for PEM electrolysis were
used. All prices were multiplied by 3.

The first three data points are prices for Enapter electrolyzers from the web-
site hyfindr.com [62]. The total price of the electrolyzer was divided by the
power of the electrolyzer. A significant cost decrease in the price per kW
can be observed even for such small power rating differences. The price for
200kW was taken from the report of NREL [81]. The price indicated for 1MW
was the same between the NREL report and Thomas et al [112]. Prices for
5MW and 20MW are taken from the report of Thomas et al [112].

The specified datapoints were passed into two lists , one for price per kW
and another for power rating in kW. The two lists were used to form a
dataframe. Linear interpolation was performed using 50000 points for the
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values between 0.01kW and 20MW.

The data visualisation of the dataframe is done using a logarithmic x-axis.
Distinguishing the different power ratings using a different color scheme.
The resulting illustration is presented in figure3.21. The Python script for
generating the data and graph is presented in A.18.

Figure 3.21: Electrolyzer price scaling in a logarithmic x-axis

• Fuel cell prices

The cost analysis for fuel cell cost scaling uses data for PEM fuel cells. The
sources used were the 2020 research report of Hydrogen Europe [63], US DOE
manufacturing cost analysis for 5 and 10 kw PEMFC [68] and the publication
of Cigolotti et al. [21]. All prices were multiplied by 3.

The first data-points are taken from the US DOE report for 5− 10kW fuel cells
[68] and the report 2020 report of Hydrogen Europe [63]. The further prices
for 50 and 500 kW are also from the same report. The cost breakdown for
PEMFCs was compared between the two aforementioned reports and [21].

The specified price and power rating points were assigned to two lists that
were used to create a dataframe. Linear interpolation was performed using
50000 points for the values between 0.01kW and 20MW.

The resulting illustration is presented in figure3.22. The Python script for
generating the data and graph is presented in A.19.
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Figure 3.22: Fuel cell price scaling in a logarithmic x-axis

• Hydrogen storage prices

The cost analysis for hydrogen storage cost scaling used prices from indus-
trial and academic sources. For prices bellow 74.8kg of hydrogen the price
of a Type IV storage tank from the company Steelhead Composites[107] was
used from an invoice for a 5kg hydrogen tank [64]. The price specified was
50usd/kWh, or 1650usd/kg. Prices between 75kg and 3t prices from Osti.gov
[72] and the DOE [65] were compared, where the price for compressed hy-
drogen storage was 12.8usd/kWh or 1267usd/kg. For hydrogen mass above
3 tons, numbers from the work of Elberry et al [35] were used, according to
whom, large scale salt cavern hydrogen storage cost is currently at 2usd/kWh
or 198 usd per kg. All prices were multiplied by 3. The calculations per-
formed for the results of the report were all using the prices per kWh, but for
illustration purposes, mass units were used.

The specified price and storage capacity points were assigned to two lists that
were used to create a data frame. Linear interpolation was performed using
50000 points for the values between 1kg and 3000t.

The resulting illustration is presented in figure3.23. The Python script for
generating the data and graph is presented in A.20.

• Diesel generator prices
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Figure 3.23: Hydrogen storage price scaling in a logarithmic x-axis

The cost analysis of the diesel generators takes into account one extra dimen-
sion of cost scaling. The scaling is not only done for the CAPEX per power
capacity but also for the OPEX per power capacity. The prices for the opex
scaling include factors such as the increase in generator efficiency with size
and lower maintenance. In the OPEX, the cost of the fuel is also included.

For the creation of the cost scaling curve, different diesel generators with
different power ratings were chosen on the website Alibaba [30]. The prices
and efficiencies were passed on a table and then the cost per power rating
on different points was approximated. The specified price and power rating
points were assigned to two lists that were used to create a dataframe. Linear
interpolation was performed using 50000 points for the values between 0.1kW
and 100MW. All prices were multiplied by 3.

The resulting illustration is presented in figure3.24. The Python script for
generating the data and graph is presented in A.21 and A.22.

All the interpolated prices were passed on a python dictionary that could ap-
proximate, depending on a given power point or capacity input, the exact price
for that point. The python code for generating the dictionary is presented in A.23
and A.24. In figure 3.25 the output of a dictionary call for the price of a 1kW elec-
trolyzer, 1kW fuel cell, 15kWh of battery, 25m2 of solar panels, 1kg of hydrogen
storage and the sum of all the components is presented.
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Figure 3.24: Diesel generator price scaling in a logarithmic x-axis, OPEX on a secondary axis includ-
ing fuel cost

The diesel CAPEX was calculated as the instantaneous maximum power output
plus 20% of the load curve for each of the cases. The OPEX was calculated from
specifying each power point on the OPEX curve for the load curve of each of the
cases. The cost was then calculated in hourly OPEX cost and added up to calculate
the 20 year diesel TCO for each of the cases.

Figure 3.25: Outputs of the python code for cost for all the components
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3.3 Energy management system

The initial modeling of the energy flows of the hydrogen microgrid was based
on the best solutions found in the literature [114] [44]. To enhance the system’s
overall efficiency and reduce the size of the components, priority was given to
the utilisation of batteries. Hydrogen is therefore used as a backup to power the
system in those periods when solar power and battery energy storage are incapable
of serving the demand. A hysteresis band was implemented, to prevent a possible
frequent switching on and off of the fuel cell and electrolyzer. The battery SOC
was constrained to a minimum of 40% and a maximum of 90%. Occasionally, the
battery may fall above or below these limits. When this situation is encountered,
the algorithm will rapidly concentrate on restoring the battery to the recommended
levels of SOC[85] [114]. The hysteresis band is consequently activated when the
battery SOC is below or above the defined minimum or maximum SOC and it is
not deactivated until the battery reaches a preset SOC, which in this case is 60% in
case the battery was discharged and 80% in the case battery was overcharged.

The decision-making process is illustrated in figure 3.26. The EMS is presented
in a logical algorithmic view that has a specific setpoint output for each component.
The presented algorithm was used in the sizing of the system components making
sure that the power demand is met and cost is minimised.

Figure 3.26: Energy management system algorithm based on the battery priority strategy for hydro-
gen microgrid
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3.3.1 Performance indicators

In order to assess the performance of the energy management systems, key perfor-
mance indicators (KPIs) need to be chosen.

• Wasted power

This relates to the energy being generated by the solar panels that cannot be
used due to the battery being charged at its max power while the electrolyzer
is also fully powered, or hydrogen tank is full. The smaller the value of
wasted energy, the better the results.

• Electrolyzer and fuel cell switches

The electrolyzer and fuel cell switches represent On-Off cycles of electrolyzer
and fuel cell. The goal is to minimize them, as they represent higher degra-
dation on the components [113]. The difference between shutdown and idle
power is not considered in the calculations.

• Average SOC of battery and hydrogen tank

The goal is to compare what the average state of charge of both the battery
and the hydrogen tank are between both energy management systems.

• Lifespan of components

Comparison between the management of lifespans of the components be-
tween both energy management systems.

3.4 Optimisation methods

The two techniques chosen to perform the optimisation in this thesis were a Genetic
Algorithm, for sizing purposes and a Linear Programming optimisation, which
optimized the energy management through the components.

3.4.1 Genetic Algorithm

A genetic algorithm is a population-based stochastic search optimization, which
replicates the natural phenomenon of survival of the fittest. Stochastic systems,
are non-deterministic since their outcome directly depends on randomness. As
mentioned in 3.2.1, GA is broadly used for non-linear problems and problems
which might be intractable to formulate, as no mathematical relationships need to
be built to find a valid solution. The main advantage of GAs is that they explores
a vast search space, making it easier to escape from local minimum solutions. [42]
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Figure 3.27: Genetic Algorithm settings

Implementation of GA in hydrogen microgrid sizing

1. Initialization

To initiate the functioning of a Genetic Algorithm, a random population
needs to be generated. Each "individual" within the population contains a
series of genes. In this case, since the optimization is carried out to size solar
PV panels, a battery, a fuel cell, an electrolyzer and a hydrogen tank, this
number is set to 5. The preset settings for the optimisation can be seen in
figure 3.27.

The number of individuals indicates the size of the population per iteration.
This value multiplied by the number of iterations corresponds to the sizes
which are evaluated by the algorithm. The number of iterations is basically
the number of different generations that will be simulated. The transforma-
tion type is set to mutation, as this is the common procedure to induce new
genes in the population. And the number of selected individuals accounts
for the individuals that are chosen to pass down their genes. The remainder
parameters that can be observed in figure 3.27 are explained in the current
section.

It is beneficial to start with a population that is in the vicinity of the optimal
solution. Hence, the algorithm will require fewer iterations to find the desired
sizing.

The initialization of the population is done in the following manner:

• Solar Panel area that would generate 120% of the consumption needs.

• Battery size that could assume the load demand for 24 hours by itself.

• The fuel cell has the capacity to meet the peak power demand
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• The electrolyzer is capable of absorbing the peak power generated by
the solar panels previously considered.

• The hydrogen tank can provide the fuel cell with enough hydrogen to
power the system for 4 days by itself.

• From those genes, a population of 30 individuals is generated with a
relative standard deviation or coefficient of variation (CV) of 40%, which
represents a moderate to high variability.

2. Evaluation

The primary population undergoes evaluation in the fitness function. This
function assesses each individual and grants a singular qualification to each
and every one. In the case studied, the aim is to minimize the size of the
components, therefore the best qualifications are given to those individuals
with a lower result. The way individuals are assessed is explained thereupon.

• Each individual or possible optimal solution goes through the algorithm
described in section 3.3.

• A variable "count" is defined. This variable adds 1 each time the Battery
SOC is above 100% or below 10%. Also when the hydrogen tank is
empty or has a negative value.

The result returned by this function follows this rule:

f (x) =

{
10 · 2(1−

count
1000 ), if count ≥ 0

1/result otherwise

With "result" being the scalar multiplication of the Price vector and the so-
lution vector. The Price vector contains the values defined in section 3.2.7,
whereas the solution vector is each one of the sizes in the current iteration.

This way of granting a score to each individual improves the performance
of the GA, as even the unfeasible solutions are ranked ascending in quality.
The best individual from each iteration is appended and stored as a list in
Python.

3. Gene selection

The selection of the genes is done with a ranking function, which transfers the
best fits among the population to the next generation. In this work, the best
10 individuals from each iteration can pass their genes to the next generation.

To cover also for the uncommon event in which an unfit individual is able to
procreate, a 20% randomness is included in the ranking process. Thus, 20%
of the time any individual from the population, without condition, will be
selected and pass its genes.
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4. Crossover

The selected individuals are grouped randomly by pairs 15 times. Each pair
represents a parent of two children from the following generation. Some of
the individuals can be left out at this point since the process chooses the
parents randomly. Additionally, some parents will produce children with
different partners. Crossover is done uniformly. Meaning that each dominant
gene is selected from each of the parents randomly. By the end of this process,
a new population of 30 individuals will be generated.

5. Mutation

According to [42], there are two types of mutation, Random and Shrink.
Random means that a gene is substituted by a randomly generated variable.
Shrink consists of adding a value to the gene from a uniform, normal, or any
other kind of distribution.

20% of the new population experiences a mutation, which consists of an alter-
ation of their genes. An individual can also be chosen twice and experience
two mutations, however, this is very unlikely. The gene is altered by adding
or subtracting from the gene (both cases have the same probability of occur-
ring) a mutation coefficient times the gene. The mutation coefficient is set
to 30%, being the maximum allowed mutation to occur for a gene. A ran-
dom number from 0 to 1 in steps of 0.1 creates different possible mutation
deviations from the original gene, as presented in equation 3.12.

Individualx[y] = Individualx[y]± mutationcoe f ×
Rand(0, 10)

10
× Individualx[y]

(3.12)

After executing the amendments mentioned, steps 2-5 are repeated for a spe-
cific number of iterations set by the user. Convergence criteria can be added
by setting a maximum amount of iterations to be run without changes or
establishing a minimum change of the best score stored so far.

Before jumping back to step 2 (the fitness function), limits are set for each
gene. For instance, none of the components can be below 0, therefore if after
a mutation the value falls below the limit, a function brings back the gene
to 0. Similarly, the user can set a minimum or maximum value for each
component, and the gene is therefore constrained. Solar panels are a clear
example of this, as the property where the microgrid is installed can have a
limited amount of area available for the PV panels.
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Figure 3.28: Genetic Algorithm evolution

6. Results

After the last iteration, it is necessary to transform the results back to the real
value, the summation of the cost of each component. An inverse function of
the modification in 2 is applied.

f (x) = 20 +
1

result
(3.13)

f−1(x) =
1

result − 20
(3.14)

Figure 3.28, shows the evolution of the simulation per iteration. The y-axis
reflects the inverse of the cost of the system, as it is modified according to
equation 2.

3.4.2 PYOMO Linear Programming

There are several optimization paths that can be followed when managing an hy-
brid microgrid: there can be simply an insurance that demand is followed, a tech-



3.4. Optimisation methods 63

nical optimization that guarantees that the system functions efficiently in its engi-
neering variables, an economic optimization that tries to reduce costs as much as
possible and a techno-economic optimization that combines the engineering effi-
ciency with the minimization of the costs. For the purposes of this project, the last
optimization method was the one used. In paper A review of energy management
strategies for renewable hybrid energy systems with hydrogen backup, a great overview
of all these optimization methods and their applications is presented. With 80 re-
ports being summarized according to the type of hybrid system, depth of analysis,
optimization objectives and constraints [120]. Although all of them present valu-
able information for the development of the EMS optimization intended, 3 of them
were object of further analysis, as they resemble the goal of this project the most:

• Optimized operation combining costs, efficiency and lifetime of a hybrid renewable
energy system with energy storage by battery and hydrogen in grid-connected appli-
cations[47];

• Definition, analysis and experimental investigation of operation modes in hydrogen-
renewable-based power plants incorporating hybrid energy storage[118];

• Control based on techno-economic optimization of renewable hybrid energy system
for stand-alone applications[113].

In these attempts, optimizing an energy management system for a hybrid mi-
crogrid, there were 4 goals: to ensure demand, minimize costs, maximize lifespans
and improve performance. These same goals were the final objective for the opti-
mization process developed for this project. Similarly, the constraints used in this
project are in some ways parallel to those presented in the aforementioned reports,
such as power balance, SOC of battery and hydrogen tank.

Having established some of the basis studied, the optimization process used
for the purpose of this report can now be described. The first decision to be made
is the software in which the optimization will be done. As the rest of the coding
and calculations previously mentioned in this report are made using the Python
programming language and the Pandas Library, it makes sense to continue using
the same software to allow for better integration between each stage of the hybrid
microgrid calculations. As such, Python Optimization Modeling Objects (PYOMO)
was used in order to have an optimization tool in Python. PYOMO is a Python-
based open-source software package that supports a diverse set of optimization
capabilities for formulating, solving, and analyzing optimization models. By de-
fault, it uses GNU Linear Programming Kit (GLPK), a package intended for solving
large-scale linear programming (LP), mixed integer programming (MIP), and other
related problems. In the case of this project, only linear programming was used,
with the solver behaving like a black box, receiving the functions, constraints and
values given, and providing the solution for each time frame.
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With the software and solver chosen, the code could now be developed. Firstly,
the load curve is obtained as previously explained, along with the generation from
the photovoltaic system and the prices of each component based on the sizing
earlier obtained through the genetic algorithm. Both the load and the irradiation
data are then separated into "chunks", dividing the 20 years worth of data into
smaller time sets, depending on the definition, in order for the solver to be able to
compute the results in a reasonable amount of time. As such, instead of running
the solver for a 1 year problem, the solver would instead run for a daily problem,
on 365 iterations, as an example. Having all the data necessary, the optimization
using Pyomo can then be done.

Initially, all the values must be included inside the Pyomo function. With this
in mind, a dictionary is created in order to be used as input for the function. After
this step, the function is created and a model.T is generated that indicates to the
solver how many steps are in the time frame that has to be solved. Inside this
function, both parameters and variables are created. Parameters are fixed values
throughout the application of the linear optimization and through time, such as
the cost of the components, which require a initialization with a specific value. For
this initialization, the previously created dictionary that was input to the function is
used. An example of this parameter can be seen in figure 3.29. Parameters are also
used to input the previously obtained load and generation values for each moment
in time. Variables on the other hand do not have any previously attributed values,
and are the unknowns that the system is solving for. Examples for the definition
of a variable that can assume general values, and a variable used as a binary can
be seen in figures 3.30 and 3.31.

Figure 3.29: Parameter set in PYOMO function

Figure 3.30: General variable set in PYOMO function

Figure 3.31: Binary variable set in PYOMO function

Having all the parameters (capacity of battery and hydrogen tank, maximum
power of battery, fuel cell and electrolyzer, cost of components, generation and de-
mand) and variables (SOC of battery and hydrogen tank, current power of battery,
fuel cell and electrolyzer, and some smaller binary variables to help the solver)
defined, the objective function and constraints are established in order for the op-
timization problem to be solved.
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Firstly, the objective function is set. Since the sizing of the components is made
separately with the use of the genetic algorithm, the only cost optimization that
can be done with the EMS is by maximizing the lifespan of components, therefore
minimizing re-acquisition costs. As such, a cost function was used as the objective
function, composed of 4 different costs. The cost of each component is calculated
by multiplying the cost of the component by the percentage of lifespan used per
hour. In the case of electrolyzer and fuel cell, on/off cycles also consume an extra
3 hours of lifespan [113]. The first is the battery cost per hour, represented in
equation 3.15.

BatCostperHour = BatCost × (
(Batch + Batdch)

Batcap × Batupw × Batwarr
+

(1 − MinSOC)× 0.25
Batwarr

+
MaxSOC × 0.25

Batwarr

(3.15)

The cost per hour is in function of the total battery cost (BatCost), the total
charge and discharge of the battery during the hour (Batch and Batdch), the battery
capacity (Batcap), the battery’s usable power (Batupw) and finally the warranty of
the battery in cycles (Batwarr) [113]. The MinSOC is dependant on a constraint that
makes it 0 when the battery is below 0.2 SOC, attributing a cost to the battery
being below this value, so the model avoids it, but allows in case it is necessary
energy wise. While the MaxSOC follows the same principle, but for a maximum
SOC value before there is extra degradation [8]. Following the battery cost per
hour, the equation for the fuel cell cost per hour can be seen in equation 3.16.

FCCostperHour = FCCost ×
FCON + 3 × FCSwitch

FCwarr
(3.16)

The cost per hour of the fuel cell depends on the total cost of the fuel cell
(FCCost), a binary indicating if the fuel cell was on in that hour (FCPower), a switch
that represents an On-Off cycle FCSwitch and the warranty of the fuel cell in hours
of usage (FCwarr) [113]. Finally, the equation for the electrolyzer cost per hour is in
equation 3.17.

EZCostperHour = EZCost ×
EZON + 3 × EZSwitch

EZwarr
(3.17)

Just like in the case of the fuel cell, the cost per hour of electrolyzer depends
on the total cost of the electrolyzer (EZCost), a binary indicating if the electrolyzer
was on in that hour (EZPower), a switch that represents an On-Off cycle EZON and
the warranty of the electrolyzer in hours of usage (EZwarr) [113]. Combining all of
these equations, the total cost/objective function is represented in equation 3.18.
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BatCostperHour + FCCostperHour + EZCostperHour + WastePower × WasteCost (3.18)

The component costs per hour are included, along with the waste power, that
is introduced so that it is also being minimized in the objective function, with the
WasteCost being equal to the average cost of electricity in a country or the cost of
diesel, depending on the location. The definition of the cost function in the code is
represented in figure 3.32.

Figure 3.32: Objective function set in PYOMO function

The objective function minimized the cost, by trying to achieve the maximum
lifespan of the components. Having set this objective function, the constraints must
now be set. The first constraint exists to ensure that demand is followed. As such,
equation 3.19 is set.

Demand = − Batch

Bate f f
+ (Batdch × Bate f f )

+ FCPower − EZPower + Generation

× DegradationPV + WastePower

(3.19)

The parameters that were not defined previously are the demand from the ap-
plication in question, battery efficiency (Bate f f ), the generation and the degradation
of the photovoltaic system. This constraint equals the demand to the power drained
from the battery, the energy generated with the solar panels and the power from
the fuel cell, while it takes into account the energy that goes into the electrolyzer
and the waste power. The following constraint defines the SOC of the battery, as
demonstrated in equation 3.20.

BatSOC[t] = BatSOC[t − 1] + (Batch[t]− Batdch[t]) (3.20)

The time defining "[t]" exists in the previously mentioned equations, however
it was not represented in order to avoid a cluster of too much information and
too many variables. However, for this constraint, it is necessary, as the SOC of the
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battery is calculated taking the SOC in the previous moment in time and adding
the charged power and subtracting the discharged power. It should also be noted
that the SOC in the first moment of the solution has to be an input, as the equation
cannot run for moment [t-1] at instant 0. This constraint is represented in figure
3.33, both to demonstrate how the first time step is defined, but also to present
how constraints are defined in general.

Figure 3.33: Constraint set in PYOMO function

With this constraint in mind, and keeping the topic on the battery, another two
constraints were included in order to guarantee that the battery cannot charge and
discharge at the same time. This is represented in equations 3.21 and 3.22.

Batdch[t] <= (1 − Binary[t])× BatMaxDischarge (3.21)

Batch[t] <= Binary[t]× BatMaxCharge (3.22)

In these equations, a binary is introduced, along with the max charge and
discharge capacity of the battery. The purpose of this binary is that, when it is 1, it
only allows for the battery to charge, and when it is 0 it only allows for the battery
to discharge. It also gives space for both to be 0, with the less than or equal to the
max charge/discharge rate. The last battery constraints are presented in equations
3.23 and 3.24.

BatSOC >= MinSOC × Batcap × Mincap (3.23)

BatSOC <= Batcap × Maxcap + MaxSOC × Batcap × (1 − Maxcap) (3.24)

These constraints take the battery capacity and multiply it by a specific state of
charge, from which the battery gets more degradation upon usage. In this case,
there is both a 0.2 minimum capacity, and in the case of that constraint, the binary
MinSOC becomes 0 when the battery is below this threshold, therefore assuming
an additional cost in the objective function. As for the maximum, if the battery
goes over the limit of 0.8, the binary becomes 1 and assumes, yet again, a cost
[8]. It should be noted that both of these are soft limits, meaning the battery can
surpass these values, but the optimization tries to avoid so in order to reduce costs.
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With the battery side fully defined, the hydrogen system now needs its constraints
regarding the SOC of the hydrogen tank. This constraint can be seen in equation
3.25.

TankSOC[t] = TankSOC[t − 1] + (EZPower × EZe f f × Compressore f f )−
FCPower

FCe f f
(3.25)

Just like in the battery SOC, the SOC of the hydrogen tank each a moment in
time is dependant on its status on the previous time period. Taking that previous
time period, the tank charges with electrolyzer power, while taking into account
the efficiency of the electrolyzer itself and the compressor necessary to get the
hydrogen pressure to the values of the tank. It also discharges the tank with the
fuel cell and once again takes into account its efficiency. Similarly to the battery,
the SOC of the tank in the first moment of time has to be an input as there is no
possibility for the solver to solve for [t-1] at time = 0. After these components are
constrained, the electrolyzer and fuel cell’s functioning can be managed. Firstly,
the constraint that relates the binary representing the On status in an hour and the
power used by the electrolyzer and fuel cell is represented in equations 3.26 and
3.27 respectively.

EZPower <= EZON × EZMaxPower (3.26)

FCPower <= FCON × FCMaxPower (3.27)

In these equations, the power supplied by either the electrolyzer or fuel cell are
dependant on a binary (EZON and FCON) and the maximum power that each can
supply. At the same time, logistically it does not make sense for the electrolyzer
and fuel cell to be able to work simultaneously, as either generation is in excess, so
it can follow demand and provide power to the electrolyzer, or there is not enough
generation to follow demand and not enough battery power, and therefore the fuel
cell would need to follow the demand and the electrolyzer would remain in idle.
As such, a constraint was designed to emulate this behaviour, and it is represented
in equation 3.28.

FCPower <= (1 − EZON)× FCMaxPower (3.28)

This constraint makes it so that when the electrolyzer is on, and therefore the
binary is 1, the fuel cell power has to be smaller or equal to 0, and the fuel cell
power can only assume zero or positive values, hence the fuel cell power being
zero when the electrolyzer is on. The final constraints in the realm of the elec-
trolyzer and fuel cell are the ones used to define the switch, that allows a cost to be
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attributed to On-Off cycles. For this purpose, a binary called "Help" was defined
using equations 3.29 and 3.30.

HelpEZ[t] <= EZON [t − 1] (3.29)

HelpFC[t] <= FCON [t − 1] (3.30)

So these binaries assume the value zero if the component was off in the time
step before, or can assume one or zero if the component was on in the hour before.
It should also be noted that at time step zero (t = 0), these binaries are hard coded
to assume the value zero, as the model would not be able to calculate a value for
EZON and FCON at t = -1. These binary values can now be used in the definition
of the switches, as represented in equations 3.31 and 3.32.

SwitchEZ[t] = EZON [t]− EZON [t − 1] + HelpEZ[t] (3.31)

SwitchFC[t] = FCON [t]− FCON [t − 1] + HelpFC[t] (3.32)

Both switches depend on the state of the electrolyzer at the current time stamp
and the previous one. At the same time, the help variable exists to regulate for the
fact that if the electrolyzer is off in the current hour, but on in the previous hour,
the switch would return a value of -1 which is not supported by the binary quality
of the variable. As such, the constraint help compensates so that the value -1 is
not returned. At timestamp zero, the components EZON [t − 1] and FCON [t − 1] are
replaced by input values in the function. The last constraints are concerning the
waste power.

WastePower <= IrradianceMax × WasteON (3.33)

Firstly, the boundary is set for the waste power in equation 3.33. In this con-
straint, the waste power is maximized by the max value of irradiance within the
set data of solar irradiation on the application, and it is multiplied by a binary that
indicates if there is waste power or not. This binary is relevant for the following
two equations 3.34 and 3.35.

Batdch <= (1 − WasteON)× BatMaxDischarge (3.34)

FCPower <= (1 − WasteON)× FCMaxPower (3.35)

These two constraints make it so that there cannot be waste power while the fuel
cell is working or the battery is discharging. This makes logistical sense because if
there is a demand, and enough generation, this generation should be following the
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demand, instead of wasting power and forcing either the battery or the fuel cell to
compensate.

Last step of this function is to setup the outputs, allowing for the user to access
SOC of both battery and tank, power of electrolyzer and fuel cell, demand and
photovoltaic generation, at all time steps.

This function is now ready to be used in a for loop. The selection of a for loop
was made in order to solve all the chunks sequentially, while also updating certain
values of the energy system within the loop. As such, inside the loop, the function
was ran, and the results of each solution of the function were used to both update
battery and hydrogen tank values for the next solution, but also store the value of
the electrolyzer and fuel cell binaries, in order for the optimization code to know
the value of the switches.

Besides the aforementioned functionalities within the for loop, the degrada-
tion was also calculated in this section of the code. Firstly, the degradation of the
maximum power capacity of the battery was calculated using the number of cy-
cles warranted by AutoX and LG, who warrant 6000 cycles with a final remaining
capacity of 60% [100][76]. As such, as the for loop was ran, when enough time
frames were solved to complete a month, the total charge and discharge energy
of the battery was taken. The number of cycles were then calculated considering
the maximum capacity of the battery, and, for each cycle, a percentage of 0.04

6000 was
deducted from the battery capacity.

Following the battery, the degradation of the electrolyzer and fuel cell were also
calculated. For the calculation of the electrolyzer, 2% degradation per 8000 hours
was considered [97], while for the fuel cell 0.4% per 1000 hours was taken into
account [116]. Using these values, the amount of hours of use for each period of a
month was taken and the degradation on these components introduced.

Finally, the degradation of the photovoltaic panels simply takes the flat degra-
dation of 3.6% at the end of 25 years of warranty, and linearly distributes it every
month [40].

In order to allow for longer simulations if desired, when the degradation reaches
the final value expected, whether it is 60% for the battery or 80% for the fuel cell
and electrolyzer, the degradation is reset in order to represent the acquisition of a
new component.



Chapter 4

Sizing of microgrid and economic
analysis results

In this chapter, the specific sizing of all the components of a hydrogen microgrid is
presented. The sizing process is executed by the Genetic Algorithm, described in
section 3.4.1. The code finds the best fit by simulating the 20-year energy flows of
multiple microgrid sizing possibilities. The selection of the best solution is based
only on cost.

4.1 Sizing results

The results in table 4.1 display significant variations, primarily due to the diverse
loads, the shape of the demand curve, and the sole reliance on solar irradiation for
energy provision.

Kenya
(FACILITY)

Netherlands
(HOUSE)

Maldives
(HOTEL)

Greece
(DATA

CENTER)
PV panels 30 m2 69 m2 3,820 m2 299,964 m2

Battery 24.2 kWh 24.5 kWh 1,979 kWh 125 MWh
Fuel cell 1.6 kW 3.3 kW 167 kW 5,575 kW
Electrolyzer 1.3 kW 4.2 kW 418 kW 4,896 kW
H2 tank 14.4 kg 163.4 kg 3.2 t 247 t
Consumption
(yearly)

8,221 kWh 8,753 kWh 1,288 MWh 55,874 MWh

Table 4.1: Final sizing for each case study
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In both the Kenyan facility and the private property in the Netherlands, there
are constraints on the solar panel area, limited to a maximum of 30 m2 and 69 m2,
respectively. One expected takeout deduced from these results is that the seasonal-
ity of solar irradiance in the Netherlands compared to Kenya accentuates the need
for long-term hydrogen energy storage to endure the challenging winter condi-
tions. Since the utilisation of hydrogen is larger, thus the fuel cell and electrolyzer
are sized accordingly.

In regards to the Hotel in the Maldives and the Data Center in Greece, the
numbers are one order of magnitude larger compared to the previously discussed.
They also differ greatly between them, so it is not easy to extract conclusions here.
It is worth mentioning that in these two last cases, the solar panel area was not
restricted, thus the energy wasted by these two systems is expected to be larger.
The result for the solar area in the two cases appears as a large number but for the
sake of comparison, the largest solar farm in Greece has an area of solar panels of
1.36 million m2 [93] and in Denmark 3.74 million m2 [110].

In these cases, it is very convenient to have a hydrogen off-taker, such as another
resort or a refueling station. Hydrogen can also be used in a green hydrogen grid
balancing plant to provide power and ancillary services to the power grid, in case
there is a connection in the surroundings of the microgrid.

4.1.1 Component specification and cost

In table 4.1, a complete breakdown of the price of the components is presented.
For Kenya, the complete installation cost of the microgrid totals 163,369 $. For the
Netherlands, the price rises up to 409,283 $, which is more than double for a similar
yearly energy consumption. The main driver of the cost difference is the hydrogen
tank, which accounts for nearly 50% of the total cost of the house in the european
country. On the other side, moving to the more energy-demanding microgrids, the
cost is mainly driven by solar panels and batteries.

To provide a better understanding of this table, pie charts showing the share of
the cost for each component are illustrated in figure 4.2. For Greece and Maldives,
solar panels and battery account for as much as 71% and 84.6% of the total price
respectively. The hydrogen side of the microgrid is, in these cases, not the primary
factor influencing the price, while it is for the smaller cases. The fact that the PV
panels are not a constraint also influences the results, but the economies of scale
and primarily the cheaper hydrogen storage for big quantities of gas are the main
factors behind the cost reduction.

It can also be seen how in those places closer to the equator, Kenya and the
Maldives, the requirement for hydrogen storage is less as the sun irradiation is not
affected largely by seasonality.

It is also worth noting how the price is influenced by the fuel cell and the
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Figure 4.1: Breakdown of prices for each case study

electrolyzer for the Data Center in Greece, less than 7% of the total.

Figure 4.2: Comparison of component Cost Breakdown for the cases studied
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4.1.2 Economic analysis

Hereby, the economic results of the different microgrid designs are presented in
figure 4.3. The CAPEX is described in the previous subsection 4.1.1. The OPEX is
calculated as a percentage of the CAPEX [63],[112],[90],[89], for the microgrid case
and as the summation of the maintenance and fuel cost for its diesel counterpart.
The TCO and LCOE are the metrics used to compare the hydrogen microgrid, a
diesel generator and the national power grid.

In all cases, the price of electricity from the electrical grid is much more af-
fordable than either of the other two alternatives. Therefore, it does not make
much economical sense to build a microgrid wherever the national grid is already
present. In remote locations, a deeper feasibility study could be done to discern
which option is economically more viable.

Looking at the Break even column from figure 4.3, it can be observed that all
cases are above 20 years from the moment when it becomes preferable to construct
a hydrogen microgrid, cost-wise. The fact that all cases are above 20 means that in
any case, it is more affordable to produce electricity via diesel than by constructing
a hydrogen microgrid since the expected lifetime of the microgrid is 20 years. How-
ever, the final decision on which system to build is influenced by factors beyond
just monetary considerations. CO2 emissions, deforestation or energy ownership
are elements that lean the decision towards a microgrid.

The Kenyan facility and the data center in Greece are the cases where a micro-
grid is closer to being economically viable. Additionally, the possible commercial-
ization of hydrogen which is not considered in this study, would highly influence
the results shown in table 4.3.

Figure 4.3: Economic metrics for each case study



Chapter 5

Energy management optimisation re-
sults

In this chapter, the results of the regular EMS using the Genetic Algorithm are com-
pared to the optimized PYOMO results. Both energy flows and the performance
indicators are presented and discussed. For the reference case of showcasing the
energy flows in the system, the case for the house of the Netherlands was chosen
due to the yearly seasonality and also the familiarity with the order of magnitude
of the results.

5.1 Energy and hydrogen flows

Firstly, the energy and hydrogen flows of both the Genetic Algorithm and the
PYOMO are used. Both codes give us the hourly flow of energy in and out of the
battery, the electrolyzer and fuel cell powers, which lead to variation in the battery
and hydrogen tank levels, and generation and demand characteristics.

The first graphs presented show the full energy flows over the 20 year period
simulated by both the Genetic Algorithm and the PYOMO optimization in figures
5.1 and 5.2, respectively.

In both these graphics, the periodicity of the hydrogen tank SOC can be seen,
with it being refilled to the maximum every summer and used every winter. At
the same time, the effects of the worst case scenario for irradiation present every
5 years can also be observed, with the hydrogen tank failing to completely refill
during the summer in these cases, for both simulation softwares. It is also apparent
that both the fuel cell and battery charge are maximized by the PYOMO software,
working at values much closer to both max fuel cell power and max discharge
power respectively.

In order to further see the fluctuations in the flows of energy and hydrogen,
the first graphs are amplified and excerpts of 4 days for both the Genetic Algo-
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Figure 5.1: Energy flow values for the entire Genetic Algorithm simulation of a 20 year energy system
of a house in the Netherlands

Figure 5.2: Energy flow values for the entire PYOMO simulation of a 20 year energy system of a
house in the Netherlands

rithm and the PYOMO are taken. These timeframes are then inspected for both an
average irradiation year and a worst case scenario for irradiation. Energy and hy-
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drogen flows for the house in the Netherlands, with the first case showing values
for an average year of irradiation in figure 5.3 and the second case presenting the
worst case irradiation in figure 5.4, both using Genetic Algorithm.

Figure 5.3: Energy flow values over 4 days, in the summer of an average year, for the Genetic
Algorithm simulation of a 20 year energy system of a house in the Netherlands

In these images, the impact of the worst year of irradiation is very visible when
compared to an average irradiation year, with some days showing irradiation levels
that require the microgrid to use the hydrogen system, even in the summer. The
same can be seen for the PYOMO, in figures 5.5 and 5.6.
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Figure 5.4: Energy flow values over 4 days, in the summer of the worst year, for the Genetic Algo-
rithm simulation of a 20 year energy system of a house in the Netherlands

Figure 5.5: Energy flow values over 4 days, in the winter of an average year, for the PYOMO simu-
lation of a 20 year energy system of a house in the Netherlands
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Figure 5.6: Energy flow values over 4 days, in the summer of the worst year, for the PYOMO
simulation of a 20 year energy system of a house in the Netherlands

5.2 Performance indicators

The first performance indicator to evaluate is the wasted power. As such, a graph
can be seen in figure 5.7 representing the waste power as it gets summed up over
time.

This figure shows that the PYOMO optimization did a great job at reducing the
wasted power, by having a difference of nearly 20000 kW in power lost. Consider-
ing the non optimized system waste upwards close to 80000 kW, this represents a
reduction of approximately 25%. Further comparison of the waste power numbers
is represented in table ??.

Percentage of
Power Loss (%)

Average
Wasted Power (W)

Probability of
Wasted Power (%)

Genetic Algorithm 48.38 483.5 14.71
PYOMO 37.82 377.9 13.24

In the table, it can be seen that there is a significant reduction in the percentage
of waste power lost, when compared with the total demand power (percentage of
power lost) . Along with this, the average wasted power per day is also much lower,
however the probability of wasted power, which is the number days in which there
is wasted power over the total number of the days, is very similar. This means
that, although the average value of the power wasted is lower in the PYOMO, the
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Figure 5.7: Comparison of total wasted power, between the Genetic Algorithm, and the optimization
using PYOMO

number of days in which there is waste is very similar between both softwares.
Also, although reduced, the waste power using the PYOMO optimization is still
very high, and as such it should be analyzed why this wasted power exists. In
order to better do this analysis, heat maps representing the wasted power per
month through the years in the Genetic Algorithm and the PYOMO optimization
are presented in figure 5.8.

These graphs better show the distribution of the wasted power over time. In
both softwares, waste power is present in a period of the year from April to Septem-
ber, with the Genetic Algorithm presenting higher peaks of waste power in the
month of August. The source of this waste power can also be explained by the
time frame in which it occurs. As these months present higher irradiation values,
there will be high influxes of energy from the photovoltaic system. As the battery
and the electrolyzer both try to use this power influx, they are both limited by
their maximum charge capacity and electrolyzer power, respectively. As such, if
the irradiation power is higher than the sum of the maximum charge capacity and
electrolyzer power, there will be waste power. At the same time, there is also a
limitation created by the battery and hydrogen tank reaching maximum SOC. If
this happens, the system will again accrue in having wasted power.

With the waste power comparison made, the use of the fuel cell and electrolyzer
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Figure 5.8: Heat map of the wasted power per month over the years in the Netherlands, using
Genetic Algorithm on the left, and PYOMO optimization on the right

can now be analyzed. For this purpose, the number of hours that both pieces of
equipment are utilized is represented in figure 5.9.

This figure shows that, even though the electrolyzer usage is very similar be-
tween both softwares, the PYOMO optimization clearly edges out when it comes to
hours of run time of fuel cell. This reduction by approximately 15000 hours of fuel
cell usage represents a 40% reduction when compared to the Genetic Algorithm,
extremely favoring the lifespan of the component. However, when it comes to the
amount of On-Off cycles of both the electrolyzer and fuel cell, the management
systems performed very differently, as can be seen in figure 5.10.

In this figure, it can be clearly seen that the PYOMO optimization results
present a significantly higher value of switches, with each switch representing an
On-Off cycle. The reasoning behind this will be analyzed at the end of this section,
while encompassing all the results at hand.

Having gone through fuel cell and electrolyzer usage, the average SOC of both
battery and hydrogen tank are a factor of interest when analyzing how both soft-
wares performed. These results are present in figure 5.11 and 5.12.

These graphs show that the PYOMO optimization steadily maintained a lower
value of the battery SOC over the months, which is explained by the constraint in
the code that introduces a cost to the battery working above 80% charge capacity
due to extra degradation, with the case being the same below 20%. The impacts
of this coding choice will be further analyzed again at the end of this section. As
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Figure 5.9: Comparison of hours of power of both fuel cell and electrolyzer, between the Genetic
Algorithm, and the optimization using PYOMO

Figure 5.10: Comparison of On-Off cycles of both fuel cell and electrolyzer, between the Genetic
Algorithm, and the optimization using PYOMO
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Figure 5.11: Average state of charge of the battery and hydrogen tank, over a 20 year span, using
Genetic Algorithm

for the SOC of the hydrogen tank, it has very similar results for both cases, with
PYOMO only showing slightly smaller fluctuation in the values.

The final analysis to be made on the performance of the PYOMO is on the
effect of degradation on the lifespan and capacity of components. This is observed
in figure 5.13.

In this graph, it can be seen that there is a progressive and gradual reduction
in the maximum capacity of the components, with the electrolyzer and fuel cell
losing 500W and 300 W of maximum power respectively. However, the 20 years of
degradation using the lifespan optimization is not enough for the two components
to reach below the 20% degradation necessary for their replacement. This is not
the case for the battery however, which reaches the 40% degradation necessary for
its replacement around the 19 year mark, as can be seen by the battery capacity
resetting to its initial value.



84 Chapter 5. Energy management optimisation results

Figure 5.12: Average state of charge of the battery and hydrogen tank, over a 20 year span, using
PYOMO optimization

5.3 Discussion

With each piece of information, an analysis of the results in their complete capacity
can be made, encompassing all the information obtained. The analysis to be made
is mainly pertaining the performance indicators, as they are the ones who show
the decisions the code made when optimizing the system.

The most unexpected result, and the one who goes against the fact that the
PYOMO presents an optimization of the system, is the number of switches. How-
ever, there is an explanation to why the PYOMO decided to have so many On-Off
cycles when compared to the Genetic Algorithm. This is due to both something
by design, and something that can be improved in the future. The reason why, by
design, the PYOMO optimization is introducing more switches, is because of the
battery SOC having a cost to going below 20% and over 80%. This leads to the
management system utilizing the electrolyzer more times in order to avoid the ex-
tra cost of surpassing the 80% mark, but doing it without running the electrolyzer
on a constant manner. The same can be said about the fuel cell, where the system is
turning on the fuel cell when necessary in order to avoid the battery going below
20% SOC, as mathematically this is economically the correct decision. However,
this is where the future improvement can be accomplished. The reason why the
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Figure 5.13: Graphical representation of the maximum capacity of components over time

system is deciding to increase the number of On-Off cycles over extra degradation
of the battery by being below 20% or over 80% is because the cost that is being
given to this extra battery degradation is higher than the cost of extra switches
of the fuel cell and electrolyzer. However, this might not be the case, since even
though the battery working in ranges below 20% and over 80% is prejudicial to
its lifespan, it does not present degradation values that significantly higher than
its regular usage within 20% and 80%. As such, more investigation would be nec-
essary to evaluate the true cost of utilizing the battery at each level of charge, in
order to more accurately evaluate whether the system should avoid these SOC’s or
not.

Besides this, the PYOMO optimization could be further optimized in order to
allow for the chunks of time it uses for each optimization to be higher than the
current value of 10 hours. Higher chunks of time could allow for better evaluation
of future circumstances and maybe a continuous use of both electrolyzer or fuel
cell, while avoiding the costly State of Charge over 80% or under 20%. The cur-
rently used chunks of time of only 10 hours, do not allow for the system optimize
according to an entire day worth of irradiation and usage, and as such, the simple
accomplishment of achieving optimization for bigger chunks of time could achieve
much better results.

Besides this possible problem related to the switches, it is clear to see that
the PYOMO does achieve its goal of optimizing the way in which the system
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works both in number of hours of fuel cell run time, the average battery State
of Charge, that is within the values at which it has lower degradation and espe-
cially the wasted power. This last component has an attributed cost equal to the
power of electricity in the cost function of the PYOMO, which leads it to attempt
reducing it, something not done by the genetic algorithm.
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Conclusion and future study

In this chapter the concluding remarks based on the results will be discussed as
well as comprehensive suggestions for further exploration using the foundations
set be the present report. The software developed for this thesis will be open
sourced in a GITHUB repository given below:
https://github.com/Heraclitus2/Heraclitus2

6.1 Conclusion

After a comprehensive and thorough study on the different power requirements
and economic metrics for the test cases, the results were presented in the form of
sizing, simulation and optimisation. Those were conducted for all the proposed
stand alone hybrid storage microgrids, showcasing the flexibility of the developed
software.

After the selection of the 4 cases and the energy requirement criteria, the sizing
of the energy system was conducted. The basis for the sizing is that the load is
followed in an islanded, off grid configuration. Meaning, complete autonomy all
year without any external energy supply, an assumption somewhat realistic for a
laundry facility in Kenya or a house in Europe, but out of grasp for a data cen-
tre. The load profiles of each of these locations and applications was successfully
approximated, with hourly and monthly variations according to expected usage.
These designed load profiles were taken, along with the irradiation data, and used
as input in the developed Genetic Algorithm.

The Genetic Algorithm managed to provide the sizing results of the microgrid
in question. This was possible by utilizing the solar power received by the appli-
cation and its demand, while also taking into account efficiencies of components
and their power limitations. The system was then sized by minimizing the cost,
while following a battery prioritization strategy when it comes to its energy man-
agement. Utilizing the calculation methods explained in section 3.4.1, the software
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achieved convergence and provided valid numbers for the sizing of the full hybrid
microgrid.

The sizing of the system was the basis for the economic results. Upon com-
parison of the economic metrics, the effects of economies of scale and decrease of
prices with increasing size of components are evident. The data centre exhibited
the lowest payback period when compared to the cost of a diesel system. Also the
data centre microgrid has the lowest LCOE of all the cases. The residential appli-
cation exhibited the worst performance in regards to LCOE and payback period.
This can be attributed to the presence of EV charging in the load curve which had
a peak outside of the solar input time frame. This made it so that the hydrogen
system had to be oversized in order to supply this application.

No configuration was able to closely compete with the grid. However,this poses
an unfair comparison because there are aspects that justify the applicability of a
hybrid storage microgrid which can not be quantified in economic metrics. One of
the advantages of this is the independence from the energy grid. This is extremely
valuable when considering sudden increases in price, power outages due to natural
disasters or human error, and government enforced limitations on the grid. Besides
this, there’s also an environmentally friendly advantage to moving towards an
hybrid microgrid, as this represents zero CO2 emissions.

The values obtained through the Genetic Algorithm were then supplied to the
PYOMO optimization, where 20 years of energy management were simulated. This
software successfully followed the demand, while minimizing degradation. This
allowed for an increase in the lifespan in the components, reducing re aquisition
costs, and allowing for a longer longevity of the microgrid.

6.2 Future study

Expansion and future outlook of the study conducted for this report could include
further development in each of the different levels of the report. Those levels be-
ing, general software development, economics, sizing of components and energy
management system, as well as the major assumptions made in the beginning of
the report. One point of interest would be the exploration of the energy modeling
and economic evaluation of the system using the same conditions and assump-
tions, but the microgrid not having a 100 % islanded configuration and being off
grid, but rather be grid connected. Research objectives could be the introduction
of electricity pricing and carbon credits in the EMS and energy trading algorithms.
Another addition to the energy system could also be the inclusion of wind power
as a primary energy source or supplementary to PV power.

In the general software development domain, the expansion of the study could
include more online APIS other than just solar irradiance data. Those could include
land usage cost or the aforementioned wind speed data. Also the calculation of
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the available solar area for each project, a value already present in the energy
system constraints. In the interface domain, the output of the code, like graphs
and simulations also may be presented after the selection and value input as those
where outlined in section 3.2.3.

Further development and study when it comes to the economics could include
the projected decrease in prices of the system components. Prices for PVs and bat-
teries are already outlined in section 3.2.7 for the year 2030, so comparison of the
system CAPEX and all other economic metrics could be studied for future invest-
ments. Moreover, a further addition based on this premise could be the inclusion of
the price decrease projections in the cost of replacement of components. Another
economic comparison that could take place could be the one between different
electrolyzer and fuel cell technologies, since the prices used for the present study
were only accounting for PEM fuel cells, and PEM and AEM electrolyzers. Finally,
no variation in electricity or diesel price was assumed on this report as well as no
effect of inflation on the economic metrics.

The sizing of components in the study conducted in this report did not include
the wasted power and it was concluded that it made the system oversized, as it
produced and stored more energy than the system could use in some cases, such
as Kenya. It is difficult to decide which solution is better for this kind of system
since they are not designed to maximize producion, but to provide electricity in
a reliable manner. A weighted value for the Power wasted could be included in
the fitness function decision using the current price of electricity produced in the
country can be used for this purpose. However, some people might argue that for
such systems price is the only determining factor.

Optimally, the PYOMO optimization would be linked to the GA searching
method, providing a doubled-optimized solution. The GA can also be further
optimised by testing different mutation rates, crossover options and ranking pro-
cedures.

The platform and test cases assumed in this project could be used in order to
validate other energy management system strategies. Those could include hydro-
gen system priority in order to minimize the wasted power or battery priority in
order to minimise the cost.

Also, as mentioned in section 5.3, there are improvements to be made to the PY-
OMO optimization. Firstly, work should be done to progress towards being able
to use the Linear Programming solver for larger "chunks" of time. To achieve this,
it would be possible to allow the solver to use a higher portion of the user’s com-
putational power to process the calculations necessary. Besides this, there could
also be introduced a tolerance, to allow the solver to reach values close enough to
the final solution, without requiring the extra computational power to achieve the
exact solution. The final solution possible to optimize the time required to solve
the problem on higher "chunks" of time is to better define the constraints, so that
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the function isn’t over constrained. This optimization that allows for larger time
frames to be simulated is essential to allow for the proper sizing of the microgrid
to be simulated. This is due to the fact that the proper sizing would reduce size of
fuel cell, allowing for a more continuous working state of this component. How-
ever, this would require the energy management system to evaluate that it requires
fuel cell power to help compensate the battery discharge in advance, as the fuel
cell would not be able to follow the demand on its own.

Besides the previous problem with the optimization, there is also a possibility
of further improving the costs given to each property in the cost function. The main
costs that need future reviewing and study are the cost of charging/discharging
the battery at extra degradation SOC’s and the cost of wasted power. The arbitrary
cost given to using the battery at below 20% and above 80% state of charge was
a quarter of a lifetime cycle. However, this value was merely given to attribute a
cost to this state so that the PYOMO solver would avoid these extra degradation
states. A more accurate cost wasn’t found in the research made, with a proper
weighing of the cost of the extra degradation when compared with appropriate
battery usage needing to be calculated. With this improvement to the code being
made, a prioritization of charging the battery over using the electrolyzer could
lead to a reduction in the number of On-Off cycles this component is subjected
to. At the same time, a sensitivity analysis of the cost of waste power could lead
to finding the ideal value to optimize the system. Despite this, the results of the
energy and hydrogen flows indicate that the waste power is, for the most part,
properly managed, and derives from over sized components.
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Figure A.1: Imported python packages used for the modeling of the system

A.1.1 Interface

A.1.2 Modeling

A.1.3 Energy management system

A.1.4 Economics

103



104 Appendix A. Appendix

Figure A.2: Graphical User interface centered at Aalborg University east campus

Figure A.3: Graphical User interface centered at Chania Greece
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Figure A.4: Graphical User interface with expanded commercial option and selected coordinates

Figure A.5: Graphical User interface with expanded commercial option and selected coordinates for
6.5 MW data centre
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Figure A.6: Graphical User interface with expanded commercial option and selected coordinates for
6.5 MW data centre

Figure A.7: Call for solar irradiation data for Nairobi, Kenya using PVlib and PVGIS
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Figure A.8: Generation of residential load curve for electricity consumption and EV charging
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Figure A.9: Generation of load curve for communal facility in Kenyan village

Figure A.10: Generation of load curve for data centre
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Figure A.11: Fuel cell efficiency
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Figure A.12: Electrolyzer efficiency
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Figure A.13: Electrolyzer efficiency



112 Appendix A. Appendix

Figure A.14: Electrolyzer efficiency

Figure A.15: Electrolyzer efficiency



A.1. Software tools 113

Figure A.16: Solar panel cost scaling
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Figure A.17: Battery cost scaling
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Figure A.18: Electrolyzer cost scaling
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Figure A.19: Fuel cell cost scaling
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Figure A.20: Hydrogen storage cost scaling
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Figure A.21: Diesel generator cost scaling
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Figure A.22: Diesel generator cost scaling
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Figure A.23: Total cost scaling
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Figure A.24: Total cost scaling
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