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ABSTRACT
Anomaly detection plays a critical role in surveillance systems,
particularly in the automation of large-scale monitoring scenar-
ios. Anomaly detection algorithms require datasets comprised
of large amounts of annotated data to train and evaluate mod-
els. Gathering and annotating this data is a labour intensive
task, that can be costly if outsourced to external partners. A
method to get large amounts of annotated data explored by
current state-of-the-art research is to generate it artificially
using 3D applications, which has the advantage of being able
to generate new frames in quick succession. This poses new
issues for the end-user by being a specialized field, which
means low-expertise users rely on external partnerships to
have this option. In this paper we propose an application that
synthesizes datasets using 3D models and simulates anomalies
on real backgrounds using the Unity Engine. Additionally, we
introduce a high-usability User Interface attached to a highly
customizable simulation that simplifies the process of generat-
ing synthetic data without the need for specialized expertise in
3D animation. Testing datasets augmented with synthetic data
made using our application gave promising results, with in-
creases in both AUC and F1 scores in all cases. This indicates
that synthetic data generation for low-expertise end users is a
viable approach, and we recommend future works to focus on
creating high variation in their data and to use photorealistic
3D models and lighting.
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INTRODUCTION
In a scene monitored by a camera, abnormal activities, also
called anomalies, are activities that are out of the ordinary.
Some anomalies are scene dependent, i.e. what might be con-
sidered an anomaly in one scene might be considered normal
in another. For example, a traffic camera observing an intersec-
tion may sometimes need to detect illegal U-turns, while this
is not considered illegal elsewhere, and therefore would not
be an anomaly. Anomalies that are scene in-dependant also
exist, such as brawling or fighting, which would be considered
anomalies in most contexts. [35, 19, 6, 5]

Within automation of surveillance systems, anomaly detection
is a keen area of interest as it is beneficial for a system to
filter away normal behaviour and alert of abnormal behaviour.
The advantage of this is cutting down the manual labour of
monitoring large scale surveillance systems, such as public
monitoring in parks, harbours, streets, or intersections. This
can be especially beneficial in areas where quick detection of
anomalies is necessary, such as roads and intersections, where
traffic accidents can require quick responses to potentially
save the people involved. Common use-cases for anomaly
detection within traffic surveillance includes monitoring traffic
flow and congestion, accidents, and law violations. [25, 26,
24, 6]

Detecting anomalies is done using machine learning models,
often using autoencoder models that learn what the normal
input in their training set looks like. They then try to recreate
new frames from their testing set which includes both normal
and anomaly frames, and the optimal outcome is that they
are good at recreating normal frames, and poor at recreating
anomaly frames as they were not trained to do so. This divide
can be detected and used to classify the data. This has the
advantage over classical methods that the models do not need
to be trained on what every potential anomaly looks like,
as they are not made with the purpose of labeling specific
anomalies. [36, 15, 17]



Training these models requires large amounts of nor-
mal data, contained in datasets, while testing them requires
footage of annotated anomalous behaviour which can be
difficult to acquire. Datasets which can be downloaded and
used already exist, but the number of situations in which
anomalies can be present in reality is almost infinite, and
datasets do not exist for each type of situation. If a user wants
to train such a models to detect anomalies on e.g. a local road
outside of their house, they would need to create the dataset
themselves, as existing datasets would not accomplish this.

Getting large amounts of annotated real anomaly data
can be a difficult task, as manually annotating large amounts
of data is a labour intensive task. Due to this, attempts
have been made to use synthetically generated data instead,
which in some cases gave better results than using real data.
Methods here vary from using a video game like GTA to
teach a machine learning model to read traffic, i.e. where and
how far away other cars and lane markings are, when driving
[28, 18, 32], to using 3D artists to make synthetic anomalous
behaviour with 3D models in a scene. [25, 3]

Current methods for generating synthetic data relies
on time consuming processes, in some cases spending
multiple weeks on frame rendering, and dependence on
3D-artists for data generation, often involving external
partners. This leads to less flexibility in the data generation
process for the end users. Alternatives to doing manual
annotation, or hiring external partners e.g. 3D-artists and the
expenses that follow, is currently an active research area. [3,
13, 11]

In this paper we present a method to synthesize datasets using
3D models, simulating traffic anomalies on real backgrounds,
while lowering the dependency on 3D artists. We also present
a User Interface, specialized in high usability through Rapid
Iterative Testing and Evaluation (RITE), that simplifies
the process of generating synthetic data, without relying
on external companies or extensive knowledge about 3D
animation. This method innovates on current state-of-the-art
in multiple ways:

• Automated generation of normal and anomalous data for
use in datasets.

• A highly customizable simulation with a visual user inter-
face specialized in high usability.

• An application that allows users with low expertise to create
state-of-the-art synthetic data that can be used to improve
their datasets on multiple performance measures.

BACKGROUND RESEARCH

Anomaly detection
Machine learning for surveillance automation can be split into
two groups; those that require human feature extraction and
those that have automatic feature extraction. Classical models
utilize human feature extraction, while deep learning models
utilize automatic feature extraction. Deep learning models use
layered algorithms to create an Artificial Neural Network, and

are designed to make decisions in a similar fashion to how
a human would. This allows them to do complex tasks like
optimal feature extraction without human guidance, and they
outperform classical methods on classical vision techniques
regarding image and video data. [38, 31, 4]

A common pipeline for anomaly detection using deep
learning can be seen in figure 1, where the user is responsible
for data preprocessing, but the algorithm takes care of feature
extraction during training. [3, 2]

Figure 1. Illustration of a common pipeline for classification using deep
learning, which can be used for anomaly detection.

Current deep learning models for anomaly detection often
use a system where they do not specifically detect anoma-
lies. Rather, they are given data of how the scene normally
looks, and can detect to which extent the scene currently looks
normal. This is typically done using either a Prediction or a
Reconstruction based method, with prediction methods often
having higher accuracies in state-of-the-art experiments [33,
39], and being simpler to train. Detecting anomalies is based
on classifying frames that deviate heavily from the learned
data as anomalies. [36, 15]

Environment-dependent Anomalies
There are many different types of anomalies. Some anomalies
require certain factors in the environment, such as jaywalking
being an anomaly that requires a road, while other anomalies
can be present anywhere. Furthermore, anomalies can
have different frequencies in different places. For instance,
common anomalies on campuses include riding a bike,
walking on grass, and driving a golf-cart [24], while common
anomalies for traffic surveillance include different anomalies,
like jaywalking, cyclist out of lane, and illegal U-turns [2, 35].

This means that creating an anomaly detection algo-
rithm also becomes environment-dependent, meaning it can
be beneficial, or necessary depending on the model used, to
only include data from specific locations in a dataset. The
drawback is that the algorithm becomes hyper specific for
that location as any frame from a different location will be
impossible for the model to predict or reconstruct.



Synthetic Anomalies
Acsintoae et al [3] presents a way to artificially generate data
for abnormal behaviour. They take an image from real footage,
and remove the foreground elements, such as pedestrians
and cars, so they do not appear in every artificially generated
frame. 3D-artists then add 3D models onto the scene, the 3D
models then perform different scenarios like fighting, seizures,
or accidents. They run experiments on existing datasets and
add the synthetic data to it, getting increased AUC scores
(Lowest increase is 89.3% -> 90.5%, Largest increase is
58.5% -> 68.2%) compared to the non-synthetic counterparts.
The advantages of this method is that the research team
gains more control over the anomalies in the scene, and
since they control the ground truth, automatic annotation
of the anomalies becomes trivial. However, it also requires
hiring external partners e.g. 3D artists, which can be costly
and the logistics time-consuming, due to issues such as
miscommunication, rendering time, or multiple iterations for
the same footage.

Making synthetic data which matches real footage re-
quires careful placement of 3D objects, as they have to
match both the angle and location of how they would appear
were they real objects. This is commonly done by hand,
but is a time-consuming task [3]. Alternatives exist that
accomplish this automatically, such as fSpy, an open source
camera matching application [1]. This program is used by
state-of-the-art research to match the perspective of virtual
cameras to real cameras based on manual placement of
vanishing points. [16]

Diaz Da Cruz et al [11] present their paper with a new
Synthetic dataset for Vehicle Interior Rear Seat Occupancy
(SVIRO) that can be used for detection and classification.
Their dataset contains vehicle interiors from ten different cars,
the rear sets would be randomly occupied by 3D models of
people of different sizes and shapes, children, baby seats,
children seats, and bags. Their fully synthetic dataset achieved
similar results to a similar dataset comprised of real footage,
which is a good result for a fully synthetic dataset. They
mention as future works that they believe their good results
were partly due to high variation in their 3D models, but that
the results could have been even better if their variation was
higher, and their models were more photo-realistic.

Existing datasets
Current state-of-the-art research on anomaly detection com-
monly uses existing datasets to train and evaluate their mod-
els [33, 37, 9]. Common datasets include UCSD Ped2 [21],
CUHK Avenue [23], ShanghaiTech [22], etc. This is done be-
cause creating a new dataset from scratch is a time-consuming
task, and because using the same datasets allows for accuracy
comparisons between similar research. An issue that arises
periodically with existing datasets is that new models become
too efficient at classifying the dataset, which makes the dataset
’solved’. Therefore, newer challenging datasets are also often
used. These include Street Scene [35], UHTCD [27], etc.

METHOD

Application for synthetic dataset generation
In this paper we propose an application for synthetic dataset
generation based on a user-centric design perspective which
can be seen in figure 2. Heuristics proposed by Desurvire et.
al. [10] were used to ensure high usability for the application,
which maximizes the effectiveness, efficiency and satisfaction,
by lowering interruptions or challenges in using the program
[20]. As the background research highlighted that anomalies
are environment-dependent, the proof-of-concept implemen-
tation is made for specifically one type of environment. The
"Street Scene" dataset was chosen as the dataset used during
evaluation, so the proof-of-concept implementation includes
objects and anomalies relevant to a traffic environment.

Figure 2. The proposed application for the synthetic data generation

The images created by the application are designed to match
images from the chosen dataset by using realistic 3D models
and scene-matching lighting setups and foreground shadows.
This can be seen in figure 3, where foreground elements such
as moving cars, cyclists, and pedestrians are simulated.

(a) (b)

(c) (d)

Figure 3. Two comparisons between the street scene dataset (a) and (c),
with recreations done using the application (b) and (d).

The use-case of the application can be seen in figure 4.
The user can input footage into the application and rotate
the objects in the scene until they match the real footage.



Potential foreground elements such as trees can be marked
so they appear on top of the synthetic data. Multiple tabs of
settings for adjusting e.g. which objects the user wants in the
scene, and how frequently they should appear. The lights and
shadows are adjustable, as are the export settings such as how
many frames of data the user desires.

As the end-user is involved in the main use-case, and
the end-user is not expected to be an expert, a high usability
is required for the end-user to achieve good results with the
application.

Figure 4. Use of the proposed application for synthetic data generation

Features
To make the use-case possible, a set of features are imple-
mented based on background research, RITE testing, and
expert feedback:

- Upload real footage to be used as the background for the
synthetic data. The background research highlighted that
adding synthetic data on top of real data can improve the
results of dataset generation.

- fSpy incorporation where the users can open their footage
in fSpy through the application, and can place vanishing
points and generate camera angle data that is then loaded by
the application to ensure the Unity Camera’s angle matches
the angle used by the real camera. This is important as
the background research highlighted that synthetic data
produces better results in this context when the generated
footage matches real footage.

- The user can further adjust the camera if the angle and
location loaded by fSpy do not perfectly match the real
footage.

- Annotation of foreground elements such as trees/poles,
which will be rendered on top of the generated 3D objects,
which ensures that the synthetic data does not appear in
front of objects in the scene that they should not, which
results in higher photo realism.

- Selection of anomalies to generate, along with how fre-
quently they should appear. The background research
highlighted that anomalies can be environment-dependent,
which means the user should be able to customize the selec-
tion of anomalies to generate. An example of a simulated
jaywalker anomaly can be seen in figure 5.

- Adjusting the traffic flow to match their real footage, which
ensures that the synthetic data matches the real footage.

- Adjusting whether environmental factors such as bike lanes
and sidewalks are present in the scene, and how wide they
are if present.

- A preview of the simulation before exporting the data that
allows the user to preview what their changes do. Heuristic
Category 3 C1 and C2 notes that immediate visual feedback
is important for the user’s experience, and feedback from
the RITE testing support this claim as it was a commonly
requested feature.

- Adjusting the lighting and shadow settings to make the
footage match the real footage.

- Adjust how the user wants the data exported, such as num-
ber of frames, frame skips, format, etc., which can lower the
amount of necessary preprocessing. The data is outputted
sequentially with context intact, which was suggested dur-
ing an expert feedback session.

- Tool-tips for every feature in the application, which explains
what it does. This was added due to multiple cases of
RITE and Expert feedback, which signals that tool-tips are
something users particularly desire.

Figure 5. A synthetic jaywalker anomaly created by the application finds
himself in a precarious situation.

Increasing usability
A goal with the design of the interface was to keep the layout
simple, while still giving the user the freedom to make the
simulation fit their footage. This can make a challenge as
giving the user more freedom inherently will lead to a need
for more input fields. [8, 12]
The design was influenced by applications for similar areas
such as 3D programs like Blender and Unity, and video editing
programs like Hitfilm and After Effects. Heurestics Category
3 B1 and B3 claim that using industry standard visuals and
controls increase usability as the user has a higher chance to
be familiar with how to use certain features of the application.
These programs use systems such as tabs and window/box
designs to split input fields and information by functionality.
This helps keep controls relevant to a feature onscreen, while
controls not used for this feature are hidden while not in use.
The foreground annotation feature was inspired by annotation
software such as Madtagger and labelme.

EXPERIMENTS

RITE testing procedure
Rapid Iterative Testing and Evaluation (RITE) was used to test
for usability issues in the application, which helps ensure a



high final usability. RITE measures Effectiveness, Efficiency,
and Satisfaction through user feedback. [14]
RITE is performed with a smaller sample size, often 3-5 par-
ticipants per iteration, but the sample size can be as low as
one participant. The sample size of each iteration can vary
between iterations, depending on the amount and severity of
the issues or bugs found. According to research on sample size
for traditional usability testing, 4-5 participants will uncover
80% of the problems which have a high likelihood of being
detected. [29]

Procedure
For our RITE testing the participants were found at Aalborg
University. Each iteration consisted of one to three partici-
pants. They performed 10 tasks that guided them though the
core loop of the application. The test was concluded after a
group of five participants could no longer find issues or bugs
that were not considered edge cases.

The RITE testing was conducted by two group mem-
bers, one whose primary tasks was to conduct the test (e.g.
Introduction and keeping the participants engaged in thinking
out loud). The other member then observed and noted down
the feedback from the user. The screen was recorded during
the test for later review and evaluation.

Machine learning procedure
To train and evaluate the dataset, the Memory-Guided Nor-
mality for Anomaly Detection (MNAD) algorithm was used
[34], using the prediction method on 256x256 resolution input
images, with a frame sequence length of 5 and a threshold
for anomaly scores of 0.6, doing 60 epochs for training. The
implementation used was the official implementation of the
algorithm presented in the paper, created by the authors Park
et. al. [33], with slight modifications to make the data loading
work on the Windows operating system but the modifications
did not otherwise impact the function of the algorithm. The
MNAD evaluation outputs Area Under Curve (AUC) scores,
which are used to determine the classification effectiveness of
the models produced by the algorithm.
To test the effect of adding synthetic data to the training-
sets, multiple models were trained on different variants of
the dataset. Two of which only contained images from the
original street scene dataset in different quantities, and two
of which added synthetic data generated by the application
presented in this paper onto those datasets. The reason differ-
ent quantities of real data were used was to test the difference
in the effect of adding synthetic frames, if a dataset already
had a sizable amount of data, versus if a dataset had a small
amount of data, and to test if the ratio of real-to-synthetic data
would result in different AUC score changes. The models, and
information about their datasets, can be seen in table 1.

Model: RF: SF: TF: RTS-Ratio:
SS 5668 0 5668 1 to 0
SS(synth) 5668 5607 11275 1 to 0.989
SSmini 600 0 600 1 to 0
SSmini(synth) 600 5607 6207 1 to 9.345

Table 1. A table showing the models used, Street Scene (SS), Street Scene
w/ Synthetic Frames (SS(synth)), Street Scene mini (SSmini), and Street
Scene Mini w/ Synthetic Frames (SSmini(synth)), with their number of
real frames (RF), synthetic frames (SF), total frames (TF), and the ratio
between real and synthetic frames (RTS-Ratio).

The dataset used for testing was the testing-set of the Street
Scene dataset with scene 35 removed, since the labels were for-
matted differently than the other scenes. This testing-set con-
tains 145,278 images, with 101,547 normal frames and 43,731
abnormal frames. This contains a large class-imbalance, which
can negatively impact the validity of the AUC scores[30], so
F1-scores are also calculated and compared to compensate.

EXPERT INTERVIEW
In addition to the RITE testing, an interview with two experts
in the field of computer vision was conducted. This was as an
open interview where they tried the application while giving
feedback.

They overall gave positive feedback on the application
and said that it had potential. They also gave suggestions for
further features they believe would improve the applicability
of the implementation.
Some of their suggested features were:

• Adding depth to foreground annotations, allowing some
anomalies to be rendered in front of objects while others
would still be obstructed.

• A more dynamic system for adding animations or movement
for anomalies by adding a folder for a user to place custom
behaviour splines for 3D models.

• The ability to change the order of bike lanes and sidewalks,
so the sidewalk is next to the road.

RESULTS

RITE results
The RITE testing was done in 5 iterations. The final feedback
only included niche things and personal preferences. As these
were not considered to be vital for the design, it was decided
to end the testing there.

Effectiveness
The figure 6 shows the amount of errors and failures each
participant encountered during the five iterations.



Figure 6. A diagram that shows the amount of errors and failures en-
countered during each of the iterations. The x axis shows the number
assigned to each individual participant, and y axis shows the number of
failures and errors.

During the first iteration four errors were encountered. In
the second, third, and fourth iteration, one error was encoun-
tered in each iteration. In the fifth iteration three errors were
encountered.

Efficiency
The two tasks the participants found the hardest were, "anno-
tate two foreground elements" and "camera position and rota-
tion". The score for "camera position and rotation" changed
across the iterations from "neither difficult nor easy" to "easy",
while the "annotate two foreground elements" task did not im-
prove. The rest of the tasks were found to be between "easy"
and "extremely easy".

Satisfaction
For the overall satisfaction score, there was one participant on
the fifth iteration that gave the rating "Best imaginable", the
rest of the participants gave the rating "Good".

Machine learning results
The results of the evaluation can be seen in tables 2 and 3.
These tables show the calculated values for each model, along
with relevant settings used during the calculation like the
threshold of the labeling and the weighting coefficient of the
F1 score. The True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN) counts are presented,
and the Precision and Recall are calculated and then used to
calculate the F1-score for each model.

Model: SS SS(synth)
Threshold: 0,6 0,6
AUC: 0,5064 0,5106
Guessed A, was A (TP) 35103 37273
Guessed N, was N (TN) 23612 20229
Guessed A, was N (FP) 77843 81226
Guessed N, was A (FN) 8584 6414
Precision 0,31 0,31
Recall 0,80 0,85
F1 score 0,4482 0,4596

Table 2. A table showing different statistics of the Street Scene model,
and the version with synthetic data added. SS is Street Scene, SS(synth) is
Street Scene w/ Synthetic Data. A and N stands for Anomaly and Normal
data respectively.

Comparing table 2, Street Scene and Street Scene with Syn-
thetic Data, we see that the number of True Positives went up
by 2170, while the number of True Negatives went down by
3383. The AUC score increased from 0.5064 to 0.5106, and
the F1-score increased from 0.4482 to 0.4596, because while
the Precision was unchanged, the Recall increased from 0.80
to 0.85.

Model: SSmini SSmini(synth)
Threshold: 0,6 0,6
AUC: 0,4779 0,5242
Guessed A, was A (TP) 35615 37665
Guessed N, was N (TN) 22586 15925
Guessed A, was N (FP) 78869 85530
Guessed N, was A (FN) 8072 6022
Precision 0,31 0,31
Recall 0,82 0,86
F1 score 0,4503 0,4514

Table 3. A table showing different statistics of the Street Scene mini
model, and the version with synthetic data added. SSmini is Street Scene
mini, SSmini(synth) is Street Scene mini w/ Synthetic Data. A and N
stands for Anomaly and Normal data respectively.

Comparing table 3, Street Scene mini and Street Scene mini
with Synthetic Data, we see that the number of True Positives
went up by 2050, while the number of True Negatives went
down by 6661. The AUC score increased from 0.4779 to
0.5242, and the F1-score increased from 0.4503 to 0.4514,
because while the precision was unchanged, the Recall
increased by 0.04.

These results show that in both cases of adding syn-
thetic data, the model showed an increase in ability to
correctly classify anomaly frames, with a decrease in ability
to correctly classify normal frames. Both AUC and F1-score
measurements increased as a result of adding synthetic data in
both cases.



DISCUSSION

Discussion of Machine Learning results
The results for the models are overall very poor, having AUC
scores near 50%, which is about as good as random guesses.
Looking deeper into the data shows that the models are good
at classifying an anomaly frame correctly but are very poor
at classifying a normal frame as being normal. The models
therefore have a large bias for classifying frames as anomalies,
with the models classifying about 80% of the dataset as
anomaly frames, even though anomaly frames only accounted
for 30.1% of all frames. Changing the threshold can adjust
this ratio, but at the expense of the models’ abilities to classify
anomaly frames correctly. Depending on the use-case of the
model, different values would be desirable, as some use-cases
would be fine with high rates of False Positive’s, while in other
use-cases such as automatic dispension of traffic violations,
that would be unacceptable.

This is likely due to the chosen dataset having location-based
anomalies, which makes it very difficult to classify for
state-of-the-art algorithm like MNAD. With accuracies for
location-based anomalies done in current research being near
the 60% range even with large datasets [7], and the Street
Scene dataset itself being tested at the frame-level with near
50% accuracy using state-of-the-art models in the paper
written by the authors of the Street Scene dataset [35].

However, the results showed an overall increase in
AUC and F1-scores, meaning the effectiveness of the model
in ability to correctly classify the data went up due to the
introduction of synthetic data, which is a promising result.
The models’ abilities to classify abnormal data as abnormal
went up, while their abilities to classify normal data as normal
went down. This makes sense, as the synthetic data produced
in this paper is not photo-realistic, meaning that while the
dataset does gain more representation of what normal data
can look like, it also receives a style of data that is not present
in the testing set. The increase of the F1-scores is a result of
increased recall, not increased precision. This highlights that
the introduction of synthetic data did not have a large effect
on a model’s ability to be correct when guessing that a frame
had an anomaly in it, but rather that the anomaly frames were
more likely to be identified as anomaly frames by the model.

Based on the overall poor results of the models, it is
difficult to conclude if the synthetic data made the models
better, even if their performance resulted in increased AUC
and F1-scores. It would be interesting to redo the experiment
with either a model more suited for location-based anomalies,
or with a dataset that does not have those types of anomalies
and where current state-of-the-art models already achieve
decently high AUC scores, to see if synthetic data can make
already good results even better.

Discussion of Design
During the first design iteration of the application, before
RITE testing began, it was presented to a group of PhD
computer graphics researchers. They gave feedback to the
design, and features that were intended to be part of it. The

iterations that followed were not presented to them, and were
designed based on internal design decisions. The feedback the
researchers could have provided on the iterations would have
ensured that the application would be more tailored towards
expert preference and what they felt would be necessary in
the application.

In the RITE testing, the task where errors were still
encountered during the fifth iteration was the "annotation"
task, despite the changes made during the different iterations.
The participants noted that they had previous experience with
editing software, but not annotation tools such as Madtagger.
This lack of experience with such software, might have caused
the difficulties they experienced navigating the tool.

The two tasks the participants found most difficult were
"annotation" and "camera position and rotation". The task
for adjusting the camera did improve in ratings with the
addition of further labels and tool tips to guide the user. The
annotation tool despite being given further feedback, tool
tips, and interactions did not improve in ratings. This does
not necessarily mean that the tool itself did not improve
however, as part of what may have caused this is the task
given for the tool being confusing. The task "annotate two
foreground elements" was questioned by multiple participants
with confusion about what makes a ’foreground element’. It
is seen throughout the tests that different interpretations of
this task and of ’a foreground element’ were made, with some
participants marking cars and others marking the roofs and
trees. It is therefore possible that participants gave a lower
rating based on having to interpret this ’foreground element’
aspect.

The participants that found the task "annotate two foreground
elements" difficult, did comment that while it was difficult
in the beginning, it got easier after using it for a minute or
two. A way to make the annotation features easier for the
participants would be to add a tutorial, explaining the entirety
of the application to the users, which was suggested during
the expert feedback.

The overall satisfaction score staying at the rating of
"good" throughout the iterations could indicate that changes
did little to change satisfaction. With RITE naturally leading
to smaller sample sizes between iterations, and our initial
design already receiving a score of "good", it does become
difficult to draw a proper trend of improvement. With
a participant giving the score "Best imaginable" for the
fifth iteration, it could be possible that satisfaction was
improving, however one score is not enough to conclude this.
Overall, participants did give consistent "good" ratings, which
indicates an overall acceptable satisfaction score.

Some potential features were excluded from the appli-
cation due to being deemed not vital. These features are
considered potential future work. This included features such
as a save/load system, tutorials, multiple roads, cross-walks,
etc. These features could be implemented in future works to
further expand the capabilities of the application, and would



be necessary if the product was released as a fully developed
general-purpose application.

Discussion of RITE
One of the key differences between the RITE and traditional
usability testing is the number of participants per iteration.
RITE is based on the principle that multiple iterations with
fewer participants per iteration, increase the efficiency of dis-
covering new usability problems. The advantages of this is
that it shortens the time between testing and fixing problems.
However, a weakness of this method is that it primarily discov-
ers problems that have a high likelihood of detection. Meaning
that even after the conclusion of the RITE testing there might
still be some usability problems undiscovered. A solution
to this problem could be an increase in the numbers of par-
ticipants per iteration. However, increasing the numbers of
participants also lengthens the time between testing and fixing
problems, which ultimately moves away from the point of
being Rapid Testing.

It was observed that the participants interpreted some of the
tasks differently, which makes comparison difficult. For in-
stance, when asked to change certain settings, some partici-
pants changed one thing and deemed the task complete, while
others fiddled with the settings until they were satisfied with
the result. This makes comparing the time taken between these
participants meaningless, as they were not functionally doing
the same task. This was a problem of the tasks not being
concrete enough, as in the example above no direct limit on
how many times the settings should be changed was specified
to the participants.

When analysing the data from the RITE, it was found that
some of the wording in the tasks was biased towards the ap-
plication. E.g. The task "Play simulation", was completed by
pressing the button "Play". The bias of the wording could have
affected the ratings and should be avoided if the experiment is
redone. This could have been fixed by changing the task "Play
simulation" to "Start simulation". Another solution would be
to give the users a scenario instead of tasks. E.g. a scenario
such as: "You are in a research team, you would like to use
this application to generate data for your machine learning al-
gorithm. The data would need to contain, marked foreground
elements, and anomalies" and observe how the participants
would complete the scenario. This approach would however
be even more open to interpretation, and the participants might
not test the entire core loop of the application. If this approach
is taken, more consideration would need to be done to ensure
the participants test all of the desired elements. An issue that
was encountered when analysing the RITE data was the lack
of audio recordings. The screen recording that was taken as
the participants went through the tasks lacked context. The
notes that were taken at the same time did not always specify
where the participants were in the application when giving the
feedback.

Discussion of Expert Interview
The experts provided a list of features that could be beneficial
for the application. A few smaller features, for the usability,
were implemented. However the majority of the features were

deemed to not be vital for the application. The reason for
this was due to the application presented in this paper being
a proof-of-concept, so extensive changes were deemed out of
scope.

One feature from the interview that was partly implemented
was larger variation in the application. There was an increase
in the variance of the 3D models in the application. It was
increased from one pedestrian model and one car model to
four pedestrian models and four car models. It can be argued
that an even larger variation could produce even better results,
which is supported by Diaz Da Cruz et. al. [11]. The experts
also requested the features to add anomalies and 3D models
themselves. This would solve the problem of low variance in
the application.

Simulation limitations
The data generated by the application suffers from issues that
could have lowered the quality of the synthetic data. Ones
caught during testing include jaywalker anomalies clipping
into cars seen on figure 7, simulated 3D-objects appearing on
top of unmarked foreground objects seen on figure 8, and im-
properly masked foreground objects resulting in poorly hidden
objects seen on figure 9, which is an especially prevalent issue
as the current system does not support gradient masks.

Figure 7. A jaywalker clipping into a car instead of avoiding it. This
cannot happen in reality and is therefore considered poor quality data.

Figure 8. A pedestrian appearing over a foreground object, as the object
was not marked as one.



Figure 9. A car being hidden behind a foreground object with a poorly
made mask using the user interface’s foreground annotation tool.

CONCLUSION
This paper concludes that adding synthetic data made using
a high-usability User Interface has the potential to increase
the AUC and F1 scores when evaluated with the MNAD
algorithm, which indicates that satisfyingly realistic data can
be created by non-experts and used to improve their datasets.

The two datasets augmented with synthetic data achieved
0.83% and 9.68% respective increases in AUC score, with
2.45% and 0.24% respective increases in F1 score. However,
the four models had generally poor results around 50%, so we
recommend for similar experiments to use a dataset/model
combo that achieves a better base result, to see if good results
can be made great.

A heuristics-based user-centric design approach utiliz-
ing RITE testing and expert interviews resulted in an
application with high usability scores, as many usability issues
were found during the rapid iterative testing. This results in
an application usable by users with low levels of expertise,
which is ideal for an application that could be produced into a
commercial product.
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