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analyzed, and the methods are experimen-
tally verified. Sufficient 6th order harmonic
suppression in various steady state condi-
tions is obtained using the CCSFF, with the
harmonic suppression capability improved as
speed increases. An adaptive approach to
the parameter design of the CCSFF ensures
fine dynamic performance. The BRLS adap-
tive filter ensures better harmonic suppres-
sion capability in various steady state condi-
tions by tracking and compensating the spec-
ified harmonic components in the estimated
back-EMF without affecting the system’s dy-
namic performance.
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Summary

This master’s thesis concerns sensorless control of permanent magnet synchronous motors
(PMSMs). Sensorless control of PMSMs requires accurate position and speed estimation.
Due to voltage source inverter (VSI) nonlinearities and flux spatial harmonics, the
estimated back-EMF is distorted by (6 + 1)th order harmonics. The (6 £+ 1)th order
harmonic in the estimated back-EMF will introduce 6th order harmonics in the estimated
position and speed, which may affect the performance of the sensorless control. In this
thesis, two filters are proposed to suppress the harmonics caused by inverter nonlinearities
and flux spatial harmonics. The two methods are implemented in a sensorless field oriented
control (FOC) structure with a back-EMF based position estimator, including a closed-
loop flux observer (CLFO) and a phase-locked loop (PLL). The idea is to detect and
suppress (6 + 1)th order harmonic in the estimated flux, hence the 6th order harmonics
in the estimated position and speed. The filter methods are analyzed and experimentally
verified using a laboratory setup.

An analysis of measured current, estimated flux, estimated rotor position, and estimated
speed from the laboratory are performed to examine the effects of the inverter nonlinearities
and flux spatial harmonics. The analysis shows obvious (6 & 1)th order harmonics in the
measured currents and estimated flux. Furthermore, obvious 6th order harmonic ripples
are seen in the estimated position and speed.

The first filter is a complex coefficient synchronous frequency filter (CCSFF) with zero
phase shift in steady state. Combining the CCSFF with a PLL shows great potential
in suppressing the (6 £ 1)th order harmonic in the estimated flux. The suppression
capability is strictly related to the operation speed and the bandwidth of the CCSFF.
However, the bandwidth can be varied easily by adjusting the parameters. By lowering
the bandwidth more sufficient harmonic suppression capability is achieved. However, the
dynamic performance during transient is worsen, hence larger phase shift is present during
speed and load variation. Adopting an adaptive approach to the CCSFF-PLL bandwidth,
improves the dynamic performance of the CCSFF without affecting the filtering capability.
The second filter is a bilinear recursive least squares (BRLS) adaptive filter with zero phase
shift in steady state. Combining the BRLS adaptive filter with the PLL shows even greater
potential in suppressing the (6 + 1)th order harmonic in a wide speed range compared to
the CCSFF. The BRLS adaptive filter does not affect the dynamic performance, hence
zero phase shift is added to the system during speed and load variations.

As both filters shows great suppression capability in the estimated position and speed,
the influence of a more accurate position and speed estimation is examined. In low to
mid speed range the improved position and speed estimation attenuate the (6 +1)th order
harmonics distortion in the phase current as the current loop is capable of compensating
for the ripples caused by inverter nonlinearities and flux spatial harmonics. However, the
compensation is heavily affected by the operational speed and the current loop which is
not capable of compensating for the ripples. Hence other methods may be considered to
additionally improve the distortions in the currents.
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Preface

This Master’s thesis is made by group MCE4-1025 at the 10th semester at MSc. education
in Mechatronic Control Engineering within the department AAU Energy at Aalborg
University.

In this thesis, the Harvard method [Surname, Year| is used to refer to sources. At the end
of the report, sources are listed alphabetically by surname.

Figures, tables, and equations are numbered in chronological order within the chapters,
e.g. figure 1.2 means, chapter 1, figure 2. Equations are referenced in parentheses, e.g.
(2.4). Chapters denoted by letters refer to appendixes which are placed at the end of the
report.

The following software is used to draft this thesis:

Draw.io - Used for figures and graphics.

Matlab - Used for data processing.

Overleaf - Used for word processing.

Simulink - Used for model development and simulation.

dSPACE - Used for implementation and testing with the laboratory setup.







Nomenclature

Abbreviation Description

BRLS Bilinear Recursive Least Square

CCSFF Complex Coeflicient Synchronous Frequency Filter

CLFO Closed Loop Flux Observer

FFT Fast Fourier Transform

FOC Field Oriented Control

GUI Graphical User Interface

IPMSM Interior Permanent Magnet Synchronous Motor

PLL Phase-locked Loop

PM Permanent Magnet

PMSM Permanent Magnet Synchronous Motor

SVM Space Vector Modulation

VSI Voltage Source Inverter

Symbol Description Unit

0 Derivative with respect to time -]

O Estimated component -]

O Error component -]

B Viscous friction coefficient [Nm - s]

c Constant -]

e Back-EMF [V]

Gji Transfer function, where j = p, ¢ and i = d, q, speed -]

h Index number -]

i Current components in reference frame, where i = [A]
a,b,e,d,q,a,

J Equivalent system inertia [ke - m?|

k Damping factor -]

ki Controller integral component, where ¢ = d, ¢, speed -]

kpi Controller proportional component, where i = [
d, q, speed

L; Synchronous inductance in reference frame, where i = |[mH]|
d,q

Npp Number of pole pairs -]

R, Single phase resistance (€]

Sp Scaling factor -]

t Time [s]

T Time period [s]

Ty Time delay [s]

T, Switching period [s]

Continues on next page
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Symbol Description Unit

U; Voltage components in reference frame, where i = [V]|
a,b,e,d,q,a, B

w Filter coefficient vector -]

w; Variable for the derivation of filter structure in reference ||
frame, where i = «, 8

% Flux component in reference frame, where ¢ = a, 8 [Wh]

Te Coulomb torque coefficient [Nm]

Tf Frictional torque [Nm]

Te Electromagnetic torque [Nm]

I Load torque [Nm]

A Forgetting factor -]

Ampm Peak permanent magnet flux linkage [Wh]

Ai Flux linkage components in reference frame, where [Wb]
1=d,q,a,p

Afi Fundamental flux linkage component in reference [Wh]
frame, where i = «, 8

Ahi Harmonic flux linkage component in reference frame, [Wb]
where i = «,

O Electrical rotor position [rad]

We Bandwidth [rad/s|

We Electrical rotor speed [rad/s|

W Mechanical rotor speed [rad/s]

Wn, Natural frequency [rad/s]

€ Error signal component in reference frame, where i = [Wb]
o, B

¢ Harmonic information vector -]

Om Phase margin |deg]

¢ Damping ratio -]
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Introduction

Permanent magnet synchronous motors (PMSMs) have gained traction in various industrial
applications due to their characteristics such as high efficiency, high power density, and
high torque to volume ratio. To use the PMSMs in different applications, an appropriate
control structure is required. In such control systems, information on the rotor position of
the PMSMs is essential to obtain accurate control performance. Besides costs, including
an encoder or resolver as position feedback to the control system will increase the system
size and reduce reliability. Thus, sensorless control methods have been extensively studied.
There are two main categories within sensorless control which are based on the operational
speed range of the PMSM application; high-frequency (HF) injection methods and back-
EMF based methods. HF injection methods are utilized at zero and low speed, which
is typically up to 10% of the rated speed of the PMSM [Wang et al., 2018],[Xie et al.,
2016],[Seilmeier and Piepenbreier, 2015]. The HF injection methods utilize rotor saliency,
hence the method is only applicable for interior PMSMs (IPMSMs). For the mid to
high-speed range, typically back-EMF based control methods are utilized [Chen et al.,
2020],|Wang et al., 2019],|Lee and Ha, 2012]. The back-EMF is proportional to the speed,
hence the back-EMF is more reliable as the speed increases.

In the mid to high-speed range with the back-EMF based sensorless control, several
methods for position estimation can be considered, including closed-loop flux observer
(CLFO) |[Wang et al., 2019],[Chen et al., 2020|, Kalman filter [Dhaouadi et al.,
1991],[Bolognani et al., 2003|,[Allaoui et al., 2021]|, model reference adaptive system
(MRAS) |Lin et al., 2019| or sliding mode observer (SMO) [Wu et al., 2020],[Wu et al.,
2022].

In sensorless control systems for PMSMs typically only current measurements are available,
hence the reference voltages may be used to estimate the rotor position dependent on the
estimation method. When using a voltage source inverter (VSI), a voltage difference
between the reference voltage from the control system and the actual output voltage of the
VSI is present. This voltage difference can be considered as nonlinearities of the VSI. The
nonlinearities of the VSI are caused by different characteristics such as dead time, switching
delays, parasitic capacitance, and on-state voltages in the VSI. |[Park and Sul, 2012] The
inverter nonlinearities which cause the voltage difference may affect the performance of the
sensorless control system. The nonlinearities of the inverter also affect the output current
with harmonic distortions. Hence, the inverter nonlinearities can affect the performance
of the control system. |Park and Sul, 2012]

The inverter nonlinearities cause distortion in the estimated back-EMF in the a3 reference
frame where the distortion is dominated by the (6 & 1)th order harmonic components.
These harmonic distortions in the estimated back-EMF will appear as a 6th order harmonic
component in the estimated position and speed. The distortion in the position and speed
estimation will affect the performance of the sensorless control system. Hence, different
studies have been made to try to compensate for the voltage error of the inverter, caused
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by nonlinearities. [Wu et al., 2020|,|Park and Sul, 2012],[Kim et al., 2010|

However, even if the compensation of the inverter nonlinearities is performed perfectly
(which in practice may be difficult to obtain), flux spatial harmonics will also cause (6+1)th
order harmonic distortion in the estimated back-EMF. Flux spatial harmonics are present
due to a nonideal air-gap magnetic field in the PMSM. Hence, methods to detect and
suppress the harmonic distortion caused both by the inverter nonlinearities and flux spatial
harmonics may be considered. [Wu et al., 2020] [Wu et al., 2022]

To suppress the harmonic distortion in the estimated position and speed, caused both
by the inverter nonlinearities and flux spatial harmonics, a filtering approach may be
considered, to simply filter out the harmonics contained in the estimated back-EMF before
this signal is used to estimate the rotor position and speed. Different filtering methods
have been studied including resonant filters and adaptive filters. However, due to the
phase characteristic of the resonant filter, its performance is sensitive to the resonant
frequency. The resonant frequency may be difficult to track accurately in variable-speed
drives during transients and load torque disturbance, which may degrade the performance
of the sensorless control system for variable-speed PMSM drives. [Freijedo et al., 2011|
Adaptive filters seem to be the better choice for detecting and suppressing harmonic
components due to their bandpass filtering characteristics and frequency adaptability.
Different adaptive filters have been studied for harmonic detection and suppression. In
Wu et al. [2022], a complex-coefficient synchronous frequency filter (CCSFF)-based sliding
mode observer combined with a quadrature phase-locked loop is proposed to detect and
suppress the estimated back-EMF distortion. According to Wu et al. [2022], the CCSFF
possesses frequency adaptability and bandpass-filtering characteristics that eliminate the
harmonic distortion, and a smooth back-EMF signal is obtained. This ensures improved
position estimation, improving the control system’s performance. Wu et al. [2020| propose
a bilinear recursive least squares (BRLS) adaptive filter integrated into a sliding-mode
position observer to suppress the dominant harmonic components in the estimated back-
EMEF. According to Wu et al. [2020], the BRLS filter has the ability to detect and suppress
specified harmonic components in both steady-state and dynamic operational conditions.
The filter is robust to variation in motor parameters, and the BRLS algorithm itself is
independent of motor parameters.
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1.1 Project specification

As previously described, dominating (6 4= 1)th order harmonic components are present in
the estimated back-EMF, due to nonlinearities of the inverter and flux spatial harmonics.
This corresponds to a 6th order harmonic component in the estimated position and speed,
which affects the performance of sensorless control of PMSMs. It may be more convenient
to use a filtering approach to eliminate the harmonic distortion rather than use voltage
error compensation methods, due to also existing flux spatial harmonics. Adaptive filters
have the ability to track the change in specified frequency components caused by changes
in the working condition.

This leads to the following problem statement for the work of this thesis.
How can adaptive filters be used for suppression of the 6th order harmonic component in
the estimated position and speed?

The adaptive filters proposed in [Wu et al., 2022] and [Wu et al., 2020] are in this thesis
further examined for suppression of the 6th order harmonic component in the estimated
position and speed. The two methods are compared based on the following criteria:

e Dynamic performance.
e Harmonic suppression capability at steady state.

To evaluate the adaptive filters, they are implemented in a sensorless Field-oriented control
(FOC) based control system including a closed-loop flux observer (CLFO) and a phase-
locked loop (PLL) for position estimation. The adaptive filters are verified through
experimental tests using a laboratory test setup which is further described in section
1.2. The thesis includes an introduction to the sensorless control system and the position
estimation method. Further, an analysis of the harmonics in the estimated back-EMF
and its effect on the estimated position and speed is performed. The adaptive filters are
analyzed and the parameter design is elaborated.
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1.2 System description

The methods to suppress 6th order harmonics in the estimated position and speed are
examined and evaluated based on experimental tests using the laboratory setup illustrated
in figure 1.1. The schematic of the system with the connection of the different components

is illustrated in figure 1.2

Figure 1.1. Test setup used for examination and evaluation of the harmonic suppression
methods. 1. PMSM, 2. Programmable load motor, 3. Encoder, 4. Voltage Source
Inverter, 5. dSPACE module, 6. Current sensor, 7. dSPACE Graphical User
Interface.

+
Vsl Ext. Control
— Panel
A
Duty cycle

dSPACE |
Gur |

dSPACE

Y

Figure 1.2. Schematic of the laboratory setup.

The PMSM is a three-pole pair 11 kW motor. Specifications and parameters are listed in
table 1.1. An incremental encoder is connected to the shaft of the PMSM to obtain the
position and speed information of the rotor. The encoder is primarily used to compare
with the estimated rotor position and speed. The load motor can be operated in torque
control to provide a desired load to the shaft of the PMSM during tests. Furthermore, the
load motor can be operated in speed control to drive the PMSM, which is applicable for
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different experimental tests such as parameter identification of the PMSM. The dSPACE
module is used for digital signal processing and is based on Simulink environment. The
dSPACE module is used to implement and apply the control structure and data collection.
From the dSPACE Graphical User Interface (GUI) the control is operated and desired
signals can be monitored during operation.

The Voltage Source Inverter (VSI) is a Danfoss inverter of type FC-302P7K5T5E20H1
with each output controlled individually by a duty cycle signal. The inverter parameters
are listed in table 1.1.

PMSM Inverter
Parameter Value Unit Parameter Value Unit
Rated power 11000 W Maximum current 16 A
Rated speed 3600 rpm Switching frequency 5 kHz
Rated torque 29.2 Nm Dead time 2 us
Rated current 16.8 Arms
Rated voltage 380 Vrms
Topp 3 -
R, 0.36 Q
Ampm 0.1199 Wb
Ly 1.99 mH
L, 3.40 mH
B 1.4-107% Nm-s
Te 0.5672 Nm
J 1.44-1072 kg -m?

Table 1.1. PMSM and inverter parameters. The parameters for the PMSM are obtained from
previous studies [Christiansen and Clausen, 2022].

The specifications of the PMSM are provided by Aalborg University while the inverter
specification is obtained from the nameplate. Accurate parameter identification is essential
to obtain good control performance of the PMSM, as the majority of the designed control
structure is based on these. Due to this, the PMSM parameters such as the single-phase
electrical resistance R, the permanent magnet (PM) flux linkage Ap,pm, the d- and g-
axis inductance, the inertia J, the viscous and Coulomb friction coefficients B, and 7. are
found experimental. The parameters are identified by performing different tests with the
PMSM. As previous work has been carried out using the laboratory setup, the methods for
identifying the model parameters are not presented in this thesis. However, the identified
parameters obtained from previous studies are listed in table 1.1. Information about the
identification methods used to obtain the model parameters is found in [Christiansen and
Clausen, 2022].







Sensorless control

In this chapter, a sensorless FOC structure is presented to elaborate on the harmonic
distortion in the estimated position and speed. Later the sensorless FOC is used together
with the proposed filter methods. This chapter includes a mathematical model of the
PMSM and a concept description of the FOC structure along with the design of the PI
controllers. Furthermore, the structure of the position estimator is presented, including
the CLFO, used to estimate the flux linkage based on the back-emf measurement, and a
PLL, used to smoothen the estimated position and speed signal. The designed sensorless
control structure is validated based on an experimental test with the laboratory setup.
The obtained parameters used in the sensorless control structure are listed in table A.1.

2.1 PMSM model

To design the control structure applied in this thesis, the PMSM voltage equations and
the equations of motions are introduced. The voltage equations of the PMSM in the dg
reference frame are given in (2.1) [Krause et al., 2013].

Ug = Ry g+ Mg — we - Ag
Ug = R g+ Ny + we - Mg (2.1)

Where ug, uq, iq and i, are the stator dg-axis voltages and currents respectively. R, is
the single phase resistance, A\¢q and )\, are the dg-axis flux linkages and w, is the electrical
rotor speed. The dg-axis flux linkages are given in (2.2).

Ad=Lg-iqg+ Ampm ; X\i=Lqig
Ag = Lg g ) }‘q =Lq- iq (22)

Where L; and L, are the dg-axis inductances and A,,pm is the rotor permanent magnet
flux linkage.
The expression for the electromagnetic torque is given in (2.3) [Krause et al., 2013].

3 . .
Te = 5 . npp . (/\d . ’Lq - /\q . Zd) (2'3)

Where ny,, is the number of pole pairs. Substituting (2.2) into (2.3) and rearranging, the

electromagnetic torque is expressed as (2.4).

3 . o
Te =5 Tpp- (Ampm - iq + (La — Lq) - ig - ia) (2.4)

The angular rotor speed is calculated in (2.5).
Te —Tf — T

J

Where wy, is the mechanical rotor speed, 7. is the electromagnetic torque, 7y is the frictional

(2.5)

W =

torque, and 7; is the load torque.




MCE4-1025 2. Sensorless control

2.2 Sensorless FOC

The control structure considered in this thesis is based on sensorless FOC. The sensorless

control scheme is illustrated in figure 2.1.

Upc
* * r@]
iy Uy Uy, da
0 + Pl dq > >
Y ¥ dB
. . SVM > Inverter
uq Uﬂ dC
> PJ > af > >
‘ Uq | Up | Ue
Y :
(2 la
dq < af <
(2
ig e
af « abc [«
ae u:;ﬁ /-"\r
lp
Position . PMSM
. N i 1
O, 1 &, Estimator af
Tpp

Figure 2.1. Sensorless FOC structure.

The sensorless FOC structure has a closed-loop speed control, utilizing two inner PI-based
closed-loops to control the dg-currents. The FOC is used to orient the stator current vector
in a synchronous rotating dq reference frame. The current vector is oriented on the g-axis,
meaning the d-axis current is controlled to zero. The g-axis current is calculated using the

speed control loop.

The FOC structure contains three PI controllers: One in each current loop and one in the
speed loop. The PI controllers are designed based on the dynamics of the different control
loops. The transfer functions of the three control loops are obtained using the PMSM
voltage equations (2.1) and the equation of motion (2.5) along with the expression of the
electromagnetic torque (2.4). For simplicity the back-EMF, Coulomb friction, and load
torque are neglected. The transfer functions are shown in (2.6), (2.7) and (2.8).

id 1
G =2 = 2.6
p.d Ug (S'Ld+Rs)'(8'Td+1) ( )

/) 1
Gpg=— = 2.7
P9 uy (s Lg+ Rs)-(s-Ty+1) 2.7)

w 3Ny - A 1

G speed — = = L LU 2.8
pspeed = 5 2 (s-J+ B) (28)

Where T, is a modeled time delay given as Ty = 1.5- T with Ty representing the switching
period. These delays are due to the digital implementation of the control which implies
the sampling of signals and the processing of the control algorithm |Zigmund et al., 2011].
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For the two current loops it is desired to achieve similar responses, thus the bandwidth
of the two control loops is designed to be similar. As seen from (2.6) and (2.7) the two
current loops have a common pole located at _T% due to the modeled delay. However,
the location of the second pole is different for the two systems due to the difference in
the dg-inductances. Hence, to achieve similar current responses, the PI controller design
for the respective current loops is different. The PI controllers are designed based on a
pole/zero cancellation methodology, whereof the zero of the PI controller is placed at the
pole location — RS to cancel the dynamics caused by this pole. By analyzing the dynamics
of the two Current loops, the controllers in (2.9) and (2.10) are obtained for the iy and
iq current loop, respectively. The controllers are designed with the criteria of a desired
bandwidth w. =~ 2000rad/s. When w, ~ 2000rad/s the systems phase margins become
dm = 55° which is a good trade-off between stability and rise time [Lina et al., 2014].

ko

24 s 41 s+ 1
chdei7d-L:840-% (2.9)
kp,q s+ 1
: .0094 - 1
Geg=kiq- Fiq = 840 - 0.0094-5+1 (2.10)
s

The designed PI controllers are implemented in the control structure using the laboratory
setup. The current response for ¢y and i, are examined individually. A test is performed by
making a step change in the current reference for the respective current component while
the opposite current component is controlled to zero. Figure 2.2 illustrates the dg-current
responses with the PI controllers given in (2.9) and (2.10) from tests using the laboratory
setup.

4~

3.5 —%——1g

PR e 08 DOe g0 SRR gen oeiLgiiaees Ll e

25 [

Current [A]

1.5

! ! ! ! |
0.995 1 1.005 1.01 1.015 1.02
Time s

Figure 2.2. Step responses of the dg-currents with the PI controllers in (2.9) and (2.10) from
tests using the laboratory setup.

It is seen that the responses of the d- and g-current are similar. The bandwidth of the
controllers is designed to be similar, hence equally fast responses are expected. It is seen
from the figure, that both current responses have a similar rise- and settling time. The
designed controllers are therefore deemed to be acceptable for current control.
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With the current controllers deemed acceptable, the PI controller for the speed loop is
designed. The zero is placed by utilizing the system’s frequency response. Similar to the
current controllers, an overshoot in the speed response is deemed acceptable. However,
it is desired to reduce the overshoot slightly compared to the current loop. A criterion
of phase margin ¢,, =~ 70° is set for the speed loop. The designed PI controller for the
speed loop is given in (2.11). Using the designed controller for the speed loop, a bandwidth
we & 24rad/s is obtained.

B4l 1541

ki,speed _ 6
S S

Gc,speed = ki,speed : (2.11)

The designed speed controller is implemented in the control structure using the laboratory
setup and the performance of the speed loop is examined. A test is performed with the
PMSM run at 1800 rpm using the encoder as feedback. The PMSM is loaded 2 Nm using
the load motor. To examine the speed response, a step load is applied to the system
increasing the load from 2Nm to 6 Nm at time ¢ = 1s. Furthermore, at time ¢t = 4 s the
load is decreased from 6 Nm to 2 Nm. The test is illustrated in figure 2.3.

1900 T w * [ ‘

W

\ \
Step Load *): Step Load —)}

1850

1800

Rotor speed [rpm]

1750

1700
0

Figure 2.3. Speed response using the encoder as feedback and the PI controller in (2.11). Test
is performed using the laboratory setup when a 4 Nm step load is applied.

It is observed that the speed response has some periodic fluctuations, as indicated in the
figure with arrows. From previous studies with the laboratory setup, the periodic dynamics,
as seen in the figure, are elaborated. In [Christiansen and Clausen, 2022, it is found that
the implementation of the control structure does not cause the periodic dynamics. Hence,
it may be caused by hardware issues. No further analysis is performed to find the exact
cause of the periodic dynamics, and the influence of the dynamics is distinguished.

From the speed response it is seen that when the load is increased to 6 Nm, the rotor
speed drops instantaneously. However, the speed converges relatively fast to the reference
of 1800rpm. When the load is decreased to 2 Nm again, the speed increases before it
converges to the reference. Based on the speed response illustrated in figure 2.3, the
designed PI controller for the speed loop is deemed acceptable.

10
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2.3 Position estimator

To run the PMSM sensorless, the rotor position needs to be estimated to orient the current
vector on the g-axis. Ideally, it is desired to orient the current vector precisely on the ¢-
axis. However, as the rotor position is an estimate of the real rotor position, the alignment
of the reference frames may not be perfect. Thus, an error between the real and estimated
rotor position may occur. The real and estimated reference frame is defined as illustrated
in figure 2.4. Where 6, is the electrical rotor position error defined as in (2.12).

0, =0, — 0, (2.12)
~ We
?\ A\
i 9

0. d
b, .d

g, o

B N

Figure 2.4. Illustration of the reference frames.

To estimate the position, a CLFO with a PLL is designed. The structure of the CLFO
is based on the PMSM voltage equation in the af reference frame as given in (2.13) and
(2.14).

Uap = R - ’iaﬁ + ).\aﬁ (2.13)
Aaﬂ = (Ld g + Ampm +7J- Lq ) Zq) el (214)

It is observed from (2.14) that the flux linkage contains information on the rotor position.
Hence, the rotor position can be estimated if the flux linkage is known. The flux linkage
can be obtained by integration of the voltage command and the resistive voltage as given
in (2.15).

Aag = /’uag — RS . ’iag dt (2.15)

From the parameters listed in tablel.1, it is seen that the PMSM has saliency (Lg # Lg).
Thus, a current vector in the a3 reference frame can not be obtained from (2.14). The dg
components are dependent on the rotor position, hence the dg components are eliminated
by manipulation of the flux linkage equation (2.14) as given in (2.16).
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)\algz(Ld-id—l-)\mpm—Lq.id+Lq.id+]’Lq,iq).6j6’e

Added zero term

= <(Ld - Lq) ig + /\mpm + Lq ’ idQ) ’ €j95

~ Lo+ ((La= L) a4 A ) - € (2.16)

-~

Aag,af

The term (Lg — Lg) - ig + Ampm is known as active flux [Boldea et al., 2008|. For the
remainder of this thesis, the active flux is referred to as A\y3,f. The rotor position can be
estimated as (2.19).

Aap — Lq - tap = ((Ld - Lq) g+ Ampm) - el% (2'17)

Z(Xap — Lg - tap) = Zei% (2.18)

~ Ag—Lg-1 Ao = o — Rsiq) dt
0, = mn—1<w), [t Z ) (2.19)
a — g la A@ZI(UB—RS'lg)dt

From (2.19) it is seen that an estimate of the rotor position is obtained using the flux
linkage Ang3.
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2.3. Position estimator Aalborg University

2.3.1 Closed Loop Flux Observer

The flux linkage A,3 can be estimated utilizing a CLFO that compares the flux linkage
based on the measured current and the voltage command. The principle of the CLFO is
illustrated by the block diagram in figure 2.5.

Closed Loop Flux Observer

Currrent-based flux linkage é

A

Uoffset PI AA(X/B ")

*
<

| ,
{Uap 7\

A\ 4
{+
A\ 4

\ 4
=S|
$

Voltage-based flux linkage

Figure 2.5. Block diagram of the CLFO.

In the voltage-based flux linkage, DC-drift may occur due to the integration. The
advantage of the CLFO is that it suppresses the DC-drift by comparing it to the current-
based flux linkage. The current-based flux linkage is obtained without an integrator, hence
it is not affected by the drift and can be used as a reference. The error between the current-
based and the voltage-based flux linkage is then assumed to be caused by the DC-drift and
is fed through a PI controller to compensate for the offset.

The PI parameters in the CLFO are designed based on previous experiences in the
laboratory [Christiansen and Clausen, 2022]. The bandwidth of the CLFO PI is desired to
be approximate 10 % of the rated speed. This implies that the current-based flux linkage is
dominant at low speed range, and the voltage-based flux linkage is dominating at mid-high
speed range. The parameters are determined to k, = 50 and k; = 100.

13
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2.3.2 Phase-locked Loop

The estimated position in (2.19) can be noisy due to the arctan function, which is
undesirable. To avoid this, a PLL is implemented to suppress high-frequency noise. A
block diagram of the CLFO-PLL position estimator is illustrated in figure 2.6.

...............................................................................................

0, We
Ag—L,- A
_Yes ) Giro %‘aﬂ o M 285 |Aafaf| oo >  PLL 5
| Zaﬁ Za5 )\a — Lq *la e

Figure 2.6. Block diagram of the position estimator.

The rotor position 8, obtained from the active flux Aag,af is fed through the PLL. The PLL
functions as a low-pass filter, such high-frequency noise in the estimate position obtained
from (2.19) are suppressed, and a more smooth position estimation is obtained [Wang
et al., 2017]. Furthermore, an estimation of the rotor speed is obtained from the PLL. The
structure of the PLL is illustrated in figure 2.7.

\4

\4

Figure 2.7. Block diagram of the PLL.

The PLL PI parameters are designed theoretically based on its bandwidth w.. To ease the
calculation of the PLL parameters, a linear relationship between the natural frequency wy,
and a desired bandwidth w, is established. The transfer function of a PLL system is given
in (2.20).

~ Output s -ky+k

GPLL(S) - Input - 82 + S - kp + k@ (220)

From (2.20) it is seen that the PLL system is a second order system. By introducing
the structure of a second order system in (2.21) the PLL parameters can be defined as in
(2.22).

B §:2-C wy +w?
C8245-2-C-wp +w?
kp=2-C-wn, ki=w? (2.22)

n

G(s) (2.21)

Where ( is the damping ratio and w;, is the natural frequency. Setting the damping ratio
to ¢ =1 the parameters in the PLL can be designed as in (2.23).

kp=2-wy, ki=w? (2.23)
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Utilizing (2.23), a linear relationship between the natural frequency w,, and the bandwidth
w, is established from the bode diagram of the PLL system illustrated in figure 2.8.

] wp = 10 wn = 100 wnzlooo\

Magnitude [dB]

Phase [deg]

R . L . | n
10° 10’ 10 10° 10*
Frequency [rad/s

Figure 2.8. Bode diagram of the PLL system.

From the bode diagram, the bandwidth is allocated at —3dB. Based on this, a linear
relationship between the natural frequency w, and the bandwidth w,. is established such
that w. = 2.48 - wy,.

The bandwidth of the PLL system is desired to be high to ensure fast dynamics in the
position estimation to avoid phase shift in the transient operation. However, the speed
noise can be significant due to high PI gains. Hence the bandwidth is chosen to be designed
as we = 500rad/s, which corresponds to parameters k, = 403 and k; = 40648 according
to (2.23).

2.3.3 Validation

The designed CLFO-PLL position estimator is implemented in the control system and
tested in the laboratory setup to examine the performance. A test is performed with the
PMSM run at 1800 rpm with 2 Nm load applied using the CLFO-PLL position estimator
as feedback for the position and speed. The encoder is only used for comparison of the
position and speed. A step load is applied to the system increasing the load from 2 Nm
to 6 Nm at time ¢ = 1s. Furthermore, at time ¢t = 4 s the load is decreased from 6 Nm to
2Nm. The test is illustrated in figure 2.9.
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Figure 2.9. Speed response and position error with implemented CLFO-PLL position estimator.

It is seen that the estimated speed &w,, and the real speed w,, have similar responses.
However, the estimated speed is significantly more noisy. When examining the position
error it is seen that the estimated position 0. is leading the real position 6. based on the
definition of the position error in (2.12). The estimated position leads more as the load
is increased to 6 Nm. At the time when the load is increased it is seen that the position
error peaks. This implies that the position estimation is not fast enough to detect the real
position in the transient period. The same tendency is seen when the load is decreased to
2Nm again.

This thesis aims to examine the possibility of using adaptive filters to suppress harmonic
distortion in the estimated position, caused by inverter nonlinearities and spatial flux
harmonics. As described in section 1.1 the filters are evaluated based on their harmonic
suppression capability and dynamic performance. Thus, minor offset and phase shift
are acceptable as long as the filters’ performance is compared to the performance of the
designed position estimator. Hence, the position estimator is deemed to be sufficient for
further use.

16



Harmonic analysis

In this chapter, the effects of the inverter nonlinearities and flux spatial harmonics in
the estimated back-EMF and the estimated position are analyzed. Firstly, the estimated
back-EMF and the position error are analyzed theoretically. Secondly, measured currents,
estimated active flux, and position error are analyzed based on an experimental test
performed with the laboratory setup. The obtained signals from the test are analyzed
using Fast Fourier Transform (FFT) analysis to examine the frequency components of the
respective signals. Lastly, the effects of current measurement errors are analyzed both
theoretically and verified with measurements from experimental tests.

3.1 Effects of harmonic distortion

As described in chapter 1, the inverter nonlinearities and flux spatial harmonics cause
harmonics distortion, which will introduce (6h £ 1)th order harmonic components in the
estimated back-EMF, where h = 1,2,3... The flux linkage is related to the back-EMF as
expressed in (3.1), hence it is expected that the (6 + 1)th order harmonic components
will be introduced in the active flux used for position estimation. Figure 3.1 illustrates the
relation between the flux and the back-EMF of the PMSM.

X,
€ap = dtﬁ (3.1)

UJe AB
¥ x4 d

e

. O Aap

: Oc

—eq A a,a

Figure 3.1. Illustration of flux and back-EMF relationship.

Using the relation seen in figure 3.1, the flux linkage of the PMSM expressed in the af
reference frame is given in (3.2).

Aa = Aap - cos(Be)

Ag = Aqp - sin(be) (3.2)
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To analyze the effect of the (6h £ 1)th order harmonic components in the estimated flux
linkage, the estimated flux linkage is written including a fundamental and a harmonic term
as in (3.3).

~

)\oc = )\fa + )\ha
5\5 = Apg + g (3.3)

Where Ay and Aj, are denoted as the fundamental and the harmonic component in the
estimated flux linkage, respectively. The estimated flux linkage is expanded to (3.4). For
simplicity, the notation (+(6h £ 1) - we - t) is used as composition of —(5h) - we - t and
(7Th) - we - t.

Aa = A1 - cos(we - t) +Z>\6hi1 -cos( £ (6h+1) - we-t)

A h=1
Ahg
n
Mg = A1 -sin(we )+ > Agar -sin( & (6h£1) - we - t) (3.4)
)\' h=1
fB -
Ang

Where A\, and Agp+1 are the magnitude of the fundamental and the (6h 4+ 1)th order
harmonic components, respectively.

Adopting the principle of a quadrature PLL, the rotor position error is analyzed to examine
the effects of the harmonic distortion in the estimated flux linkage to the estimated position.
The position error obtained from a quadrature PLL is given in (3.5). Combining (3.5) with

0. = G - t the rotor position error is given as in (3.6).

0 ~ sin(f,) = — Ao - sin(6e) + Ag - cos(8) (3.5)
O = A1 - sin((we — @) <) + Y Agpat - sin( £ (6h £ 1) - we — @) - ) (3.6)
h=1

Using the approximation of w, &~ w,, the rotor position error becomes (3.7).

e = A1 -sin((we — @e) - t) + Z)\Gh,l -sin( — (6h) - @) - t)
h=1

n
+ ) Aghrr - sin((6h) - @e) - t) (3.7)
h=1
From (3.7) it is observed that the (6h £ 1)th order harmonic components of the estimated
flux linkage affect the rotor position error. It is seen that the (6A)th order harmonic
component is introduced to the rotor position error, hence the estimated position will
likewise contain (6h)th order harmonic fluctuations.
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3.2 Harmonic distortion in measurements

In this section, measured and estimated signals are analyzed based on tests performed
with the laboratory setup introduced in section 1.2 to examine the harmonic distortion in
the signals. The frequency spectrum of the signals is examined utilizing FFT analysis to
clarify whether the expected harmonic distortion is present. The PMSM is run with the
sensorless FOC designed in chapter 2 during the tests. The PMSM is run at 1800 rpm
with 2 Nm load applied using the load motor.

Figure 3.2 illustrates the measured current represented in the af reference frame. The
sequence illustrated is arbitrarily chosen from the data obtained from the laboratory test.
Furthermore, the frequency spectrum of the current is illustrated as well.

=
g
=
O
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Time [s]
1st
=°r ¥
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Frequency [Hz

Figure 3.2. Measured current in the a3 reference frame along with the frequency spectrum
obtained by FFT analysis. The PMSM is run at 1800 rpm with 2 Nm load.

From the measured o3 current waveforms it is seen that the current is heavily distorted, as
the measured current deviate from a pure sinusoidal signal. The frequency spectrum shows
that the current contains obvious (6h £ 1)th order harmonics. As expected, the current
signals are mainly distorted by the (6 £ 1)th order harmonic components. However, the
signal also contains the (12 4 1)th order harmonic components. The high-order harmonics
have low amplitude, meaning they have a small impact on the signal and are neglected
further.

The analysis in section 3.1 shows how (6h + 1)th order harmonics are present in the
estimated flux linkage. For position estimation, the concept of active flux is utilized. It
is expected to see the same (6h £ 1)th order harmonics in the estimation of the active
flux. Figure 3.3 illustrates the estimated active flux represented in the o reference frame
obtained from the CLFO. Furthermore, the frequency spectrum is illustrated as well.
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Figure 3.3. Estimated active flux in the af reference frame along with the frequency spectrum
obtained by FFT analysis. The PMSM is run at 1800 rpm with 2 Nm load.

As the measured currents are distorted by the (6h £ 1)th order harmonic components it
is expected that the estimated active flux is distorted by these harmonics as well. From
the estimated active flux waveform it is observed that the signal does not appear heavily
distorted, as is the case with the measured current in figure 3.2. However, the estimated
active flux is distorted to some extent. This is also seen from the frequency spectrum,
as (6 £ 1)th order harmonic components are seen. The influence of the (12 & 1)th order
harmonic components and higher are neglected, as the amplitude of the harmonics does not
impact the distortion significantly. Thus, only the (6 4= 1)th order harmonic components
will be considered in the estimated active flux for the remainder of this thesis.

Figure 3.4 illustrates the position error between the sensorless position estimator and the
encoder. The position error is defined as in (2.12), where the real rotor position 6. is
obtained using the encoder. The position error contains an offset and some fluctuation
hence, the frequency spectrum is performed for the fluctuating part of the position error
for better possibilities to examine the harmonic components in the fluctuating part. The
frequency spectrum of the fluctuation in the position error is illustrated in the figure as well.
The fluctuation in the position error is expected to be dominated by a (6h)th harmonic

component based on the analysis described in section 3.1.
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Figure 3.4. Position error along with the frequency spectrum obtained by FFT analysis. The
PMSM is run at 1800 rpm with 2 Nm load.

It is seen that the position error has an offset, and some fluctuation around the offset
value occurs. It is observed from the illustration of the position error that the fluctuation
contains multiple frequencies, hence other frequency components than the (62)th harmonic
component are introduced to the position error. This is supported by the frequency
spectrum of the position error fluctuation. It is seen that the fluctuation contains a
dominant 6th order harmonic component. However, the position error also includes
some low frequency fluctuations. As this deviates from the expectations of the cause of
fluctuation in the position error, the introduced lower frequency components are examined

in the following section.

3.3 Examination of frequency components

As seen in figure 3.4 the position error contains lower frequency components and is not
only dominated by the (6h)th order harmonic component as expected. Thus, the cause of

the low frequency components in the position error is examined in this section.

The position error and frequency spectrum are affected by the estimated position signal
and the position obtained from the encoder. Hence, it is desired to examine the estimation
and the encoder signal individually to analyze the cause of the low frequency components

in the position error.

To analyze the frequency spectrum of the signals obtained from the encoder and the
estimator, the speed measurement is used. The speed measurement is used, as this allows
to analyze the variation of the estimation and encoder signal individually. Figure 3.5 shows
the frequency spectrum of the variation in the estimated speed and the encoder speed for
a laboratory test when the PMSM is run with sensorless FOC at 1800 rpm with 2 Nm load.
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Figure 3.5. Frequency spectrum obtained by FFT analysis of the estimated speed and encoder
speed. The PMSM is run sensorless at 1800 rpm with 2 Nm load.

It is seen that the fluctuation in the estimated speed @, is dominated by the corresponding
6th order harmonic component. However, the estimated speed fluctuation also contains low
frequency components. It is observed that frequencies corresponding to the fundamental
(Ist), 2nd, and 3rd order harmonic components are present in the estimated speed. From
the frequency spectrum of the speed obtained from the encoder w;,, it is seen that the speed
fluctuation has one dominating frequency component along with some noise contribution.
It is observed that the dominating frequency of the fluctuation in the encoder speed
corresponds to the mechanical frequency of the rotor. As this frequency is only dominant
in the encoder speed, it is expected to be caused by the encoder or some mechanical
connection with the physical setup. Hence, it is expected that the frequency component
corresponding to the mechanical frequency will be present in the estimated speed if the
encoder is used as feedback in the control loop. Thus, a test is performed with the encoder
used for position and speed feedback with the PMSM run at 1800 rpm and 2 Nm load, to
examine whether the encoder signal introduces a frequency component corresponding to
the mechanical frequency in the estimated speed. The frequency spectrum of the estimated
speed and the encoder speed obtained from the test is illustrated in figure 3.6.
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Figure 3.6. Frequency spectrum obtained by FFT analysis of the estimated speed and encoder
speed. The PMSM is run with encoder feedback at 1800 rpm with 2 Nm load.

It is seen that when the PMSM is run with encoder feedback, the component corresponding
to the mechanical frequency of the rotor is introduced in the frequency spectrum of the
estimated speed. Based on the two tests with sensorless control and control with encoder
feedback, it is assessed that the introduction of the frequency component corresponding to
the mechanical frequency is caused by mechanical issues with the setup. This is assessed
based on the mechanical frequency component present in the encoder signal and is only
introduced in the estimated speed when the encoder is used as feedback.

It is expected that the same tendencies of present frequencies in the speed are seen in the
rotor position. Comparing the frequency spectrum for the estimated speed and the encoder
speed with the position error in figure 3.4 it is seen that the position error contains the
same frequencies as seen in the speed. The position error will contain the frequencies of
both the estimated position and the encoder position due to the definition in (2.12). Thus,
the mechanical frequency component is present in the position error due to the encoder
relation.

From figure 3.5 and 3.6 it is further observed that frequency components corresponding
to the fundamental, 2nd and 3rd order harmonic components are present in the estimated
speed. According to Zhang et al. [2021] and Zhang et al. [2022] current measurement
errors may introduce multiple frequency components including 1st and 2nd order harmonic
components. Current measurement errors may occur due to scaling and offset errors
with the current sensors. The effects of current measurement errors are elaborated in

the following sections:
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Offset error

The offset error is mainly caused by zero drift, residual current of the current sensor, and
operational amplifier deviation [Zhang et al., 2021]. The offset error is considered using
the expression in (3.8).

Z.a,meas — Im - COS(u)e : t) + AIa,offset

. 2.1
Uhmeas — dm - COS(we -t — T) + AIb,offset (3.8)
2.7

ie;meas = Im - cos(we - t + T) + Al offset

Where ig meas; ibmeas, a0d icmeas are the measured currents used in the control structure.
I, is the amplitude of the sinusoidal three-phase currents, and I, offset, Ibof fset, and
I.ofset are a DC component of the phase currents, respectively. Utilizing reference frame
transformation to represent the abc currents in the rotating dg-reference frame with the
current vector oriented on the g-axis, the dgq currents are expressed as in (3.9).

Gdof fset = ; (Algoffset - cos(we - t) + ALy of foet - cOS(we -+ t)
+ Al of fset - cOS(we - t))
ig.of fset = Im — % (ALyopset - sin(we - t) + Ay of foer - sin(we - t)
+ Al offset - sin(we - t)) (3.9)

When transformed to the dg-reference frame, the AC component of the abc currents will
appear as a DC component with amplitude corresponding to I,, in the g-axis current.
The offset current introduce an AC component to both the d- and ¢-axis current with
a frequency corresponding to the fundamental frequency w.. The oscillating dg current
results in torque ripple, which leads to ripples in the rotor speed with the same frequency
as the oscillating dg currents. Hence, the offset error in the current measurement will
introduce a frequency component corresponding to the fundamental frequency of the
electrical rotor speed and thereby also the rotor position.

Scaling error

The output current from the current sensors is adjusted to match the input range of the
analog-to-digital converter, which causes a scaling error in the measured currents [Zhang
et al., 2021]. Considering only the scaling error, the measured current is expressed as
(3.10).

ta,meas = Ka + Im - cos(we - t)

; 2.7

ibmeas = k- I - cOS(we - t = =) (3.10)
; 2.7

lc,meas = kc : Im . COS(we T+ T)

Where kg, ky, and k. are scaling gains for the three-phase currents, respectively. Typically
the scaling gain of each phase current is different from each other due to the difference
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between the sampling and the adjusting circuits. Due to the scaling error, the three-phase
current measurements are asymmetrical.

Applying the symmetrical component method, the asymmetrical three-phase currents
n (3.10) are decomposed into positive, negative, and zero sequence components. The
decomposed three-phase currents are expressed in (3.11).

. . oot . et s
Labe,meas = Tp ° el Vet 44, eIt 4, (311)

Where 1,, i,,, and 7 are the positive, negative, and zero sequence components, respectively.
Utilizing reference frame transformation to express the three-phase currents in the rotating
dg-reference frame with the current vector oriented on the g¢-axis, the dq currents are
expressed as in (3.12).

id,scaling =-—1I,- SZTL(Q * We - t)
Z-q,sczzling = Ip — I, 008(2 cWe - t) (312)

The positive sequence component will appear as a DC component in the g-axis current. The
negative sequence component, when transformed to the dg-reference frame, will introduce
an AC component to the dg currents which oscillate with twice the fundamental frequency.
Hence the scaling error will introduce a frequency component twice the fundamental of the
electrical rotor speed and position.

It is seen that the current measurement error including scaling and offset effects, that
frequency components corresponding to the fundamental and twice the fundamental
frequency are introduced in the dq currents. The oscillating currents affect the torque
and rotor speed, which will have ripples corresponding to the same frequency components.
Figure 3.7 illustrates the dq currents and frequency spectrum when the PMSM is run with
sensorless control at 1800 rpm and applying 2 Nm load to the system.

i iy

o
1

M | H ‘
MH A Mww‘u‘“”w‘ I wu ﬂf
‘H‘ \‘\“”\‘/”‘H‘m”‘m‘ il H\“HHHH\HHWM WH‘\M“ MHH D W

b HU‘ U“\‘ UM\‘ UHU M J”V MV H“UHVM Uﬂm U I J WH W ‘Uw U‘H
2 0.21 0.22 0.23 024 0. 25 0. 26 027 028 029 0.3 .2 0.‘21 0.‘22 0.‘23 0.‘24 0. 25 0.‘26 0.é7 0.‘28 0.‘29 0‘.3
Time [s] Time [s]

m ‘ |

(i f‘M[‘f ‘p rN A
1 0 i o

‘H\ M\U

m\

Current [A]

Current [A]

o
T

N
N

&)
T

1 1st

st L
ond 0.5 2nd
? o it I I i Lo L i 1 L 4

500 1000 1500 2000 2500 0 500 1000 1500 2000 2500
Frequency [Hz| Frequency [Hz|

Amplitude [A]
Amplitude [A]

o

o

(a) d-axis current (b) g-axis current

Figure 3.7. Waveform and amplitudes in the frequency spectrum of the dq currents. The data
is obtained running the PMSM with sensorless control at 1800 rpm with 2 Nm load
applied to the system.

It is seen that the d-axis current oscillates around zero amplitude, while the ¢g-axis current
oscillates around a DC value of approximately 5 A. In the frequency spectrum of both the
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dq currents, components of the 1st and 2nd order harmonics are present. However, it is
further seen that the oscillation of the dg currents is mainly caused by the nonlinearities
of the inverter, as the dominating frequency component corresponds to the 6th order

harmonic component.

Based on the analysis of the effects of current measurement error, including scaling error
and offset error, the frequency components related to the 1st and 2nd order harmonic
components seen in the estimated rotor speed in figure 3.5 and 3.6 and in the position
error in figure 3.4 are expected to be caused by current measurement errors.

The objective of this thesis is to suppress the dominating 6th order harmonic component in
the estimated position caused by nonlinearities in the inverter and flux spatial harmonics.
It is seen from the test illustrated in figures 3.4, 3.5, and 3.6 that the 6th order harmonic
component is still more dominant. Thus, no further action is made to reduce or remove
the influence of current measurement errors.
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Complex-coefficient
Synchronous Frequency
Filter

In this chapter, the complex-coefficient synchronous frequency filter (CCSFF) from Wu
et al. [2022] is presented to filter out the (6 £ 1)th order harmonic component in
the estimated flux to suppress the 6th order component in the estimated position and
speed. Firstly the structure of the CCSFF is presented along with its filtering capability
at the synchronous frequency. Furthermore, the CCSFF combined with the PLL is
Laplace transformed and a transfer function is established to set up design guidelines
for parameters. Secondly, the harmonic suppression capability along with the effects
of the filter parameter design is examined experimentally using the laboratory setup.
Lastly, is the dynamic performance examined of the control system with the CCSFF.
The performance of the CCSFF is compared to when no filtering is performed. In addition
to this, an adaptive approach to the parameter design is proposed to improve the dynamic

performance when using the CCSFF.

4.1 Filter structure

The presented CCSFF is a complex bandpass filter with unity gain and zero-phase shift
at the synchronous frequency w.. According to Wu et al. [2022], the filter possesses
an adaptive-frequency bandpass-filtering characteristic, removing the harmonics in the
estimated flux and reducing the oscillating error in the estimated position. The filter is
implemented such that the estimated active flux A\,g4y is filtered through the CCSFF
before it is used in the PLL as illustrated in figure 4.1 with 2,3 = Aag,af

___________________________________________________________________________________________________________

Position Estimator

E 0*6 N _ ‘Z’e :
u A —L,-i5 |z z ] >

—98) oo |29% P 15 12B) coser 2% atan2 |2¢»  PLL i
i%ap 208 | Aa — Lg - g e

Figure 4.1. Block diagram of the CLFO-CCSFF-PLL-based position estimation system.

The inputs to the CCSFF are defined as in (4.1).

2o R Z - cos(we - t) + Zgr1 - cos(£(6 £ 1) - we - t)
28 &= Z -sin(we - t) + Zo+1 - sin(£(6 £ 1) - we - 1) (4.1)

Figure 4.2 illustrates the working principle of the CCSFF system.
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Figure 4.2. Block diagram of the CCSFF system [Wu et al., 2022].

Where z,g is the active flux containing harmonic distortion, £,5 is the filtered flux
which ideally only contains the fundamental frequency, €,5 is the error signal between

the estimated flux z,5 and the filtered flux 2,5, k is the damping factor, sin(f.) and

cos(f.) determines the synchronous frequency @, of the desired fundamental signal, hence
e = We - t. wap is a variable used to derive the method.

It can be proven that the filter does not change the magnitude and no phase shift occurs
at the synchronous frequency @.. From (4.2) to (4.9) the transfer function of the CCSFF
is derived [Wu et al., 2022|. In figure 4.2 it is seen that the CCSSF output signals can be
expressed as in (4.2).

Zo = Wq - €OS(We - t) — wg - sin(we - t)
28 = Wq - sin(We - t) + wg - cos(we - t) (4.2)
By differentiating (4.2) with respect to time (4.3) is given.
2o = g - cOS(Qe - 1) — 1 - sin(We - 1) — W - (wq - sin(@e - t) + wg - cos(@e - 1))
25 = g - SIN(Qe - 1) — g - cOS(Qe - 1) + e - (wq - cos(@e - t) — wg - sin(We - t)) (4.3)
From figure 4.2, the derivative of w, and wg can be expressed as in (4.4).
We =k - (ea - cos(We - t) + €3 - sin(we - t))
g =k (—eq-sin(@e-t)+eg-cos(@e - t)) (4.4)
From figure 4.2, €, and g are expressed as in (4.5).

Ea = 2o — ,730” 65 =z — 735 (45)
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Based on (4.4) and (4.5), (4.3) can be simplified to (4.6).

Za = —Qe - (wa - sin(@e - t) + wg - cos(@e - t)) —k - (20 — 2a)
Zp
25 = e - (wq - cos(@e - t) — wg - sin(@e - t)) —k - (25 — 23) (4.6)

Applying the Laplace transform to (4.6), the expression can be written as in (4.7)

k- zq(s) — Qe - 25(s)
k- 25(s) + @e - Za(s) (4.7)

Q
—
V)
~—
Il

(s+k)-z
(s+k)-z

sy

—
»

~—
I

By defining (4.8), the transfer function of the CCSFF is obtained in (4.9)

205() = za(s) T 7 - 28(5),  Bap(s) = fals) + i - 25(s) (48)
Goospr(s) = ()= —F (4.9)
COSFE ZaB 5—J-We+k '

The bode diagram of 4.9 is illustrated in figure 4.3, for different £ values. The synchronous
frequency @, is set to 500 rad/s.
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Figure 4.3. Bode diagram of the CCSFF for various values of k with &, = 500rad/s .

From the bode diagram of the CCSFF in figure 4.3 it is seen that it provides the
characteristic of a bandpass filter at the synchronous frequency @. and can pass the
fundamental component without magnitude attenuation and phase delay. The magnitude
at the synchronous frequency is also given in (4.10). Hence w = @,.

zaﬁ (.7 : w)

2asj ) =1 (410

L
W=We \/]{TQ
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Furthermore, it is seen that the CCSFF’s ability to suppress the harmonic components is
strictly related to the damping factor k. This is also given in (4.11) where the magnitude

of the (6 + 1)th harmonics are used for calculation.

Zap(j - w)

Zaplj ) - = 2 (#10)

w=+(6+1)de (£60c)2 + K2

According to (4.11), p determines the harmonic suppression capability. It is seen that the
harmonic suppression can be improved by decreasing p which implies that the damping

factor should be low, depending on the desired filtering performance.

Therefore, the output from the CCSFF can be expressed as in (4.12) if p is assumed to be
small (u =~ 0).

A~

Sa e Zcos(@e - t) + - Zosr - cos(£(6£1) - - t) &~ Z - cos(@e - t)
2 Z - sin(@e - t) + - Zogr -sin(£(6 £ 1) - & - t) & Z - sin( - t) (4.12)

According to (4.12) the CCSFF eliminates the harmonics and passes the fundamental
component if k is designed properly such that p =~ 0. The filter is tested on the system
illustrated in figure 4.1. For simplicity, the CLFO is disregarded and a distorted waveform
containing (6 & 1)th order harmonic components as expressed in (4.1) is used as input to
the CCSFF. The magnitude of the fundamental, 5th, and 7th order harmonic components
used in the tests are Z = 1, Zg, = 0.2, and Z7, = 0.1, respectively. The CCSFF is tested
for different k£ values when w,,, = 900 rpm. The feedback 0. used in the CCSFF is fixed at
the same frequency of the input signal, hence we = @w,. The result is illustrated in figure

4.4.
a’
= Filter on
o I Za
L 50 k=5
e } 24 k=50 |—
P | 20 k=500,
E‘: -1 — | | (xl J
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time [s]
)
i 400~
Z ‘ 0. k=5
.S A
Z 200 O k=50 |-
a 0. k=500
o
% 0 | | | | | | | I/ |
~ 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Time 3]
g |
221000 ‘
- |
g 900 ‘
= |
8 \
g 800 |
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
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Figure 4.4. Filtering capability of the CCSFF with 0. used as feedback.

From the active flux waveform, it is seen that the CCSFF starts to track the frequency
of the input signal as it is enabled. Furthermore, it is seen that by lowering the damping
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factor k, the filtering capability can be improved. This is further seen in the estimated
speed as the oscillations are decreased. However, it is also seen that the k value affects the
settling time of the CCSFF. When k = 5 the settling time of the CCSFF is slow. However,
over time the CCSFF will track the fundamental component of the input signal.

In figure 4.4 the feedback 6. is fixed at the same frequency as the input signal. To make
the CCSFF frequency adaptive, the frequency of the feedback signal 6. should change if
the input signal does. In real application, the frequency is expected to change as the motor
is run at different speeds which will change the frequency of the input signal. To cope with
this, the estimated position from the PLL can advantageously be used as feedback in the
CCSFF system as the real frequency of the input signal Z,3 may not be available. The
same test as in figure 4.4 is performed while using the estimated position from the PLL as

feedback. The results are illustrated in figure 4.5.

'
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% 0 Il Il Il Il Il Il Il H/ |
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5 |
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Figure 4.5. Filtering capability of the CCSFF with estimated position 0. used as feedback.

From the tests it is seen that using the estimated position as feedback, the estimated
position and speed are not estimated properly for k =5 and k = 50. It is noticed that the
system becomes unstable. This is due to the settling time of the CCSFF response which
is slow when k is designed too small. When the response of the CCSFF is too slow, the
PLL cannot estimate the position properly. As the CCSFF uses the estimated position as
feedback, it cannot run. Thus, the settling time should be considered when designing the
CCSFF, as the estimated position ée is obtained from the PLL and used as feedback in
the CCSFF. Hence, proper parameters in the CCSFF and PLL are essential to suppress

the harmonic components and ensure a precise position estimation.

The CCSFF-PLL system is linearized to analyze the dynamic interaction between the
CCSFF and PLL to ensure precise harmonic suppression and precise position estimation.
The input and output signal in the CCSFF can be derived as in (4.13) according to figure

4.2.
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20 =2 -cos(0), 2= 7 sin(f.) (4.13)

The angle . is obtained utilizing arctangent as in (4.14).

~

0. = arctanf—ﬁ (4.14)
Zo

The time derivative of (4.14) is given in (4.15).

(4.15)

The time derivative of 2,3 is given in (4.16) by rearranging (4.7) and applying the inverse
Laplace transform.

dZq
o
%Z@e-é’a-l-k-(?,ﬁ—ﬁg) (4.16)

By substituting (4.16) into (4.15), (4.17) is given.

e, k(28 2a — 2a - 28)

@ T T G 4
By substituting the input and output signals in (4.13), (4.17) is simplified to (4.18).
ﬁ%:d@+k-gsmw{—@) (4.18)
By introducing (4.19), (4.18) is simplified to (4.20).
0o~ 0, Z=~Z (4.19)
i%:u%+kwe—@) (4.20)

Based on (4.20), a transfer function for the CCSFF system can be established as in (4.21).

b 1 k-O.+s-0,
GCCSFF(S) = 97 = 9* : (S’—f—ik (4.21)

The transfer function for the whole CCSFF-PLL system can be derived as in (4.23), based
on the transfer function for the CCSFF and PLL in (4.21) and (4.22), respectively.

e s kythi
GPLL(S)_?@_—SZ-l-S'kp-Fki (4.22)
_e Ae ée Skkp‘i'kkil
— e, e _Ze_ 4.2
Gls) O 0. 0. $2+s2-k+s-k-ky+k-Fk (423)

The system is illustrated in figure 4.6.
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Figure 4.6. Block diagram of the linearized CCSFF-PLL system.

With the established transfer function it can simultaneously be proven that the system
adds no phase shift to the rotor position in steady state utilizing the final value theorem.
For a normal PLL type filter there is no phase shift in steady state [Wang et al., 2017].
The same calculations as in [Wang et al., 2017] is derived for the CCSFF-PLL system.
The error can be defined as in (4.24) using the definition given in (2.12).

Oc(s) = (G(s) = 1) - be(s) (4.24)

For a ramp input, 8. can be written as 6, = a - t where «a is the slope of .. The error of
the CCSFF-PLL system converges as in (4.25).

lim 0, = lim s - 6,(s) = lim s - (G(s) — 1) - %
s—0 S

t—oo s—0
y s k-kyt+ k- ki A
= lim s - -1)-=
50 $3+s2-k+s-k-ky+k-k 52
= lim s.a-(k+s) =0 (4.25)

o0 34 (s24s-kp+ki) -k

From (4.25) it is seen that the error converges to zero for a ramp input, hence no phase
shift is added to the estimated position at steady state.

Utilizing the PI parameters k, = 403 and k; = 40648 for the PLL obtained in section
2.3.2, the effects of the damping factor gain k£ on the CCSFF-PLL system are analyzed.
In figure 4.7 a pole/zero map of the CCSFF-PLL system is illustrated when the damping
factor gain k is varied.
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Figure 4.7. Pole/zero map of the CCSFF-PLL system for different k values.

It is seen that the placement of the zero is not affected by the value of k, as for all analyzed
values of k£ the zero is placed at approximately -101. It is observed that the complex set
of poles enters the right half plane when k is decreased. This means that the CCSFF-PLL
becomes unstable if the damping factor k is chosen too low. This also appears in the test
illustrated in figure 4.5 where only the CCSFF-PLL with k = 500 are capable of estimating
the position.

In the previous analysis, it is mentioned that the k gain should be designed with a low
value to obtain sufficient harmonic suppression capability. However, the pole/zero map in
figure 4.7 and the results in figure 4.5 shows that the minimum value of £ is limited to
ensure a stable system. Hence it is desired to examine whether a design approach can be
used to determine the CCSFF-PLL parameters.

From (4.23) and figure 4.6 it is seen that the CCSFF-PLL system is a third order system.
By introducing the structure of a third order system in (4.26), the parameters can be

defined as in (4.27).

G(s) = s w2 (2-C+1)+wd
o3 s?ew, (2 C+H D) +s w2 (2-CH1) Fw
k=2 C+1)wy, kkpy=02-C+1) w2 k- k=uw (4.27)

n

(4.26)

Where ( is the damping ratio and w;, is the natural frequency. Setting the damping ratio
to ¢ =1 the parameters in the CCSFF-PLL can be designed as in (4.28).
W

k=3-wn, kp=wn k= 3 (4.28)
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A linear relationship between the natural frequency w,, and the bandwidth w, is established
to determine the parameters in (4.28). Figure 4.8 illustrates the bode diagram of G(s) in
(4.26) for different wy,.

wp, = 10 wy, = 100 Wn = 1000\

T

o
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Figure 4.8. Bode diagram of the CCSFF-PLL system.

From the bode diagram, the bandwidth is allocated at —3dB. Based on this, a linear
relationship between the natural frequency w, and the bandwidth w, is established such
that w, = 1.64 - w,. From the bode diagram, it is seen that by increasing the natural
frequency w,, the CCSSF-PLL bandwidth is increased which improves the transient
response but degrades the filtering capability. Thus, the CCSFF should be designed such
that the natural frequency gives the desired bandwidth. It is revealed in section 3.1 that
the dominant position harmonic frequency is 6 - we. Thus, the CCSFF-PLL is designed to
have a bandwidth less than the 6th harmonic frequency to ensure harmonic suppression

capability, hence w, < 6 - we.

To evaluate the parameter design of the CCSFF-PLL’s effects on the harmonic suppression
capability and the dynamic performance, two systems are designed with bandwidth
we = 250rad/s and w, = 500rad/s. The CCSFF-PLL parameters are calculated utilizing
(4.28) and are listed in table 4.1. To evaluate the performance using the respective designed
CCSFFs, two PLL systems are designed with similar bandwidths for comparison. The PLL
parameters are calculated utilizing (2.23) and are listed in table 4.1.

Position estimator k&, ki k  wc[rad/s]
CCSFF 1 152 7746 457 250
CCSFF 2 305 30984 915 500

PLL 1 202 10162 - 250
PLL 2 403 40648 - 500

Table 4.1. CCSFF-PLL and PLL parameters.

Based on the designed systems the expected filtering capability can be shown utilizing the
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derived transfer functions for the PLL and CCSFF-PLL in (4.22) and (4.23) respectively.
Figure 4.9 illustrates the magnitude plot for the systems listed in table 4.1. The
corresponding frequency of the 6th order harmonic is indicated when w,, = 360 rpm and
wm = 1800rpm as the designed systems is analyzed through experimental tests at these

speeds in section 4.3.

20 T T T T T T T T T T \' T T T T T T
; PLL 1
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|

Magnitude [dB|
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-40 -
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10’ 102 10° 10*

Frequency [rad/s]

Figure 4.9. Magnitude plot of the PLL and CCSFF-PLL listed in table 4.1.

From the magnitude plot, the expected attenuation of the 6th order harmonic performed
by the CCSFF relative to the PLL is obtained. It is seen, that when the PMSM is run at
360 rpm, only a small difference is seen between PLL 2 and CCSFF 2. Thus, the harmonic
suppression capability of the CCSFF 2 at this speed is not sufficient. However, as the
speed is increased the harmonic suppression of the CCSFF 2 is improved compared to
PLL 2. The ratio of the magnitude between CCSFF 1 and PLL 1 is larger, compared to
CCSFF 2 and PLL 2. Thus, the CCSFF 1 ensures better harmonic suppression capability.

4.2 Harmonic supression capability

The harmonic suppression capability of the CCSFF is validated by examining the estimated
active flux input to the CCSFF and the output active flux from the CCSFF. The input
and output af active flux is illustrated in figure 4.10 along with the frequency spectrum
obtained from FFT analysis of the active flux. The test is performed with the PMSM run
at 1800 rpm with 2 Nm load applied using the CCSFF 1 from table 4.1.
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Figure 4.10. af active flux and the frequency spectrum of the input and output of the filter
using the CCSFF 1. The PMSM is run at 1800 rpm with 2 Nm load applied.

From figure 4.10(a) it is seen, that the active flux waveform of the input to the CCSFF is
distorted. The frequency spectrum of the active flux shows, that the distortion is caused
mainly by the (6 & 1)th order harmonic components. Figure 4.10(b) shows that the active
flux waveform of the output of the CCSFF becomes more sinusoidal. From the frequency
spectrum, it is further seen that the amplitude of the (6+1)th order harmonic components
are reduced significantly, leading to a more sinusoidal waveform. This indicates that the
proposed CCSFF provides fine harmonic suppression capabilities.

The harmonic suppression capabilities are further analyzed by examining the estimated
position and the position error. The estimated position and position error obtained using
CCSFF 1 and CCSFF 2 are compared to analyze the effect of the parameter design.
Figures 4.11 and 4.12 illustrates the electrical rotor position and the position error when
the PMSM is run at 360 rpm and 1800 rpm, respectively. The tests are performed with
2 Nm load applied to the system.
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Figure 4.11. Electrical rotor position and the position error when the PMSM is run at 360 rpm
with 2 Nm load.
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Figure 4.12. Electrical rotor position and the position error when the PMSM is run at
1800 rpm with 2 Nm load.

When the PMSM is run at 360 rpm, obvious 6th order harmonic ripples are seen in the
position error when using either CCSFF 1 or CCSFF 2, as seen in figure 4.11. However,
it is seen, that the 6th order harmonic ripples in the position error are less significant
when using the CCSFF 1 parameters. When the PMSM is run at 1800rpm it is seen
from 4.12 that the 6th order harmonic ripples are removed using either of the CCSFF-PLL
designs from table 4.1. From the position error, there seems no difference using either of
the CCSFF-PLL designs.

The harmonic suppression capability of the two designed CCSFFs seen in figures 4.11 and
4.12 is consistent with the observations seen from the magnitude plot illustrated in figure
4.9. The bandwidth of the CCSFF 1 is smaller than the CCSFF 2 as described in section
4.1. Thus, it is expected that the harmonic suppression capability is better using the
CCSFF 1 rather than the CCSFF 2. However, using the CCSFF 1 when the PMSM is run
at 360 rpm, the 6th order harmonic component is not completely removed. As the speed
increases, the two designed CCSFF-PLL systems seem to have comparable suppression
capabilities as seen from figure 4.12. When the PMSM is run at 1800 rpm both designed
CCSFF-PLL system provide sufficient suppression of the 6th order harmonic component.

Based on the analysis of the estimated active flux and the position error, it is seen that
the CCSFF method is able to detect and suppress the harmonic distortion caused by the
inverter nonlinearities and spatial flux harmonics as intended. The parameter design and
particularly the bandwidth of the filter highly affects the harmonic suppression capability.
Operating the PMSM at a lower speed range, the CCSFF-PLL must be designed with low
bandwidth to suppress the 6th order harmonic component in the estimated rotor position.
However, in the higher speed range, the bandwidth can be designed higher as the frequency
of the 6th order harmonic component increases as well. The dynamic performance using
the CCSFF method along with the effects of the parameter design is further elaborated in
the following section.
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4.3 Performance evaluation

As the principal of the CCSFF method and the functionality is validated in the previous
section, the CCSFFs listed in table 4.1 are tested with the laboratory setup at different
conditions to analyze dynamic performance along with further analysis of the harmonic
suppression capability. To elaborate on whether the dynamic performance is affected by
the CCSFF, tests are performed using PLLs which are designed with the same bandwidth
as the CCSFF-PLL systems in table 4.1. The parameters of the designed PLLs are listed
in table 4.1 as well.

The dynamic performance is examined by accelerating the PMSM from 900rpm to
1800 rpm. Figure 4.13 illustrates the estimated rotor speed and the position error for
tests using the designed PLLs and CCSFFs listed in table 4.1. The tests are performed
with 2 Nm load applied to the system.
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Figure 4.13. Estiamted rotor speed and position error for tests using the PLL 1, CCSFF 1,
PLL 2, and CCSFF 2 listed in table 4.1 when the PMSM is accelerated.

It is seen, that the estimated speed for all tests is similar. From the tests it is seen, that
the position error at time 0 < ¢ < 1 is less using the CCSFF method compared to using
only PLL with same bandwidth. When the speed is 1800rpm at time 2 < t < 3 the
position error for all test are more similar. When the PMSM is accelerated, the response
of the position error for tests with PLL 2 and CCSFF 2 are similar. For the PLL 1 and
CCSFF 1 it is seen, that when the speed starts to accelerate, the position error drops
before it is stabilized when the speed reaches steady state. This indicates a delay in
the position estimator, as the estimated position does not follow the real speed as the
speed is accelerated. The PLL 1 and CCSFF 1 have lower bandwidth, hence the dynamic
performance is expected to be different from PLL 2 and CCSFF 2.

The dynamic performance is further examined by exposing the system to a sudden load
change. Tests are performed with sensorless control with a speed reference at 360 rpm with
2 Nm load applied using the load motor. During the tests, a step load is applied increasing
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the load from 2Nm to 6 Nm and from 6 Nm to 2 Nm to examine the dynamic response of
the system. Figure 4.14 illustrates the estimated rotor speed and the position error for the
tests.
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Figure 4.14. Estiamted rotor speed and position error for tests using the PLL 1, CCSFF 1, PLL
2, and CCSFF 2 listed in table 4.1 when a 4 Nm step load is applied to the system.

It is seen, that when a step load is exposed to the system, a delay between the estimated
signal and the encoder occurs, as the position error changes when the load is applied. As
the bandwidth of the PLL 2 and CCSFF 2 is designed larger than PLL 1 and CCSFF
1, it is expected, that the transient response of PLL 2 and CCSFF 2 is better. This is
further seen in the figure as the peak in the position error is smaller compared to PLL 1
and CCSFF 1. When the CCSFF 2 system is used, the response is comparable with the
test using only a PLL structure without a filter with the same bandwidth. Thus, when
the bandwidth of the CCSFF-PLL system is designed high enough, the CCSFF structure
will not introduce further delays to the system.

The PLL 1 and CCSFF 1 are designed with half the bandwidth of PLL 2 and CCSFF 2,
hence the dynamic performance of the low bandwidth systems is expected to be worse.
This is further seen in the figure, as when the step load is applied, the position error is
larger compared to the other tests with higher bandwidth. Comparing the CCSFF 1 and
PLL 1 it is seen that the CCSFF 1 introduces further delay to the estimation, as the peak
of the position error is larger than when the PLL 1 is used. Furthermore, the position
error converges slower to a steady state value using the CCSFF compared to the PLL 1
test.

The CCSFF 2 does not introduce a remarkable difference in the transient response
compared to only using a PLL. The CCSFF 1 is designed with lower bandwidth, hence a
larger delay is introduced which affects the transient response. However, it is seen from the
estimated speed response and the position error, that the CCSFF 2 seems more fluctuating,
compared to the CCSFF 1. This indicates that when using the CCSFF 2, the harmonic
suppression capability is poor. Thus, to analyze more the harmonic suppression capability
of the two designed CCSFFs, a FFT analysis is performed at steady state speed which is
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illustrated in figure 4.15 along with the position error. Figure 4.15(a) is based on the data
before the step load is applied at time 0 < ¢ < 1 and figure 4.15(b) is based on the data
at time 2 <t < 3.
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Figure 4.15. Position error and harmonic amplitude obtained from FFT analysis for tests using
the PLL 1, CCSFF 1, PLL 2, and CCSFF 2 listed in table 4.1. FFT analysis is
performed at steady state speed.

It is seen, that the position error using the low bandwidth filter CCSFF 1 is more constant,
with only small fluctuation caused by high frequency noise. The CCSFF 2 has a similar
position error as PLL 2, which indicates that the filter does not suppress the 6th harmonic
component sufficiently. This is the case when either 2 Nm or 6 Nm is applied to the system.
This is further seen from the illustration of the harmonic amplitude from the FFT. It is
seen that when CCSFF 2 is used, the 6th harmonic component is not reduced to the same
extent as using CCSFF 1. This substantiates the analysis of the harmonic capability of
the CCSFF shown in section 4.2. The CCSFF 2 does suppress the 6th order harmonic
component to some extent, compared to using the PLL 2, which has the same bandwidth.
However, the effects of the CCSFF 2 are not sufficient. Using the CCSFF 1, which has
smaller bandwidth, the amplitude of the 6th harmonic component is reduced significantly.
The CCSFF 1 also provides better harmonic suppression capabilities than using the PLL
1 with the same bandwidth. To better evaluate the suppression of the 6th order harmonic
component, the amplitude of the corresponding 6th order harmonic component for the
results illustrated in figure 4.15 are listed in table 4.2.
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6th amplitude [deg|
7, =2Nm 77, = 6Nm

PLL 1 0.1533 0.1678
CCSFF 1 0.0881 0.0746
PLL 2 0.2812 0.3253
CCSFF 2 0.2625 0.2764

Table 4.2. Amplitude of the 6th order harmonic component in the position error 0. using PLL
1, PLL 2, CCSFF 1, and CCSFF 2 listed in table 4.1 when w,, = 360 rpm.

From the table it is seen when CCSFF 1 is used, the 6th order harmonic component
is approximately halved compared to using PLL 1, which has similar bandwidth. The
CCSFF 2 does not suppress the 6th order harmonic component in the estimated position
significantly compared to the PLL 2, which has similar bandwidth. This is the case either
when 2Nm or 6 Nm is applied to the system.

It is expected that the CCSFF 2 will provide poor harmonic suppression capability at
lower speed. However, as the speed of the PMSM increases, the harmonic suppression
capability is expected to be improved. Hence, similar tests with the two CCSFFs and the
PLLs are performed at 1800 rpm, to see whether differences in the harmonic suppression
capability, as well as the transient response, are seen. Figure 4.16 illustrates the estimated
rotor speed and the position error for tests using the two designed CCSFFs and the PLLs
listed in table 4.1. A FFT analysis is performed at steady state speed which is illustrated
in figure 4.17 along with the position error. Figure 4.17(a) is based on the data before
the step load is applied at time 0 < ¢ < 1 and figure 4.17(b) is based on the data at time
2<t<3.
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Figure 4.16. Estiamted rotor speed and position error for tests using the PLL 1, CCSFF 1, PLL
2, and CCSFF 2 listed in table 4.1 when a 4 Nm step load is applied to the system.

Examining figure 4.16 the same tendencies of the dynamic performance is seen compared to
the test at 360 rpm seen in figure 4.14. The high bandwidth systems, PLL 2 and CCSFF 2,
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have similar responses when a step load is applied to the system as seen from the position
error. However, the CCSFF 2 seems to have an offset in the position error compared to the
PLL 2 test. The lower bandwidth PLL 1 and CCSFF 1 systems have larger peak position
errors when the step load is applied. Further, the CCSFF 1 has a larger peak than is the
case with the PLL 1. From the estimated speed at time 1 < ¢ < 4 when 6 Nm load is
applied to the system it is seen, that the speed ripples vary. This is the case for all tests.
From figure 4.16 it seems only to be the case when 6 Nm load is applied. The cause of
these ripple variations in the estimated speed is not further examined as it is seen in all
tests, hence it is not introduced by the implementation of the CCSFF method.
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(a) 2Nm load at time 0 < ¢ < 1 from figure (b) 6 Nm load at time 2 < t < 3 from figure
4.16. 4.16.

Figure 4.17. Position error and harmonic amplitude obtained from FFT analysis for tests using
the PLL 1, CCSFF 1, PLL 2, and CCSFF 2 listed in table 4.1. FFT analysis is
performed at steady state speed.

It is seen from figure 4.17, that the CCSFF 1 still provides good harmonic suppression
capability. From the position error, the CCSFF 1 seems to have the same small fluctuations
as seen at 360 rpm. The CCSFF 1 has a significantly lower bandwidth than the 6th order
harmonic component at 1800 rpm, hence good harmonic suppression capability is seen, as
the 6th order harmonic component is reduced to be insignificant. The position error for the
CCSFF 2 is now more similar to CCSFF 1. From the frequency spectrum it is further seen,
that the CCSFF 2 now is capable of suppressing the 6th order harmonic component to
an insignificant level. It is seen, that the amplitude of the 6th order harmonic component
is reduced using the CCSFF 2 compared to the PLL 2, which has the same bandwidth.
The frequency of the 6th order harmonic component is larger than the bandwidth, hence
the harmonic suppression capability is increased at higher speeds. To better evaluate the
suppression of the 6th order harmonic component, the amplitude of the corresponding 6th
order harmonic component for the results illustrated in figure 4.17 are listed in table 4.3.
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6th amplitude [deg|
7, =2Nm 77, = 6Nm

PLL 1 0.0388 0.0439
CCSFF 1 0.0027 0.0038
PLL 2 0.0940 0.1008
CCSFF 2 0.0154 0.0177

Table 4.3. Amplitude of the 6th order harmonic component in the position error 0. using PLL
1, PLL 2, CCSFF 1, and CCSFF 2 listed in table 4.1 when w,, = 1800 rpm.

From the table it is seen that both the suppression capability of both CCSFFs is improved
compared to when the PMSM is run at 360rpm in table 4.2. Both CCSFFs suppress
the 6th order harmonic component significantly compared to when only a PLL with
similar bandwidth is used. As the speed of the PMSM is increased, the frequency of
the corresponding 6th order harmonic component is also increased. This means that the
CCSFFs will be capable of better attenuating the 6th order harmonic component due to
the structure of the CCSFF.

The tests of the two CCSFFs and PLLs show that the design of the CCSFF has a significant
impact on the performance. To achieve sufficient harmonic suppression capability in a wide
speed range, the bandwidth of the CCSFF-PLL system must be designed to be lower than
the least 6th order harmonic component within the speed range. However, a low bandwidth
of the CCSFF-PLL system introduces undesired phase delays in the position and speed
estimation, which affects the dynamic performance. Thus, it is desired to examine the
possibilities of improving the transient response of the CCSFF 1.

The transient response may be improved by adopting an adaptive approach to the
parameter design. w. is made adaptive using (4.29) [Wang et al., 2017].

We = € |We — wi| + weo (4.29)

where ¢ is a constant and wg is an initial value for the bandwidth. When a speed transient
occurs e.g. due to a load change, the estimated speed differs from the reference speed. As
the difference increases, w. will increase as well hence the bandwidth of the CCSFF-PLL
system increases and improve the transient response. It is seen from (4.29) that w, is only
affected when a speed difference occurs, hence the adaptive approach does not affect the
harmonic suppression capability at steady state. The adaptive w. is implemented in the
control system in the laboratory using the parameters listed in table 4.4.

Position estimator ¢ weo [rad/s|
ACCSFF 1 1 250
ACCSFF 2 10 250
ACCSFF 3 25 250

Table 4.4. Adaptive CCSFF-PLL parameters.

Figure 4.18 illustrates the estimated rotor speed and the position error for the test using
the CCSFF 1 parameters from table 4.1 and tests with the adaptive method with the
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ACCSFF 1, 2, and 3 from table 4.4. The tests are performed with sensorless control with
a speed reference at 360 rpm with 2 Nm load applied using the load motor. During the
tests, a step load is applied increasing the load from 2 Nm to 6 Nm and from 6 Nm to 2 Nm
to examine the dynamic response of the system. The adaptive CCSFFs are also tested
when the PMSM is run at 1800 rpm, which is illustrated in figure 4.19.
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Figure 4.18. Estiamted rotor speed and position error for tests using the CCSFF 1 from table
4.1 and ACCSFF 1, ACCSFF 2, and ACCSFF 3 listed in table 4.4
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Figure 4.19. Estiamted rotor speed and position error for tests using the the CCSFF 1 from
table 4.1 and ACCSFF 1, ACCSFF 2, and ACCSFF 3 listed in table 4.4

It is seen that using the adaptive method for the CCSFF parameters, the transient response
is improved significantly. This is the case for both the tests at 360 rpm and 1800 rpm. ¢
influences the improvement in the transient response. Choosing ¢ = 1, the reduction in
the peak position error compared to using the CCSFF 1 is very small. The bandwidth is
not increased sufficiently to improve the transient response. Increasing ¢ to ¢ = 10, the
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transient response is improved, and the delay in the estimation is decreased. Increasing
c further to ¢ = 25, it is seen that the delay in the estimation is further reduced, as the
peak position error and speed are lowered. This is valid for when the PMSM is run at
360 rpm and 1800rpm. At steady state, the responses seem similar as expected. This
is seen further in figure 4.20 which illustrates the position error along with the harmonic
amplitudes obtained from FFT analysis at steady state when the PMSM is run at 360 rpm.
Figure 4.20(a) is based on the data before the step load is applied at time 0 > ¢ < 1 and
figure 4.20(b) is based on the data at time 2 > ¢ < 3.
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Figure 4.20. Position error and harmonic amplitude obtained from FFT analysis for tests using
the PLL 1, CCSFF 1, PLL 2, and CCSFF 2 listed in table 4.1. FFT analysis is
performed at steady state speed.

It is seen, that the position error for all tests seems similar and the same frequency
fluctuations occur. From the frequency spectrum, it is further seen that the amplitudes of
the different frequency components are similar for the tests. Hence, the adaptive method
does not affect the harmonic suppression capability of the CCSFF.

The adaptive CCSFF method is further examined by accelerating the PMSM from 900 rpm
to 1800 rpm, which is illustrated in figure 4.21. The estimated rotor speed and the position
error are illustrated for the experimental tests.
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Figure 4.21. Estiamted rotor speed and position error for tests using the CCSFF 1 from table
4.1 and ACCSFF 1, ACCSFF 2, and ACCSFF 3 listed in table 4.4 when the
PMSM is accelerated.

It is seen that when the PMSM starts to accelerate, the estimated speed seems similar
for all tests. Further, it is seen that the response of the position error as the PMSM
starts to accelerate is affected by c¢. As c is increased the change in the position error is
decreased. However, for all tests the position error drops to approximately 1.5 deg before
the reference speed 1800 rpm is reached. Thus, from the position error it is seen that the
adaptive CCSFF only introduces a small improvement to the transient response when the
PMSM is accelerated.
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Bilinear Recursive Least
Square adaptive filter

In this chapter, the bilinear recursive least square (BRLS) adaptive filter from Wu et al.
[2020] is presented to filter out the (6 + 1)th order harmonic component in the estimated
flux to suppress the 6th order component in the estimated position and speed. Firstly the
structure of the BRLS adaptive filter is presented along with the parameters influence on its
filtering capability. Secondly, the harmonic suppression capability along with the effects of
the filter parameter design is evaluated experimentally using the laboratory setup. Lastly,
the dynamic performance of the control system with the presented BRLS adaptive filter
implemented is analyzed. The performance with the filter is compared to the performance
without a filter.

5.1 Filter structure

This section presents a bilinear recursive least square (BRLS) adaptive filter for suppression
of the (6 £ 1)th order harmonic components in the estimated active flux. According to
Wu et al. [2020], the presented filter adaptively tracks the harmonic components by online
updating the filter coefficients utilizing the BRLS algorithm. The distorted input signal
to the BRLS adaptive filter is then filtered to suppress the desired harmonic components
to obtain the fundamental of the active flux and reduce the oscillation in the estimated
position and speed.

The filter is implemented such that the active flux z,43 is filtered through the BRLS
adaptive filter before it is used in the PLL to obtain the estimated position and speed as
it is illustrated in figure 5.1.
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Figure 5.1. Block diagram of the CLFO-BRLS-PLL-based position estimation system.

The BRLS adaptive filter is used to detect and suppress the dominant (6 + 1)th order
harmonic components in the estimated active flux z,3. Hence, the BRLS adaptive filter is

constructed as illustrated in figure 5.2.
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Figure 5.2. Block diagram of the BRLS adaptive filter.

In the following, the suppression of the (6 + 1)th order harmonic components in the a-
component of the active flux is used as an example to explain and elaborate further on the
principles of the BRLS adaptive filter. The structure of the BRLS adaptive filter for the
a-component is illustrated in figure 5.3.
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Figure 5.3. Block diagram of the BRLS adaptive filter for the a-component.

It is seen that the BRLS adaptive algorithm is used to estimate the (6 £ 1)th order
harmonic components. The estimate of the harmonic components is then subtracted from
the distorted estimate of the active flux z,, which will output the filtered active flux 2,
used as input to the PLL. Figure 5.4 illustrates the BRLS adaptive algorithm.
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Figure 5.4. Block diagram of the BRLS adaptive algorithm.

The BRLS adaptive algorithm is used to update the filter coefficients based on the specific
harmonic component reconstructed from the estimated position and the output of the
BRLS adaptive filter 2,. This allows the adaptive filter, based on the BRLS adaptive
algorithm, to detect the specified harmonic component which is present in the estimated
active flux.

The input signal z, (k) is a sine or cosine function of the (6 £ 1)th order of the estimated
position 0, corresponding to cos(£(6 £ 1) - 8,) and sin(+(6 £ 1) - 6.). The input signal
along with the output signal y,, (k) are used in the harmonic information vector ¢ (k). The
output signal is introduced to the information vector to enhance the harmonic suppression
capability of the BRLS adaptive filter. The harmonic information vector is given as (5.1)
[Wu et al., 2020].

o(k) = (k) y(k —1) z(k) - y(k — DI (5.1)

The output signal y(k) is formed as the dot product of the harmonic information vector
¢(k) and the filter coefficient vector w(k). As the BRLS adaptive filter converges, the
output signal y(k) corresponds to the specified harmonic component of the distorted
original signal. Thus, the output signal y(k) is calculated as (5.2) [Wu et al., 2020].

y(k) = ¢" (k) - w(k) (5:2)

The output of the BRLS adaptive filter Z, is the error term between the distorted active
flux z, and the sum of the outputs from the BRLS adaptive algorithm, which is expressed
as in (5.3). Ideally, the output Z, will appear as the fundamental component of the
distorted active flux z,.

4
20p = 2ap — Y _ Un(k) (5.3)
n=1

The filter coefficients are updated continuously based on the harmonic characteristics in
the estimated active flux, which makes it possible for the BRLS adaptive filter to detect
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and suppress the (6 4+ 1)th order harmonic components. The coefficients are updated using
the expression in (5.4) [Wu et al., 2020].

w(k+1)=w(k)+Sp(k+1)- (k) Zap (5.4)
Where Sp(k) is given as (5.5) [Wu et al., 2020].

Sp(k) - 7 (k) - p(k) - Sp(k)>
A+ ¢" (k) Sp(k) - ¢(k)
Where A is the forgetting factor, which is usually set as a positive constant with a value

close to 1ie. 0 << A <1 [Wu et al., 2020].
A is used to increase the weight on the current information vector ¢(k), which results in

Spk+1) =~ (SD(k:)—

> (5.5)

the output signal y(k) being able to detect the harmonic components adaptively. A directly
affects the convergence speed and the harmonic suppression capability. If the value of A is
large, the speed of the filter coefficient update and convergence will be slow. However, good
harmonic detection and low misadjustment of the coefficients are obtained. For a smaller
value of A, the filter coefficients and the convergence speed is increased. However, the
harmonic detection accuracy is worsened and the misadjustment of the filter coefficients is
increased. [Wu et al., 2020|

When implemented in the control system of the laboratory setup, Sp(k) and w(k) need
to be initialized. Sp(k) and w(k) are initialized as (5.6).

w(k) =0

Sp (k) (5.6)

Where o is the initial value of Sp(k). According to Wu et al. [2020] the selection of o can
be chosen based on the harmonic distortion level in the estimated active flux.

To analyze more on the influence of A and o, the BRLS adaptive filter is tested with
the system illustrated in figure 5.1. For simplicity, the CLFO is disregarded, and a
distorted waveform containing (6 + 1)th order harmonic components is used as input to
the BRLS adaptive filter. The magnitude of the fundamental, 5th and 7th order harmonic
components used in the tests are Z = 1, Z5, = 0.2, and Z7, = 0.1, respectively. Firstly,
the influence of A is analyzed by testing the BRLS adaptive filter for different values of
A while ¢ = 0.001. The tests are performed with w,, = 900rpm. Figure 5.5 illustrates
the results obtained from the tests using different values for A. For convenience, only the

a-component is shown.

52



5.1. Filter structure

Aalborg University

= ,
= 2 — BRLS on
o “a
% i
3 o M —2Z,
£ oppmmmn
" |
=2 i i i i L 1
B 35 4 45 5 55 6 6.5
=
=z
o 0.2 Za,5th+Tth
10 ~
0 Za,5th+Tth
_02
04 | | . | . |
35 4 45 5 55 6 6.5

Rotor speed [rpm] gy finka;

700 1 L L L L |
35 4 4.5 5 55 6 6.5

Time [s]

(a) Enable the BRLS adaptive filter using A =
0.99999.

=) .

= 2 «— BRLS on

o Za

% 2

o (RN Z,

= O

" /

22 I | | | . |

= 35 4 45 5 55 6 6.5
— Za,5th+Tth

Za,5th+7th

| . . . . |
4 4.5 5 55 6 6.5
Time 3]

(c) Enable the BRLS adaptive filter using A =
0.9999.

2 «<—BRLS on

Za
WL — 3
O o

4 4.5 5 5.5 6.5

! Flux linkage [W

o
o
o

0.2 Za,5th+Tth

Za,5th+Tth

ge (Wb

0.2 o o

04 I . | | . )
35 4 45 5 55 6 65

1100
1000
900
800

700 1 L L L L |
35 4 4.5 5 55 6 6.5

Time [s]

Rotor speed [rpm] pyuy finka;

(e) Enable the BRLS adaptive filter using A =
0.999.

Flux linkage [Wb)]

220

o
w
S
>
1

o
w
T

0.298 -

o

Ny

©

=3
T

220.05 220.1 220.15 220.2 220.25 220.3 220.35 220.4 220.45 220.5

Za,5th+Tth
Za,5th+Tth

220.05 220.1 220.15 220.2 220.25 220.3 220.35 220.4 220.45 220.5

—

Rotor speed [rpm] Flux linkage [Wb]
® ©
& - 8 §
5 8 & n
3

N
N}
S

220.05 220.1 220.15 220.2 220.25 220.3 220.35 220.4 220.45 220.5
Time [s]

(b) Steady state condition using A = 0.99999.

=
=3
[
0
<
~
El
ok
B 220 22005 2201 22015 2202 22025 2203 220.35 2204 22045 2205
=
0302
E P
o 03l o th+Tth
Za,5th+Tth
£ o208t o
p L
goasep | | | [ [ | RENEEE 1L
B 220 20005 2201 220.15 2202 22025 2203 220.35 220.4 22045 220.5
=
a
£ o005}
=}
g 900
[=%
8
2 89951
g ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ |
200 22005 2201 220.15 2202 22025 2203 22035 220.4 22045 220.5

Time ]

(d) Steady state condition using A = 0.9999.

=
Z
)
1=
k]
8
=
E] | | | | | | | | | |
B 200 22005 2201 220.15 2202 220.25 220.3 22035 2204 220.45 220.5
=
03021
=
5 03f Za jth+Tth
S Za,5th+Tth
= 0208 otht
o L
goassp | | | || | Al b
B 220 22005 2201 22015 2202 220.25 2203 22035 2204 22045 220.5
I
Euos
=
€ 90 MR
2
£ 8995
F 200 22005 2201 22015 2202 220.25 2203 22035 2204 22045 220.5

Time [s]

(f) Steady state condition using A = 0.999.

Figure 5.5. Illustration of the estimated rotor speed w,,, input z, and output Z, of the BRLS
adaptive filter, and the real (6 £ 1)th order harmonic component and the (6 £ 1)th
order harmonic component estimated by the BRLS adaptive algorithm. The tests

are performed when w,,, = 900rpm and ¢ = 0.001.
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Generally for all tests it is seen, that when the BRLS adaptive filter is enabled, the (6+£1)th
order harmonic component Z, 5ip47th starts to converge. As the (6 & 1)th order harmonic
components converges, the output of the BRLS adaptive filter Z, begins to take the form
of the fundamental component of the input z,, as the estimated (6 £ 1)th order harmonic
components are subtracted from the original distorted signal z,. As the output of the
BRLS adaptive filter Z, becomes more sinusoidal due to the compensation of the (6 +1)th
order harmonic components, the oscillations in the rotor speed @, are reduced and a more
smooth speed estimation is obtained.

Comparing figures 5.5(a), 5.5(c), and 5.5(e) it is seen that the selection of A has an influence
on the converging speed. This is seen both from the estimates speed and the estimate of
the (6 £ 1)th order harmonic component Zq s¢p47¢n. When A = 0.99999 the speed ripples
are reduced to the level illustrated in figure 5.5(b) when the BRLS adaptive filter has
been enabled for approximately 210s. Choosing A = 0.9999, the speed ripples are reduced
to the level seen in figure 5.5(d) when the BRLS adaptive filter has been enabled for
approximately 21s. The speed ripples illustrated in figure 5.5(f) are obtained with the
BRLS adaptive filter being enabled for approximately 2.1s. Thus, the convergence speed
is changed with a factor of 10 when A is changed the same. Hence, choosing A close to one
i.e. A =0.99999 will increase the convergence speed significantly.

However, comparing figures 5.5(b), 5.5(d), and 5.5(f) it is seen that selecting A close to one
i.e. A =0.99999 the harmonic suppression capability is improved. This is seen both from
the estimate of the (6+1)th order harmonic component Z, 5,7+ and the estimated speed.
It is seen in figure 5.5(f) that choosing A = 0.999 affects Zq 5¢h474n as it deviates more from
the real value of the (6 & 1)th order harmonic component 2z, sipi7tn. The (6 £ 1)the
order harmonic distortion is not ideally compensated, meaning the 6th order harmonic
component in the estimated position and speed is not reduced sufficiently. As the value
for X is increased i.e. A = 0.9999 and A = 0.99999 seen in figures 5.5(b), and 5.5(d) the
estimate of 2, 5¢p4+7¢n 1s improved. This reduces the magnitude of the 6th order harmonic
component in the estimated position and speed, hence the ripples in the estimated speed
seen in figures 5.5(b), and 5.5(d) are smaller compared to figure 5.5(f).

The tests performed with different values of A show, that choosing a large value i.e.
A = 0.99999 increases the converge speed. However, the harmonic suppression capability
is improved due to less misadjustment of the filter coefficients, hence the estimation of
the specific harmonic components is more accurate. Choosing a smaller value of A i.e.
A = 0.999 will improve the converge speed significantly. However, this will increase the
misadjustment of the filter coefficient, leading to a worse estimation of the specific harmonic
components. This affects the harmonic suppression capability which will be worsened,
leading to larger ripples in the estimated speed. Hence, the selection of A is a trade-off
between fast converge speed and good harmonic suppression capability. The value of \ is
determined based on experimental tests using the laboratory setup, which is elaborated in
section 5.2.

With the influence of A examined, the influence of ¢ is analyzed. Tests are performed
with A = 0.9999 with different values for o. The tests are performed when w,, = 900 rpm.
Figure 5.6 illustrates the results obtained from the tests using different values for o. For
convenience, only the a-component is shown.

54



5.1. Filter structure

Aalborg University

g o
2 BRLS on E
% %0‘ &
2o I Za —‘:
=gt | =
=} I . . . . I ] | | | I I |
o 3.98 4 4.02 4.04 4.06 4.08 44 219.98 220 220.02 220.04 220.06 220.08 220.1
. Time [s] . Time [s]
= el
E. 04t | = 04F
& 02r, Za,5th+Tth & 0.21 Za,5th-+Tth
< 5 Bl 5
= 0 | — Za5thtTth = 0 Za5th+Tth
=02 | T VU 502 v V7V
5 -04Lk I . . . . I %04k . . I I I I
] 3
o 398 4 4.02 4.04 4.06 4.08 41 & 21998 220 220.02 220.04 220.06 220.08 220.1
— Time [s] . Time [s]
g ]
51200 T 89021
Z 1000} | Wi <
@ [
% 800 ! [TATATATAY 2,900
n | =
g 600 I . . . . I %895 | | | I I |
~ 398 4 4.02 4.04 4.06 4.08 41 2 21998 220 220.02 220.04 220.06 220.08 220.1
Time [s] Time [s]

(a) Enable the BRLS adaptive filter using o =

(b) Steady state condition using o = 0.001.

=) =)
£ BRLS on Z
$'F Za ke
Zo ‘ Za _g
= | \ = -
<} I . I I I | A . . . . I |
i 3.98 4 4.02 4.04 4.06 4.08 41 E21998 220 220.02 220.04 220.06 220.08 220.1
_ Time [s] . Time [s]
2 =2
£ 04 = 04t
& 0.2 Za5th+Tth & 0.2 Za5th+Tth
o A : A
= 0 I \ Za5th+Tth | | —E 0 Za,5th+Tth
= 0.2 | TV = 02 vy V7V
504k I I I L I ] 504k L L L L . I
= 398 4 4.02 4.04 4.06 4.08 41 & 21998 220 220.02 220.04 220.06 22008 220.1
— Time [s] . Time [s]
g g
£ 12001 I Eooozp
g 1000 ‘ 3 000
% 800 ! &
= I =
% 500 I . . . . I %895 . . . . . I
S 398 4 4.02 4.04 4.06 4.08 41 2 21998 220 220.02 220.04 220.06 220.08 220.1
Time [s] Time [s]

(c) Enable the BRLS adaptive filter using o =

(d) Steady state condition using o = 0.01.

3 <
= BRLS on =
,TE 0 I Za %
= gt | =
=} I | | | I | A | | | | I |
= 398 4 4.02 4.04 4.06 4.08 41 E21998 220 220.02 220.04 220.06 220.08 220.1
. Time [s] . Time [s]
fie] £
Z 04 Z o4
& 0.2 — Za,5th+T7th & 02F Za,5th+Tth
o i E .
£ 0 ‘ Za5th+Tth £ 0 )
= 02 i TV & 02 vy vV
504k I . . I . 1 B -04b | | . . . ]
= 398 4 4.02 4.04 4.06 4.08 41 21998 220 220.02 220.04 220.06 220.08 220.1
— Time [s] . Time [s]
=
21200 £ o0er
= | =
';é 1000 | § o0
% 800 ‘ &
9 | 9
2 600 I | | | | | 2 gog . . . . h |
Q Q
£ 398 4 4.02 4.04 4.06 4.08 41 2 219.98 220 220.02 220.04 220.06 22008 220.1
Time [s] Time [s]

(e) Enable the BRLS adaptive filter using o =

0.1.

(f) Steady state condition using o = 0.1.

Figure 5.6. Illustration of the estimated rotor speed w,,, the input z, and output Z, of the

BRLS adaptive filter, and the real (6 & 1)th order harmonic component and the

(6 = 1)th order harmonic component estimated by the BRLS adaptive algorithm.
The tests are performed when w,,, = 900 rpm and A = 0.9999.
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Figure 5.6(a) illustrates the results when o = 0.001. It is seen, that when the BRLS
adaptive filter is enabled, the BRLS algorithm starts to estimate the (6 £ 1)th harmonic
components of the distorted input signal. The estimation of the (6 + 1)th order harmonic
component Z, sih47¢h Slowly increases, hence only small changes are seen in the output
of the BRLS adaptive filter Z, compared to the input signal z,. Eventually, the BRLS
adaptive filter is capable of tracking the specific harmonic component more accurately, as
the filter coefficients converge. This is seen in figure 5.6(b), as Z, appears more sinusoidal,
and the (6 &+ 1)th order harmonic component estimated by the BRLS algorithm seems to
track the real (6 £ 1)th order harmonic component.

Figure 5.6(c) illustrates the results when ¢ = 0.01. It is seen, that when the BRLS
adaptive filter is enabled, the initial value of the BRLS algorithm estimate of the (6 +1)th
harmonic components is larger compared to when o = 0.001. Hence, the estimation of the
(6 £ 1)th order harmonic component Z, s¢p474, increases faster. In figure 5.6(d) it is seen,
that the output active flux of the BRLS adaptive filter Z, appears more sinusoidal and the
(6 £ 1)th order harmonic component estimated by the BRLS algorithm seems to track the
real (6 & 1)th order harmonic component. The fluctuation in the estimated speed as the
BRLS adaptive filter converge seems similar compared to when ¢ = 0.001 as seen in figure
5.6(b).

Figure 5.6(e) illustrates the results when o = 0.1. It is seen, that when the BRLS adaptive
filter is enabled, the initial value of the BRLS algorithm estimate of the (6 +1)th harmonic
components is larger compared to when ¢ = 0.01. It is further seen, that the estimate of
the (6 £ 1)th harmonic components is larger than the real value after the first estimates.
This affects the magnitude of the speed ripple, as it becomes larger than before the
BRLS adaptive filter is enabled where after the ripple magnitude of the estimated speed
decreases. This is due to the initial estimation of the (6 £ 1)th harmonic component. The
BRLS algorithm compensates too aggressively on the (6 £+ 1)th harmonic component. In
figure 5.6(f) it is seen, that Z, appears more sinusoidal, and the (6 & 1)th order harmonic
component estimated by the BRLS algorithm seems to track the real (6 + 1)th order
harmonic component. However, the fluctuation in the estimated speed does not reduce to
the same extent as seen in figure 5.6(b) and 5.6(d). It seems that the overcompensation
of the (6 £ 1)th harmonic component as the BRLS adaptive filter is enabled affects the
harmonic suppression capability.

From figure 5.6 it is seen, that the selection of ¢ has an influence on the converging speed
and the harmonic suppression. It is further seen from the figure, that the first estimate
of the (6 & 1)th order harmonic component Z, s¢p+7¢, after the BRLS adaptive filter is
enabled, is dependent on the selection of . ¢ is the initial value of Sp(k) as given in (5.6).
Thus, the first estimate of the (6 £ 1)th order harmonic component is affected by the value
of 0. According to Wu et al. [2020] the selection of o can be chosen based on the harmonic
distortion level in the estimated active flux. For a larger distortion level, a higher value of
o can be selected. Conversely, a smaller value of o can be selected for a smaller distortion
level. The distorted signal z, used for parameter analysis has magnitudes of 0.2 and 0.1
for the 5th and 7th order harmonic component, respectively. Using o = 0.1 seems to be
too large as seen in figure 5.6. However, this value corresponds to the magnitude of the
7th order harmonic component in the distorted signal fed to the BRLS adaptive filter.
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Hence, the initial value for Sp(k) may be too large, and the BRLS adaptive filter is too
aggressive when enabled. ¢ = 0.01 seems to give better performance, hence it is deemed
to be desirable to select the value for o based on the distortion level of the active flux i.e.
the magnitude of the (6 £ 1)th order harmonic components.

The signal used for analyzing the influence of the parameter design of the BRLS adaptive
filter is chosen large for a better opportunity to distinguish between the unfiltered and
filtered active flux. When the BRLS adaptive filter is implemented and elaborated further
with the laboratory setup, a proper selection of ¢ is elaborated based on the distortion
level of the estimated active flux. Based on the analysis of the measured signal elaborated
in chapter 3 it is expected that the selection of o is less than o = 0.01 based on the FFT
analysis of the estimated active flux seen in figure 3.3.
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5.2 Harmonic suppression capability

As described in section 5.1 and illustrated in figures 5.5 and 5.6, the selection of the BRLS
algorithm parameters A and o affects the performance of the BRLS adaptive filter. Thus,
different tests are performed with the laboratory setup to select the proper values for A
and o before further examination of the BRLS adaptive filter is performed. Figure 5.7
illustrates the input active flux to the BRLS adaptive filter z,, the output active flux Z,,
the estimated (6+1)th order harmonic component Z,, 55,+7¢4 from the BRLS adaptive filter
and the estimated rotor speed @, for performed tests with a different selection of A. For
convenience, only the a-component is shown. The tests are performed with the PMSM
run with sensorless FOC at 360 rpm and 1800 rpm. o is selected as 0.001 and the PLL 2
listed in table 4.1 is used in the position estimator.
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Figure 5.7. Illustration of the estimated rotor speed Zw,,, the input z, and output Z, of the
BRLS adaptive filter, and the (6 & 1)th order harmonic component estimated by
the BRLS adaptive algorithm. The tests are performed with sensorless FOC using
PLL 2 and ¢ = 0.001.

Comparing the results seen in figures 5.7(a), 5.7(c), and 5.7(e) when the PMSM is run at
360 rpm it is seen, that the selection of A has a big impact on the estimate of the (6 £1)th
order harmonic component Z, s¢p47¢h. From figure 5.7(a) it is seen, that when the BRLS
adaptive filter is enabled, Z, 5i547:4 begins to increase. At t ~ 4.5s Z, s5in+7n begins to
decrease until ¢t ~ 10s whereafter Z, s¢4+7:, increases before it converge at ¢t ~ 30s. From
the estimated speed it is seen, that when the BRLS adaptive filter is enabled, a larger
speed ripple is seen before the speed ripple decrease in magnitude. The magnitude of the
speed ripples decreases as Zq 5th47¢h COnvVerges.

The same tendencies are seen in figure 5.7(c) when X\ = 0.9999. Z, 55474 is seen to be
more oscillating towards convergence. However, it is seen that the magnitude of the speed
ripple is reduced more at time ¢ = 30 s compared to figure 5.7(a) when A = 0.99999. This
indicates, that the converge speed is increased using the less value of .

In figure 5.7(e) it is seen, that Zq s¢p47en is much faster to converge. It is seen, that it
has the same tendencies as seen in 5.7(c), as Zq s5¢h47¢h 1 more oscillating as it converges.
However, it converges much faster compared to choosing a higher value of A. This is also
seen in the estimated speed, as the magnitude of the speed ripples decreases faster to the
level seen in figures 5.7(a) and 5.7(c). Furthermore, it is seen that using A = 0.999, the
magnitude of the speed ripple is less compared to the other tests at time ¢ = 30s.

Comparing the results seen in figures 5.7(b), 5.7(d), and 5.7(f) when the PMSM is run at
1800 rpm it is seen, that the selection of A does not have the same impact on the estimate
of the (6 £ 1)th order harmonic component Z, 5547t However, it is seen that a higher
value of A increases the time for Z, 5i547: to converge to the same level. Both from the
estimate of the (6 & 1)th order harmonic component Z, 5:+7:, and the estimated rotor
speed Wy, it is seen that the magnitudes after the BRLS adaptive filter has converged are
similar regardless of the selection of A.

The oscillation in the estimate of the (6 + 1)th order harmonic component Zq sep7n as
it converges when the PMSM is run at 360 rpm is observed to be affected by the position
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feedback used in the BRLS adaptive filter to reconstruct the (6 + 1)th order harmonic
components. Figure 5.8 illustrates the input active flux to the BRLS adaptive filter z,,
the output active flux Z,, the estimated (6 & 1)th order harmonic component Z, sip-t7¢h
from the BRLS adaptive filter and the estimated rotor speed w,, for performed tests with a
different selection of A when the encoder rotor position signal is used in the BRLS adaptive

filter.
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Figure 5.8. Illustration of the estimated rotor speed Zw,,, the input z, and output Z, of the
BRLS adaptive filter, and the (6 & 1)th order harmonic component estimated by
the BRLS adaptive algorithm. The tests are performed with sensorless FOC using
PLL 2 and ¢ = 0.001. The encoder position is used as feedback in the BRLS for
reconstruction of (6 & 1)th order harmonic components.

It is seen from figure 5.8, that the position feedback used in the BRLS adaptive filter
to reconstruct the (6 & 1)th order harmonic component has an impact on Zq s¢p47en. In
figures 5.8(a) and 5.8(b) it is seen, that when the BRLS adaptive filter is enabled, 24 5tn-t7¢h
increases immediately whereafter it decreases a bit before converging. This is also seen
when the estimated position is used to reconstruct the (6+1)th order harmonic component
illustrated in figure 5.7. However, it is seen that the converging speed is significantly
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improved using encoder position feedback in the BRLS algorithm. Furthermore, the
oscillation in Z, s¢p47¢n as it converges is not that significant. Thus, it is assessed that
accurate position estimation is desirable when the PMSM is run at a lower speed range.
No further analysis is performed to examine the tendencies of Z, s5¢447n seen in figure 5.7
when operating the PMSM at 360 rpm and the estimated position is used to reconstruct
the (6 +1)th order harmonic component. It is seen from figure 5.7 that 2, 554745 converge
and the stability is ensured. Thus, it is deemed to be acceptable for further analysis of the
BRLS adaptive filter.

Generally, the results seen in figure 5.7 follow the expectations of the influence of the
selection of A. As described in section 5.1, A is the forgetting factor used to update the
coefficients of the BRLS adaptive filter. Using a value of A close to one i.e. A = 0.99999,
the correction of the filter coefficients relies more on the past values, hence the converging
speed is slower compared to selecting A = 0.999. It is observed in the laboratory, that
choosing A < 0.999 will give some stability issues with the system. Thus, based on the
results illustrated in figure 5.7, it is chosen to use A = 0.999 for further analysis of the
BRLS adaptive filter. This is chosen as this value provides the fastest convergence speed.
Furthermore, it does not seem to affect the harmonic suppression capability significantly.

With A selected, the influence of ¢ is analyzed. Figure 5.9 illustrates the input active flux
to the BRLS adaptive filter z,, the output active flux Z,, the estimated (6 + 1)th order
harmonic component Z, 5¢447¢n from the BRLS adaptive filter, and the estimated rotor
speed @, for performed tests with a different selection of o. For convenience, only the
a-component is shown. The tests are performed with the PMSM run with sensorless FOC
at 360 rpm and 1800 rpm with 2 Nm load applied. The tests are performed using the PLL
2 listed in table 4.1 in the position estimator.
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Figure 5.9. Illustration of the estimated rotor speed Zw,,, the input z, and output Z, of the
BRLS adaptive filter, and the (6 & 1)th order harmonic component estimated by
the BRLS adaptive algorithm. The tests are performed with sensorless FOC using

PLL 2 and A = 0.999.

Comparing the results in figures 5.9(a), 5.9(c), and 5.9(e) it is seen, that the selection of
o influences the initial estimate of the (6 & 1)th order harmonic component Z, 547t As
the value of o is increased, the initial estimate of Z, 51547 is also seen to be increased.
As seen in figure 5.9(e) when o = 0.005, the initial estimate of Z s¢p47¢ is much larger
than the value when it has converged. This indicates that the initial estimate is too
aggressive, meaning the BRLS adaptive filter does not compensate the (6 &+ 1)th order
distortion accurately. This affects the estimated speed, as the magnitude of the ripples in
the speed is seen to be increased when the BRLS adaptive filter is enabled. As 2, 5ip4-7th
converges, the speed ripples decrease. However, the over-estimation of Z, 5i,47: at the
time when the BRLS adaptive filter is enabled, affects the converging speed. From 5.9(a),
5.9(c), and 5.9(e) it appears as choosing o = 0.0005 provides the fastest convergence of
Za,5th+7th- This is also seen in the estimated speed, as the time before reaching minimum
ripple magnitude is least choosing this value compared to ¢ = 0.001 and ¢ = 0.005.

When the PMSM is run at 1800rpm it seems to be reversed, as seen when comparing
figures 5.9(b), 5.9(d), and 5.9(f). It is seen, that the fastest converging speed is obtained
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using o = 0.005. It is seen from figure 5.9(f), that the estimate of the (6 £ 1)th order
harmonic component Z, 5¢4+7tn, does not over-estimate when the BRLS adaptive filter is
enabled. Z, 5tn47th is seen to be smooth and fast towards convergence.

As described in 5.1, the distortion level may affect the selection of o. Thus, the estimated
active flux which is used as input to the BRLS adaptive filter is analyzed to examine
the magnitudes of the (6 &+ 1)th order harmonic components. Figure 5.10 illustrates the
waveform of the estimated active flux along with the frequency spectrum obtained by FFT
analysis when the PMSM is run at 360 rpm and 1800 rpm with 2 Nm load is applied.
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(a) Estimated active flux at 360 rpm. (b) Estimated active flux at 1800 rpm.

Figure 5.10. af active flux and the frequency spectrum of the input to the BRLS adaptive
filter. The PMSM is run at 360 rpm and 1800 rpm with 2 Nm load applied.

Comparing the (6+1)th order harmonic components in figures 5.10(a) and 5.10(b) it is seen
that the magnitudes are different depending on the operation speed of the PMSM. When
the PMSM is run at 360 rpm the magnitudes of the (6 4= 1)th order harmonic components
are less compared to when the PMSM is run at 1800 rpm. o is the initial value of Sp(k)
as given in (5.6). Thus, the first estimate of the (6 & 1)th order harmonic component is
affected by the value of ¢. If ¢ is higher than the magnitude of the distortion level, the first
estimate of 2, 55,47t Will be higher than the actual (6 4 1)th order harmonic components.
This is seen in figure 5.9(e) with o = 0.005. As seen in figure 5.10(a) the magnitude of
the (6 £ 1)th order harmonic components is less than o. Thus, a relation between the
distortion level and o is seen. When the PMSM is run at 1800 rpm, the magnitude of the
(6 + 1)th order harmonic components are larger, hence a larger value of o can be selected.
This correlates with the results seen in figure 5.9(f), as the first estimate of Z, stp47¢p is
not over-estimated.

Based on the results seen in figure 5.9 and the correlation with the active flux in figure
5.10, it is chosen to select ¢ = 0.0005. This is chosen to ensure fast converging speed in
the lower speed range and avoid the over-estimate of Z, s5¢4+7:, When the BRLS adaptive
filter is enabled. When the PMSM is operated at 1800 rpm, only a small increase in the
converging speed is seen when choosing ¢ = 0.0005 compared to either ¢ = 0.001 or
o = 0.005.

As the value for the BRLS adaptive filter parameters A and o is selected, the harmonic

63



MCE4-1025 5. Bilinear Recursive Least Square adaptive filter

suppression capability of the BRLS adaptive filter is further analyzed. The estimated input
active flux to the BRLS adaptive filter and the output active flux is examined. The input
and output af active flux is illustrated in figure 5.11 along with the frequency spectrum
obtained from FFT analysis of the active flux. The test is performed using the laboratory
setup with the PMSM run with sensorless FOC at 1800 rpm with 2 Nm load applied using
BRLS adaptive filter with A = 0.999 and ¢ = 0.0005. The data shown in figure 5.11 are
achieved when the BRLS adaptive filter has converged.
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(a) Input flux to the BRLS adaptive filter. (b) Output flux of the BRLS adaptive filter.

Figure 5.11. af active flux and the frequency spectrum of the input and output of the filter
using the BRLS adaptive filter with A = 0.999 and ¢ = 0.0005. The PMSM is run
at 1800 rpm with 2 Nm load applied.

From figure 5.11(a) it is seen, that the active flux waveform of the input to the BRLS
adaptive filter is distorted. The frequency spectrum of the active flux shows, that the
distortion is caused mainly by the (6 & 1)th order harmonic components. Figure 5.11(b)
shows that the active flux waveform of the output of the BRLS adaptive filter becomes
more sinusoidal. From the frequency spectrum it is further seen, that the amplitude of the
(6+£1)th order harmonic components is reduced significantly i.e. nearly zero. This indicates
that the structure of the BRLS adaptive filter provides sufficient harmonic suppression
capability when the filter has converged.

The harmonic suppression capabilities are further analyzed by examining the estimated
position and the position error. The estimated position and position error obtained using
PLL 1 and PLL 2 listed in table 4.1 with the BRLS adaptive filter are compared to see
whether the PLL parameters affect the performance of the BRLS filter. Figure 5.12 and
5.13 illustrates the electrical rotor position and the position error when the PMSM is run
at 360 rpm and 1800 rpm, respectively. The tests are performed with 2 Nm load applied
to the system.
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Figure 5.12. Electrical rotor position and the position error when the BRLS adaptive filter with
A =0.999 and o = 0.0005 is used. The PMSM is run at 360 rpm with 2 Nm load.
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Figure 5.13. Electrical rotor position and the position error when the BRLS adaptive filter with
A =0.999 and o = 0.0005 is used. The PMSM is run at 1800 rpm with 2 Nm load.

From figure 5.12 it is seen, that no 6th order harmonic component is present in the position
error using either PLL 1 or PLL 2 when the BRLS adaptive filter is enabled. Furthermore,
it is seen that a corresponding 2nd order harmonic component is present in the position
error along with some high frequency noise using either of the two used PLLs. As described
in section 3.3, the 2nd order harmonic component may be caused by current measurement
errors. The BRLS adaptive filter seems to provide good suppression of the 6th order
harmonic component in the estimated position regardless of the choice of PLL parameters.
When the PMSM is run at 1800rpm it is seen from 5.13 that the 6th order harmonic
ripples are removed using either of the PLLs from table 4.1. From the position error, there
seems no difference using either of the PLLs. Based on the results illustrated in figures
5.12 and 5.13, the harmonic suppression capability of the 6th order harmonic component
does not seem to be affected by the speed or the PLL parameters.

Based on the results illustrated in figures 5.11 to 5.13, the harmonic suppression capability
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of the BRLS adaptive filter is considered sufficient. Thus, more analysis is performed to
examine whether a difference in the dynamic performance is seen when using the BRLS
adaptive filter.

5.3 Performance evaluation

The dynamic performance is examined by accelerating the PMSM from 900rpm to
1800 rpm. Figure 5.14 illustrates the estimated rotor speed and the position error for
tests using the designed PLLs listed in table 4.1 with and without the BRLS adaptive
filter. The tests are performed with 2 Nm load applied to the system.
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Figure 5.14. Estiamted rotor speed and position error for tests using the PLL 1 and PLL 2
listed in table 4.1 with and without the BRLS adaptive filter when the PMSM is
accelerated.

It is seen from the estimated speed, that when the BRLS adaptive filter is not used, the
estimated speed appears more fluctuating with larger ripples. This is also seen in the
position error. From the position error it is further seen, that at time 0 < ¢ < 1 the mean
of the position error when the BRLS adaptive filter is used appears to be less compared to
the tests without the filter. This is the case using either PLL 1 or PLL 2. As the PMSM
is accelerated at time 1 < t < 2 the slope of the position error response seems similar
with and without using the BRLS adaptive filter. However, it is seen, that as the speed
increases, the position error when using the BRLS adaptive filter appears to become larger
compared to using no filter. However, the difference in the position error for the tests with
or without the BRLS adaptive filter is not significant and the responses when the speed is
accelerated appear similar.

The dynamic performance is further examined by exposing the system to a sudden load
change. Tests are performed with sensorless control with a speed reference at 360 rpm with
2Nm load applied using the load motor. During the tests, the a step load is performed
increasing the load from 2Nm to 6 Nm and from 6 Nm to 2Nm to examine the transient
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response of the system. Figure 5.15 illustrates the estimated rotor speed and the position
error for the tests.
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Figure 5.15. Estiamted rotor speed and position error for tests using the PLL 1 and PLL 2
listed in table 4.1 with and without the BRLS adaptive filter when a 4 Nm step
load is applied to the system.

From figure 5.15 it is seen, that the estimated speed seems similar for all tests when a
step load is applied to the system. From the position error it is seen, that the tests using
the PLL 1 have larger peaks when the step load is applied, compared to the tests using
PLL 2. This is caused by the difference in the bandwidth of the respective PLLs. From
the tests it is further seen, that the position error is less when using the BRLS adaptive
filter compared to the tests when the filter is not used. However, the use of the BRLS
adaptive filter does not appear to affect the transient response of the system. The transient
response when the load is changed is similar with and without the BRLS adaptive filter
regardless of the choice of PLL. Hence, the BRLS adaptive filter does not seem to worsen
the dynamic performance of the system.

From previous analysis of the BRLS adaptive filter, sufficient harmonic suppression
capability is achieved using the filter. This is further seen from the estimated rotor speed
and position error. It is seen that for the test using the PLL 2 without filtering the active
flux, both the speed and position error is oscillating at steady state conditions. When the
BRLS adaptive filter is applied together with the PLL 2, both the estimated speed and
position error become more smooth, indicating the magnitude of harmonic components is
reduced by the filter. This is further seen from figure 5.16 which illustrates the position
error and frequency spectrum obtained from FFT analysis. Figure 5.16(a) is based on the
data before the step load is applied at time 0 < ¢ < 1 and figure 5.16(b) is based on the
data at time 2 <t < 3.
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Figure 5.16. Position error and harmonic amplitude obtained from FFT analysis for the tests
illustrated in figure 5.15. FFT analysis is performed at steady state speed.

From the position error in figure 5.16(a) and 5.16(b) it is seen, that the tests without
BRLS contain a dominant frequency component with high magnitude. From the frequency
spectrum it is seen, that the dominating frequency component, when BRLS adaptive
filter is not used, corresponds to the 6th order harmonic component. The position error
when BRLS is used shows that a more smooth signal is obtained, which seems only to
contain some high order noise components. It is further seen, that the position error is
approximately 1deg less when using the BRLS adaptive filter. To better evaluate the
suppression of the 6th order harmonic component, the amplitude of the corresponding 6th
order harmonic component for the results illustrated in figure 5.16 are listed in table 5.1.

6th amplitude [deg|
7, =2Nm 77, = 6Nm

PLL 1 0.1533 0.1678
PLL 1 + BRLS 0.0057 0.0104
PLL 2 0.2812 0.3253
PLL 2 + BRLS 0.0071 0.0110

Table 5.1. Amplitude of the 6th order harmonic component in the position error 0. using
different PLL parameters with and without the BRLS adaptive filter when
Wy, = 360 rpm.

From the table it is seen, that when 2 Nm is applied the 6th order harmonic component is
reduced significantly from the position error when the BRLS adaptive filter is used. This
is the case using either PLL 1 or PLL 2 as position and speed estimator. When 6 Nm is
applied, similar tendencies are seen, as the magnitude of the 6th order harmonic component
when the BRLS adaptive filter is used is significantly reduced compared to the tests with
no filtering. With the BRLS adaptive filter, the 6th order harmonic component is reduced
to a level at which it can be neglected. Thus, the BRLS adaptive filter is considered to
provide sufficient harmonic suppression capability of the 6th order harmonic component
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at different load conditions.

Similar tests with the system are performed at 1800 rpm, to see whether differences in the
harmonic suppression capability, as well as the transient response, are seen compared to
at lower speeds. Figure 5.17 illustrates the estimated rotor speed and the position error
for tests with the laboratory setup using the two PLLs listed in table 4.1 with and without
using the BRLS adaptive filter.
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Figure 5.17. Estiamted rotor speed and position error for tests using the PLL 1 and PLL 2
listed in table 4.1 with and without the BRLS adaptive filter when a 4 Nm step
load is applied to the system.

From the position error it is seen, that when the load step is applied, the peak is similar
for the tests with and without the BRLS adaptive filter. This is the case using either PLL
1 or PLL 2. Hence, the BRLS adaptive filter does not introduce further phase shift to the
system. It is further seen, that using the PLL 2 in the position and speed estimator, the
signals are more fluctuating. This is due to the high £, and k; parameters for this PLL,
which results in more noisy signals. However, when the BRLS adaptive filter is used, the
peak of the ripples is greatly reduced. From the estimated speed at time 1 < ¢ < 4 when
6 Nm load is applied to the system it is seen, that the speed ripples vary. Thus, same
tendencies are seen with the BRLS adaptive filter as it is seen with the CCSFF method
illustrated in figure 4.16.

Further analysis of the frequency components is performed by FFT analysis of the position
error for the respective tests illustrated in figure 5.17. Figure 5.18(a) is based on the data
before the step load is applied at time 0 < ¢ < 1 and figure 5.18(b) is based on the data
at time 2 <t < 3.
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Figure 5.18. Position error and harmonic amplitude obtained from FFT analysis for the tests
illustrated in figure 5.17. FFT analysis is performed at steady state speed.

From the frequency spectrum in figures 5.18(a) and 5.18(b) it is seen, that the
corresponding 6th order harmonic component is not the dominant component in the
position error. It is further seen, that the amplitude of the 6th order harmonic component
when using PLL 1 or PLL 2 is less compared to when the PMSM is operated at 360 rpm
as seen in figure 5.16. This is expected, as the frequency of the corresponding 6th order
harmonic component increases with the speed of the PMSM, hence the 6th order harmonic
component will be more attenuated by the PLL itself. Comparing figures 5.18(a) and
5.18(Db) it is seen, that when the load is increased to 6 Nm, the amplitude of the 100 Hz
frequency component is increased significantly when PLL 2 with high k, and k; parameters
is used. It is the case with and without the BRLS adaptive filter. Thus, it seems to be
affected by the PLL parameters.

To better evaluate the suppression of the 6th order harmonic component, the amplitude of
the corresponding 6th order harmonic component for the results illustrated in figure 5.18
are listed in table 5.2.

6th amplitude [deg|
7, =2Nm 77, =6Nm

PLL 1 0.0388 0.0439
PLL 1 + BRLS 0.0016 0.0014
PLL 2 0.0940 0.1008
PLL 2 + BRLS 0.0017 0.0011

Table 5.2. Amplitude of the 6th order harmonic component in the position error 6, using
different PLL parameters with and without the BRLS adaptive filter when
Wy, = 1800 rpm.

From the table it is seen, that when 2 Nm is applied the 6th order harmonic component is
reduced significantly from the position error when the BRLS adaptive filter is used. This
is the case using either PLL 1 or PLL 2 as position and speed estimator. When 6 Nm is
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applied, similar tendencies are seen, as the amplitude of the 6th order harmonic component
when the BRLS adaptive filter is used is significantly reduced compared to the tests with
no filtering. With the BRLS adaptive filter, the 6th order harmonic component is reduced
to a level at which it can be neglected.

Based on the examination of the dynamic performance of the system using the BRLS
adaptive filter, it is seen that the BRLS adaptive filter is capable of significantly reducing
the (6 = 1)th order harmonic components in the active flux. This affects the position and
speed estimation, as the corresponding 6th order harmonic component in the estimated
position is reduced to no longer being a dominant component. The BRLS adaptive filter
only ensures good harmonic suppression capability of the specified harmonic components
i.e. (6 £ 1)th order harmonic components in the active flux corresponding to 6th order
harmonic component in estimated position and speed. Regardless of the PLL parameters
and the rotor speed, the 6th order harmonic component in the estimated speed is reduced
to a level of which it is considered insignificant. From the performance tests when the
system is exposed to a sudden load change it is seen, that the BRLS adaptive filter does
not affects the dynamic performance.
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Filter comparison and
results discussion

In this chapter the CCSFF and BRLS adaptive filter are compared based on the result
from chapter 4 and 5 respectively. The filters are compared based on the criteria in section
1.1. Furthermore, the influence of the filtering capability of the estimated flux is examined
to determine the efficiency of filtering the (6 & 1)th harmonic components.

6.1 Filter comparison

With the CCSFF and the BRLS adaptive filter individually tested and elaborated with
the laboratory setup, the performance and results of the two methods are in this section
compared. The comparison of the two filtering methods is based on the evaluation criteria
set in section 1.1. Figure 6.1 illustrates the estimated rotor speed and the position error
for experimental tests performed with the PLL 1 with and without the BRLS adaptive
filter, and the CCSFF 1 listed in table 4.1. The tests are performed with the PMSM run
at 360 rpm with 2 Nm load applied. During the tests, a step load is applied increasing the
load from 2Nm to 6 Nm and from 6 Nm to 2 Nm.
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Figure 6.1. Estiamted rotor speed and position error for tests using the PLL 1 with and
without the BRLS adaptive filter and the CCSFF 1 listed in table 4.1 when a 4 Nm
step load is applied to the system.

From the figure it is seen that the speed response, when a step load is exposed to the
system, is similar for the tests. Furthermore, the magnitude of the ripples in the speed
estimation is reduced using both filtering methods. This is also seen in the position error.
When the load is applied at time ¢ = 1 it is seen that similar responses are seen in the
position error the PLL 1 is used with and without the BRLS adaptive filter. When the
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CCSFF 1 is used, the peak of the position error is increased. This indicates, that the
CCSFF introduces further phase delay to the system. However, as evaluated in section
4.3 and seen in figure 4.18 the response of the CCSFF 1 can be improved by making the
parameters adaptive. This will increase the bandwidth of the CCSFF 1 and improve the
response. The adaptive method to increase the bandwidth is not necessary to implement
using the BRLS adaptive filter to achieve the same response as when only the PLL 1 is
used. The same tendencies are seen when the PMSM is run at 1800 rpm which is illustrated

in figure 6.2.
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Figure 6.2. Estiamted rotor speed and position error for tests using the PLL 1 and PLL 2 listed
in table 4.1 with and without the BRLS adaptive filter when a 4 Nm step load is
applied to the system.

From the estimated speed and position error in figures 6.1 and 6.2 it is seen, that the
signals appear less fluctuating when filtering the active flux is performed with either the
CCSFF or with the BRLS adaptive filter. In figures 6.3 and 6.4 the position error and the
frequency spectrum of the position error obtained from FFT analysis are illustrated for
when the PMSM is run at 360 rpm and 1800 rpm, respectively.
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Figure 6.3. Position error and harmonic amplitude obtained from FFT analysis for the tests
illustrated in figure 6.1. FFT analysis is performed at steady state speed.
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Figure 6.4. Position error and harmonic amplitude obtained from FFT analysis for the tests
illustrated in figure 6.2. FFT analysis is performed at steady state speed.

From the frequency spectrum it is seen, that the amplitude of the frequencies besides
the corresponding 6th order harmonic component seems similar for all tests. When the
PMSM is run at 360 rpm in figure 6.3 it is seen that both filtering methods are capable
of attenuating the corresponding 6th order harmonic component in the position error.
However, the BRLS adaptive filter seems to provide better suppression capability, as the
6th order harmonic component is nearly zero. The amplitude is approximately halved using
the CCSFF 1. When the PMSM is run at 1800 rpm as seen in figure 6.4 the harmonic
suppression capability of the CCSFF 1 and BRLS adaptive filter seems to be equally good,
with the 6th-order harmonic component reduced to a neglectable level.

Similar tests are performed with the PLL 2 with and without the BRLS adaptive filter,
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and the CCSFF 2 listed in table 4.1. Figures 6.5 and 6.6 illustrate the estimated rotor
speed and the position error for the experimental tests when the PMSM run at 360 rpm
and 1800 rpm, respectively. The tests are performed with 2 Nm load applied. During the
tests, a step load is applied increasing the load from 2 Nm to 6 Nm and from 6 Nm to 2 Nm
is applied.
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Figure 6.5. Estiamted rotor speed and position error for tests using the PLL 2 with and
without the BRLS adaptive filter and the CCSFF 2 listed in table 4.1 when a 4 Nm
step load is applied to the system.
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Figure 6.6. Estiamted rotor speed and position error for tests using the PLL 2 with and
without the BRLS adaptive filter and the CCSFF 2 listed in table 4.1 when a 4 Nm
step load is applied to the system.

From figure 6.5 it is seen that the speed response when a step load is exposed to the
system is similar for the tests. Furthermore, the magnitude of the ripples in the speed
estimation is reduced using the BRLS adaptive filter. However, the CCSFF 2 has poor
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harmonic suppression capability at 360 rpm. When the load is applied at time t = 1,
similar responses are seen in the position error with PLL 2 and CCSFF 2. The CCSFF 2
provides better dynamic performance due to higher bandwidth compared to what is seen
with CCSFF 1. The CCSFF 2 achieves a similar response as the PLL 2 without adding
the adaptive parameter method. When the BRLS adaptive filter is used, the peak in the
position error when the load is applied appears to be smaller compared to PLL 2 and
CCSFF 2. However, the steady state position error is seen to have an offset compared to
the other tests. Thus, the change in the position error when a step load is applied appears
to be similar for all tests.

From figure 6.6 similar tendencies are seen regarding the dynamic performance of the
different tests. The harmonic suppression capability of the CCSFF 2 is improved as the
speed increases. This is seen from the estimated speed, as the magnitude of the speed
ripples is reduced as is the case using the BRLS adaptive filter. In figures 6.7 and 6.8
the position error and the frequency spectrum of the position error obtained from FFT
analysis are illustrated for when the PMSM is run at 360 rpm and 1800 rpm, respectively.
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Figure 6.7. Position error and harmonic amplitude obtained from FFT analysis for the tests
illustrated in figure 6.5. FFT analysis is performed at steady state speed.
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Figure 6.8. Position error and harmonic amplitude obtained from FFT analysis for the tests
illustrated in figure 6.6. FFT analysis is performed at steady state speed.

From figure 6.7 it is seen, that the position error when the CCSFF 2 is used is similar
to the PLL 2 due to the poor harmonic suppression capability of the CCSFF 2 at lower
speed. Using the BRLS adaptive filter the position error is more filtered, as the signal
appears more smooth. From the frequency spectrum it is seen, that the amplitude of the
frequencies besides the corresponding 6th order harmonic component seems similar for all
tests. When the PMSM is run at 1800 rpm the harmonic suppression capability of the
CCSFF 2 and BRLS adaptive filter seems to be equally good, with the 6th-order harmonic
component reduced to a neglectable level.

In table 6.1, the amplitude of the 6th order harmonic component is listed for the tests
illustrated in figures 6.1, 6.2, 6.5, and 6.6.

6th amplitude [deg|

W, = 360 rpm W, = 1800 rpm
7, =2Nm 7, =6Nm 77, =2Nm 77 =6Nm
PLL 1 0.1533 0.1678 0.0388 0.0439
CCSFF 1 0.0881 0.0746 0.0027 0.0038
PLL 1 + BRLS 0.0057 0.0104 0.0016 0.0014
PLL 2 0.2812 0.3253 0.0940 0.1008
CCSFF 2 0.2625 0.2764 0.0154 0.0177
PLL 2 + BRLS 0.0071 0.0110 0.0017 0.0011

Table 6.1. Amplitude of the 6th order harmonic component in the position error 0.

From the table it is seen, that the presented filter methods are capable of suppressing the
6th order harmonic component in the estimated position caused by inverter nonlinearities.
However, a significant difference in the harmonic suppression capability between the
methods is seen. For the CCSFF method, the parameter design has a significant influence
on the performance. When the PMSM is run at 360 rpm, the CCSFF 2 does not reduce the
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6th order harmonic component to a level of which it is considered to be insignificant. This
is due to the bandwidth of the CCSFF being close to the frequency of the corresponding
6th order harmonic component. Hence, it is not attenuated enough. The CCSFF 1 does
approximately half the amplitude of the 6th order harmonic component compared to when
compared to using a PLL with the same bandwidth. With the BRLS adaptive filter it is
seen, that good harmonic suppression capability is obtained regardless of the bandwidth
of the PLL. When the PMSM is run at 1800 rpm, the CCSFF 1 and the BRLS adaptive
filter provides similar harmonic suppression capability. The CCSFF 2 is capable to reduce
the 6th order harmonic component significantly. However, it is not capable of reducing it
to the same level as the BRLS adaptive filter.

The BRLS adaptive filter estimates the (6 + 1)th order harmonic components in the
distorted active flux. The estimate is then subtracted from the original distorted active
flux signal. Thus, the BRLS adaptive filter is actively compensating for the distortion in
the flux to obtain a smooth active flux signal to estimate the position and speed of the
rotor. The CCSFF has characteristics of a low pass filter, hence the cut-off frequency of
the filter has a huge impact on the suppression capability. This is seen from the results
listed in table 6.1. This also means that the CCSFF is capable of attenuating other higher
frequency components. The BRLS adaptive filter is only affecting the specified harmonic
components, which is only the (6 &+ 1)th order harmonic components in this thesis. If
desired, the BRLS adaptive filter can be expanded to handle other harmonic components.
However, this will require additional coding and will increase the calculations.

6.2 Influence of filtering harmonic

In chapter 4 and 5 it is shown that the CCSFF and BRLS adaptive filter suppresses
the (6 £ 1)th order harmonic component in the active flux and the 6th order harmonic
component in the estimated position and speed well. By filtering the (6 + 1)th order
harmonic component in the active flux it is seen that the estimated position and speed are
significantly improved. The influence of a more accurate position and speed estimation is
examined to see whether the filtering improves the general control of the PMSM.

In motor control, high accuracy and efficiency are two key factors when designing the
control structure. High accuracy is typically dependent on the application however, this
thesis is based on sensorless speed control, hence high accuracy in the real speed is desired.
The real rotor speed is therefore relevant to examine. As electrification continues to
increase, there is more focus on an energy-efficiency system. Furthermore, a very efficient
system lower the cost of operation. To examine the efficiency it is advantageous to look at
the currents while running the PMSM.

Figure 6.9 illustrates the estimated and real rotor speed with and without filters.
Additionally, the phase a current is illustrated as well. The test is for the PMSM run
in sensorless at 360 rpm.
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Figure 6.9. Real and estimated rotor speed and phase a current with and without filter when
Wy, = 360 rpm.

It is seen that the peak-to-peak value in the estimated speed is reduced with filters enabled
as expected. However, the real speed is not affected despite the estimation is improved.
From the phase a current i, it is seen that the current is improved when filtering. The
current is more sinusoidal and the peak-to-peak value is reduced slightly when filters are
enabled. Similar tests are performed while running the PMSM at 1800 rpm. The result is
illustrated in figure 6.10.
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Figure 6.10. Real and estimated rotor speed and phase a current with and without CCSFF or
BRLS when w,,, = 1800 rpm.

It is seen that the same tendency as in figure 6.9 is seen when comparing the speed.
The peak-to-peak value of the estimated speed is significantly lower with filters enabled,
however the real rotor speed is not affected by the filters. When looking at the phase a
current it is seen that the current is not improved with filter enabled as it is seen in figure

80



6.2. Influence of filtering harmonic Aalborg University

6.9 despite having a better estimation. Instead, the phase a current is worsened slightly
as the peak-to-peak value is increased with filter on.

To examine more on this behavior the reference i and current i, are illustrated in figure

6.11 while the PMSM is run at w,, = 360 rpm and w,, = 1800 rpm.
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Figure 6.11. Reference and measured g-axis currents with and without filtering of the
estimated active flux when the PMSM is run at 360 rpm.

In figure 6.11(a) it is seen that current i, follows the reference i; well at 360 rpm. Only

a slight phase shift is seen between i} and 7,. ¢ and i, contains 6th order harmonics.

When the speed is increased to 1800 fpm as in ﬁqgure 6.11(b) it is seen that i, starts to
lag iy significantly more and that the peak to peak value is increased a bit for i; and i,.
In figure 6.11(c) it is seen that the peak-to-peak value of ij is decreased with the CCSFF
on as expected. The reduced peak-to-peak value is also seen in the i,. At 1800rpm it
is seen that 4y is reduced further due to the better performance at higher speed for the
CCSFF. However, it is seen that i, is amplified significantly compared to figure 6.11(b)
even though i} is reduced. In figure 6.11(d) it is seen that the peak-to-peak value of i; and
iq is reduced with BRLS as for the CCSFF in figure 6.11(c). When the speed is increased

same tendency as in figure 6.11(d) is seen.

From figure 6.11 it is seen that at low speed the CCSFF or BRLS reduce the peak-to-peak
value in ¢ and ¢q. This is also expected due to the improved phase a current seen in figure
6.9. At 1800rpm it is seen that i, is worsened with CCSFF or BRLS, this substantiates

why it is seen in figure 6.10 that the CCSFF or BRLS do not improve the phase a current.

According to figure 6.11 the lack of improvement in the phase a current at high speed
appears to be caused by the current loop which is not capable of controlling i, to be
equal to ig. At low speed, the current controller is fast enough to make the real current
iq follow the reference current iy and thereby compensate for the voltage drop caused by
the inverter nonlinearities and flux spatial harmonics. At high speed, even though the
reference current does not contain 6th order ripples, the 6th order voltage ripple caused
by inverter non-linearity and flux spatial harmonics cannot be compensated properly by
the current controller, which results in large 6th order current ripple in the actual current.

The current loop is limited by the switching frequency and the bandwidth. The current
loop is designed in section 2.2. By further examining the current response in figure 2.2 it
is seen that a delay is present in the system. The current step response is enlarged and
illustrated in figure 6.12.
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Figure 6.12. Step responses of the dg-currents with the PI controllers in (2.9) and (2.10)
implemented in the control structure in the laboratory setup.

From figure 6.12 it is seen that as the current reference is increased it is first seen in
the measured current two time steps later. At w, = 360rpm this does not affect
the performance significantly as the 6th order component is only shifted approximately
8 deg/sample however a minor phase shift in i, is expected. At wy, = 1800rpm the
waveform from the 6th order component is shifted 39 deg/sample which will affect the
performance of the current control. Besides the switching frequency, the bandwidth of the
current loop influences the performance of the current loop. The current loop bandwidth
is designed in section 2.2 with a bandwidth of w. &~ 2000rad/s. The frequency of the
6th order harmonic component at 360rpm and 1800rpm are wegn ~ 679rad/s and
We6th ~ 3393rad/s respectively. A bode diagram of the closed loop current system is
illustrated in figure 6.13. The closed loop system is given by (6.1) utilizing (2.7) and
(2.10) from section 2.2.

tg  _Gea Opg (6.1)

g 1+ Geg Gpg
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Figure 6.13. Bode diagram of the current loop system in (6.1).

From the bode diagram it is seen that at 679rad/s which corresponds to the frequency
of the oscillations in i, at w, = 360rpm the phase is approximately —20deg. At
wp, = 1800 rpm the phase is significantly lower at approximately —110 deg. To reduce the
phase shift the bandwidth can be increased. However, from the current step response in
figure 2.2 it is seen that the current loop is already designed quite aggressively with a large
overshoot. Increasing the bandwidth will increase the overshoot and better performance

may not be achieved combined with the limitations from the sample delay discussed earlier.

The improvement of the currents with CCSFF and BRLS adaptive filter seems to be
limited by the phase shift mainly caused by the high frequency of the 6th order harmonic.
Increasing the speed increases the frequency and worsens the current. These limitations
are correlated to the specifications of the system utilized in this thesis. Large phase shift
in the 6th order harmonic component per sample are related to the switching frequency
as well as the number of pole pairs in the PMSM. In figure 6.14 the 6th order harmonic
component phase shift and the frequency of the 6th order harmonic are illustrated for

different switching frequencies and number of pole pairs.
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Figure 6.14. Influence of switching frequency and number of pole pairs on the 6th order
harmonic component.

From figure 6.14(a) it is seen that the phase shift per sample can be mitigated by using a
PMSM with less number of pole pairs. This is due to the 6th order harmonic being directly
proportional to the number of pole pairs as illustrated in figure 6.14(b). Furthermore, it is
seen that the phase shift is inversely proportional to the switching frequency. According
to figure 6.14 it is expected that the performance at higher speed with CCSFF or BRLS
adaptive filter can be improved by increasing the switching frequency or having less number
of pole pairs. Hence the current loop should compensate the 6th order harmonic easier.
It should be noticed that having less number of pole pairs may affect the performance
of the CCSFF filtering capability due to the reduction in the frequency of the 6th order

harmonic.

The performance of the CCSFF and BRLS adaptive filter is mainly shown at 360 rpm
and 1800 rpm. It is seen in figure 6.10 that at 1800 rpm the current is less distorted and
more sinusoidal without CCSFF or BRLS. To determine at which speed the performance
of the PLL overtakes the CCSFF and BRLS the THD of the (6 + 1)th order harmonic of
the phase a current is illustrated for different speeds while running the PMSM with PLL,
CCSFF, or BRLS. The result is illustrated in figure 6.15.
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Figure 6.15. THD of the (6 £ 1)th order harmonic in the phase a current for PLL, CCFF, and
BRLS at different speeds.

It is seen that at low speed the CCSFF and BRLS adaptive filter perform better than
the PLL as expected. At approximately 1300 rpm the PLL starts to perform better than
the CCSFF and BRLS when comparing the phase a current. It is seen that the THD for
PLL, CCSFF, and BRSL all increases until 2160 rpm. After 2160 rpm the THD starts to
decrease. The reason for this may be due to even larger phase shift.

Looking at the THD of the phase a current in figure 6.15 it is seen that regardless of the
filter or speed, the THD is larger than 5%. As the speed increases the THD increases
significantly as well. Due to high phase delay it is not expected that the 6th order
harmonic can be suppressed fully regardless of the speed. Even at low speed the phase
delay from measuring 7, to the compensation limits the suppression capability. Due to poor
performance in the phase a current, other methods such as voltage error compensation may
be reconsidered for this system.
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Conclusion

The objective of this thesis is to detect and suppress the (64 1)th order harmonic distortion
in the estimated flux corresponding to a 6th order harmonic component in the estimated
position and speed caused by voltage source inverter (VSI) nonlinearities and flux spatial
harmonics. Two methods are presented to filter the estimated flux. The first method is a
complex-coefficient synchronous frequency filter (CCSFF) with zero phase shift in steady
state. The dynamic performance and the harmonic suppression capability of the CCSFF
heavily depend on the parameter design. Thus, to ensure sufficient harmonic suppression,
the bandwidth should be designed to be less than the corresponding 6th order harmonic
component. This implies that the operating speed range of the PMSM application should
be considered. Designing the bandwidth to be low, degrades the dynamic performance of
the control system, hence phase shift is added to the position estimation during speed and
load changes. However, adopting an adaptive approach to the parameter design, which
increases the bandwidth of the CCSFF system when a difference in the reference and
estimated speed occurs improves the dynamic performance.

The second method presented is a bilinear recursive least squares (BRLS) adaptive
filter. This method does not affect the dynamic performance of the control system as
similar response in the position error is seen when e.g. the load condition is changed
instantaneously compared to when none of the two methods are applied. The BRLS
adaptive filter is capable of ensuring sufficient harmonic suppression capability. Regardless
of the operation speed of the PMSM and the parameters of the PLL, the 6th order harmonic
component in the estimated position and speed is reduced to be insignificant.

Despite proper suppression of the 6th order harmonic component in the estimated position
and speed with CCSFF or BRLS, the sensorless performance is not improved significantly.
The g-axis current still contain high 6th order ripples meaning torque ripple are present
even though the g-axis current reference is without 6th order ripples. Thus, the filtering
approach for harmonic suppression is not a thorough solution for harmonic suppressing of
the current since the 6th order ripple is not appropriately compensated.
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Future work

This thesis presents two methods to suppress the 6th order harmonic component in the
estimated position and speed. The CCSFF is presented in chapter 4. The chapter presents
proper design guidelines to easily design the parameters of the CCSFF depending on
the desired suppression capability. The BRLS is presented in chapter 5. The influence
of the BRLS algorithm parameters A\ and o are analyzed experimentally. However,
gaining a deeper comprehension of the BRLS algorithm may pave the way for establishing
comparable design guidelines as those applied to the CCSFF. This may result in a more
theoretical method of selecting proper values for A and o.

In section 6.2 the effects of the harmonic suppression in the estimated position and speed
are examined. It is observed that despite proper suppression of the 6th order harmonic
component in the estimated position and speed, 6th order harmonic ripples are seen in the
g-axis current. When the PMSM is run at 360 rpm, the corresponding 6th order harmonic
component in the g-axis current is reduced using the presented methods. However, the
ripples are not completely removed. Increasing the speed of the PMSM, decrease the
effects of smooth estimated position and speed in the g-axis current. Thus, for future
works, different topics are relevant to explore.

The two presented methods suppress the 6th order harmonic component in the estimated
speed, leading to a smooth reference ¢-axis current. However, the current controller is
not fast enough to compensate for the 6th order harmonic ripples caused by the inverter
nonlinearities and flux spatial harmonics. An analysis of the control system including the
voltage error can advantageously be performed. This includes derivation of the system’s
transfer function, which includes the voltage error. This can be used to analytically
examine the effects of the nonlinearities of the VSI and flux spatial harmonics.
Furthermore, voltage error compensation may be considered as an addition to the two
presented methods. By actively compensating the command voltage, the distortion in the
currents may be reduced and improve the sensorless performance.
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A.1 Control parameters

Controller K, K;

Speed loop 0.6 6

Current loop d-axis | 4.6 840
Current loop g-axis | 7.9 840
CLFO 50 100

Table A.1. PI parameters utilized in the sensorless control system.
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