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Abstract
In the last years some applications have
been developed to achieve new waysg of
interaction between human and robpt,
the aim of this interaction is to make
simpler and more intuitive the way i
which the user can interface himself
with a robot without using a keyboard,
a mouse or anything else.

The aim of this project is to define [a
system which is able to recognize
gestures used to drive a robot. For this
system some simple gestures are
defined such as stop, come here, turn
left, turn right and so on, this kind aof
gestures are very common to drivel a
robot in any condition. This report will
be divided in x section, the first sectian
is an introduction about the problem pf
the gesture recognition with the
definition of poses and gesture used|in
this system,
The second is a review about related
works, the third deal with problem
delimitation of this project, the forth
describe the system in its components
(hardware and software) and how the
system itself works, the fifth section
describe the experimental result of this
project and the sixth section deal with
the conclusions of this project and
future works.
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1 Introduction

1.1 HCI nowadays

The interaction between humans and machine/comdidi/HCI) has developed from the use of
hand-controller device to a more intuitive interact The most common user interfaces for
HMI/HCI are keyboard and mouse, the feedback i®mivia message from the field video and
other sensors. In the last few years some newragséee being developed to find a more natural
interface to interact with computer and machinehsas speech, handwriting, gesture recognition.
There is a large number of researches working stugerecognition, and a few of them are related
to robot control. This kind of systems should bedleped to be efficient and a real time gesture
recognition system to perform more human-like ifistee between human and robot. Two
approaches are commonly used to interpret gestordgaiman machine interaction. One is gloved-
based approach that requires wearing of cumbersom@ct devices and generally carrying cables
that connect the device to a computer or via waleonnection with the computer. Another
approach is vision-based technique that does mptires wearing any contact devices on human
body parts, but uses a set of video cameras angutenvision techniques to interpret gestures. For
gesture interpretation system, gestures’ modelsghe first step that mainly depends on the
intended application of those gestures. An appeardased algorithm is a strong tool for object
recognition. A variety of object appearances igestoas a statistical model and used in the
recognition task. The gestures are modeled byimglahe appearance of any gesture to the
appearance of the set of predefined template gesstur

The visual gesture interface is a reasonable chaicee it is easy to deploy and can be used
anywhere in the field of view of a visual camerad @aa being realized by identifying human
postures and movement. The operator does not naedster special hardware. Vision also allows

a variety of gestures to be used, since it is suoftvbased.

1.2 Gesture

Gesture literally means "an expressive movemeatdrt of the body, the hand or head in order to
bring forward intentions and attitude". For the gt application we have considered only arm
movements. A gesture is characterized by the mortnad the arm considering it as a composition
of three elements:

* Shoulder
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* Elbow

* Hand.

These three elements move in 3D space, so theytheae coordinates (X, Y, Z) which can change
frame by frame. Of course a particular robot motgassociated with a specific gesture.
The set of gestures can be divided broadly intodlaeses:

1. Gestures for which the position of the arm’s pegtaain unchanged over a motion sequence

2. Gestures for which the position of the arm’s pahianges from frame to frame.

In this project only the second class of gesturé e considered, this means that in 3D space the
position of the arm’s parts are extracted as aufealrom representative frames to exploit the
gesture recognition.

Anyway a good gesture design should possess tlosving features:

1. It should be natural, easy to demonstrate, andistens.

2. The captured images should possess informationlynaelated to the gestures so that the
gesture changes can be clearly identified. And saiterations due to illumination and
background noises will not affect the identificati@sults.

3. The background should not confuse the gestures.

4. The processing time should be short. Speed is slwagirable for real time HMI/HCI, so
the gestures should be applicable for fast proegsdgorithm.

1.3 Issuesin Gesture Recognition

In order to drive the robots operating in uncomgélreal world environments there are several
constraints on human-robot-interaction as a speas#¢ of human-computer-interaction:
1. The camera visual must cope with variable and pbssomplex backgrounds. A system
requiring uniform background is not flexible enoughreal world applications.
2. The system must be person independent. Many uBetddsbe able to operate it, without
the necessity for retraining.
3. The system must not require the user to wear mariercolored gloves, this being too
tedious.
4. The lighting conditions are uncontrolled. The camenust cope with various lighting
situations.
5. The system must be capable of real time performance
Automatic visual gesture recognition holds the psEnof making man-machine interfaces more

natural.
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By using the OpenNi framework we can solve all ¢hissues, now we will explain what we have
done for each of these issues:

1. By using the depth image and the classes provigetthd» OpenNI framework we can use
this system in complex background since it is dabldrack the user after he stand in a
particular position, this allows to the systemédoagnize what is and what is not a user.

2. This system can be used by any person that standsomt of the camera under the
constrains that it must be the first and stand padicular position; this is allowed by the
OpenNi framework

3. This system recognize the user body regardleskifoclothes, because the system uses the
depth image to recognize a body and not the RGRyéns® it not important what kind of
clothes are worn.

4. As we said above the system use the depth imageasthess affected by different light
conditions.

5. The system checks the frame sequence frame by t@neeognize a gesture, this is done in

order to have a good performance and allows teystem to be more accurate.

1.4 Problem Statement

The purpose of this project is to drive a robobtlgh the arm gestures; as we said above the gesture
that will be used during this project can be cliesgiin as a Dynamic arm gesture. This kind of arm
gesture means that the user moves his own arm wigleamera acquires the image and then the
system recognizes the exact gesture; the dynamncgasture is complex, so there can be many
combinations of dynamic gestures, this leads usetable to associate a lot of combinations of
dynamic gesture to the robot’s actions.
The project will be tested in two different ways:

» Gesture recognition

* Robot driving
The aim of the gesture recognition experiment &b the recognition rate of each gesture that wil
be described later in this section. The aim of Rabtving experiment is to test how the system

behaves in a real situation.

1.4.1 Coordinate System
Before describing the gesture modeling of thisgubjve need to talk about the Coordinate System

used in it. Since we use a (X,Y,Z) coordinate systere must explain how these coordinates are
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extracted in the figure below we can see the aghwwf the Ul's part. This picture shows the min
and max value for each value

« X €[0,640],

* Y €[0,480].
As we can see the Origin of the system is up onetiheand the max down on the right.

- u : 1

w

_T

{
Figure 1: X and Y coordinates and their min and max values

In the next figure we can see how the Z coordimaieks, this coordinate is based on the distance
between the Kinect and the user; as we told abowelistance is calculated by using the two depth
sensors. In this case the origin is the sensdf.itse



Robot Gesture Recognition

Figure 2: The Z coordinate System

1.4.2 Pose Definition

We can define 5 kind of pose which will be usedi¢fine the gestures, we describe each pose with

a picture.
-

Figure 3: Front pose Figure 4: Lower Pose Figure 5: Stop pose
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Figure 6: Turn Right pose Figure 7: Turn Left pose

1.4.3 Gestur e Definition
The gestures considered in this project will béeciBase or Movement gestures. Each gesture will
be described with:
e some pictures which will show the arm’s pose duthmygesture;
» the coordinates' variations during this gesture theans how the hand and elbow change
their position during the gesture.
The coordinates variation will be used in the gestecognition step to feed a FSA which will be

used to identify in a proper way the gesture.

1.4.3.1 Base or Movement Gestures

There are five gestures in this category:
* Come here (go back),
e Turn left,
e Turn right,
» Go away (go ahead),
* Stop.

In this section the changes refer to the CoordiSgstem of this project, see Section 1.4.1 .
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Come her e (go back):
In this gesture the hand and the elbow go downlewhe shoulder remains in the same position for

all the gesture. In the coordinate system this siean

*  Xshoulder Yshoulder@Nd Znouiderd0 NOt change;

*  Xhand@nd Xpowdo Not change;

*  Yepowand Yiangincrease;

*  Zpanda@nd Zjpowincrease.
This means that the hand and the elbow start atdh®e X and Y coordinates but are closer (Z
coordinate) than the shoulder to the camera andethé with the same X and Z coordinates but the
Y coordinate of elbow and hand are greater tharshioglder one.

First Pose: Front, Second Pose: Lower

Figure 5: poses of the Come here (Go back) gesture

| =
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Turn left:
In this gesture the hand and the elbow go left]Jeviie shoulder remains in the same position for
all the gesture. In the coordinate system this rsiean

*  Xshoulder Yshoulder@Nd Znouiderd0 NOt change;

*  Yhand@nd Yepow d0 NOt change;

*  Xelbowand Xangdecrease;

» Do not car&nhangand Zipow
This means that the hand and the elbow start asdh®e X and Y coordinates but are closer (Z
coordinate) than the shoulder to the camera andethé with the same Y and Z coordinates but the
X coordinate of elbow and hand are lesser thasiiloelder one.

First Pose: Front, Second Pose: Turn Left

Figure 6: poses of the Turn Left gesture

(&
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Turn right:
In this gesture the hand and the elbow go rightleathe shoulder remains in the same position for
all the gesture. In the coordinate system this rsrean

*  Xshoulder Yshoulder@Nd Znouiderd0 NOt change;

*  Yhand@nd Yepow d0 NOt change;

*  Xelbowand XanginCrease;

* Do not care&nhangand Zipow
This means that the hand and the elbow start asdh®e X and Y coordinates but are closer (Z
coordinate) than the shoulder to the camera andethé with the same Y and Z coordinates but the
X coordinate of the elbow and the hand are grehter the shoulder one.

First Pose: Front, Second Pose: Turn Right

Figure 7: poses of the Turn Right gesture

[
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Go away (go ahead):

In this gesture the hand and the elbow go up layt tto not go beyond the height of the shoulder,

while the shoulder remains in the same positionalbthe gesture. In the coordinate system this

means.:

Xshoulder Yshoulderand Zhoulderdo not chan e,
Xhang@nd Xsihow d0 NOt change;

Y elbow aNd Yhangdecrease;
Zhand@Nd Zow decrease;

Yshoulder> Yelbowand Yshoulder> Yhand

This means that the hand and the elbow start adahme X and Z coordinates but the Y coordinate

of elbow and hand are greater than the shoulder amtk they end with the same X and Y

coordinates but are closer (Z coordinate) tharsttwailder to the camera.

First Pose: Lower, Second Pose: Front

Figure 8: Poses of the Go away (go ahead) gesture

=
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In this gesture the hand and the elbow go up and baes beyond the height of the shoulder, while

the shoulder remains in the same position fornalgesture. In the coordinate system this means:

Xshoulder YShoulder and Zshoulder do not change
Xhang@nd Xsihow d0 NOt change
Y elbow @Nd Yhangdecrease

Znhandand Zpowincrease

Yshoulder> Yhamd

This means that the hand and the elbow start atdh® X and Y coordinates but are closer (Z

coordinate) than the shoulder to the camera andethé with the same X and Z coordinates but the

Y coordinate of the elbow and the hand are le$ser the shoulder one.

First Pose: Front, Second Pose: Stop

Figure 9: Poses of the Stop gesture

s
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2 Related Works

The typical gesture recognition method is based steps:
1) Image acquisition,
2) Image processing;
3) Feature extraction;

4) Gesture recognition.

4.1 Image Acquisition
In paper [1] this step is done through a 3d andrcohmera, in paper [10] this step is based on
Bumblebee2 camera which gives 2D image sequenckdepth image sequences. The other paper

considers this step as a tacit one.

4.2 Image Pre-Processing

This step is done in order to prepare the imagehfemext step, this means that some parts of the
image are selected as interesting areas. In #ysteere are methods which use a particular kind of
color space (RGB, YIQ, YCbCr and so on...) whileestmethods use the depth image to detect the
areas of interest .

For paper [1] the arm segmentation is done thrauglustering based on the depth image and the
merging of these clusters until a specific numbérclusters is reached. The hand-forearm
segmentation is based on statistical modellinghefarm points in 3D space, using 3D Gaussian
distribution and the hand pose estimation is datienating the 3D orientation of the hand obtained
by computing the principal direction of the 3D datad to compensate for the 3D pose, an
orthonormal coordinate frame is defined, with cenmgthe center of mass), and its x, y and z.

The paper [2] uses OpenCYV to get the skin colodribmakes the segmentation based on skin and
motion information. The papers [3]and [6] use thel& and Jones’s feature set to detect the hand,
[3] also uses Adaboost and the motion information.

Papers [5] ,[7] and [9] use the YCbCr colour spaxehe detect the areas with skin color, [5]
binarizes the image and extracts the edges, whjler{ly binarizes the image. Papers [4] and [10]
use the depth image, and in particular [10] combitmis image with a 2D image and then binarizes
the image and extracts the edges.

In [8] we have a thresholding method to obtainregéng frames, which are grouped and binarized
to obtain only the hand region and then the sysieases the part not involved in the gesture.

[11] uses a combination between colour and moteteation to find the hand regions.
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[13] and [16] use L*a*b* colour space to feed a RG@&ural network to detect skin color region.
[14] use the HLS colour space to detect skin cotegron and to find the hands, one of the hans
will be labelled as index hand that means thaht& show the action to be done.
[15] uses the HSV colour space but using only the (H) and saturation (S) components, then it
uses the motion and color cue and merges them tenothe area with the gesture. [17] use a
conversion from RGB to rg with the follow formulas:

r = RI(R+G+B)

g= G/(R+G+B)
and uses them to detect the skin color, furthernmibrg¢ uses the colour of the t-shirt to track the

user.

4.3 Feature Extraction
This step is used to extract the information ineortb recognize the gesture. There are a lot of
features which can be extracted: shape, distanoe thhe center of the hand, Hu moments.
In papers [1] and [4] the extracted features agediftance from the center of the hand, and they ar
extracted by sampling along some circles with aemtnd increasing radius. Paper [2] extracts the
features by tracing the moving hand and the vejatfithe moving hand and the distance between
the previous hand and the current hand are cadollt extract a meaning gesture region. The
relative coordinate between face and hand locasarsed as features to recognize a gesture. And
also the combined features of statistical and siratfeatures of moving hands are used as feature
vector.
In [3] scale-space features detection is applidthtbpalm-like and finger-like structures.
In the paper [5] the features extracted in the Enpige-processing step are Hu invariant moment,
hand gesture region (arearatio, aspectratio, b@wytaandarea, handperimeter), Fourier descriptor;
all this feature are jointly formed to a vector.
In the paper [6] the method extracts the Hu invdarmaoment features of the detected hand gesture.
[7] extracts as features the trajectory and thegehaf the hand. [8] uses as feature the image
obtained in the previous step. [9] and [12] extrihet features from the sequence of frames and
collect them in 3 kind:

* Location;

* Velocity;

* Orientation.

Then this features are organized in a vector ®]h discrete symbols ([12]) by using quantization
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In [10] Feature Extraction, three kinds of featusee considered: Features for Hand Gesture,
Features for Hand Posture divided into:

o Statistical Feature Vector: Hu-Moments are derifredh basic moments and area,
mean, variance, covariance and skewness are tperfies which are extracted from
these moments

o0 Geometrical Feature Vectors, such as: Circularmity BRectangularity used to exploit
the hand shape

o Fingertip Detection

In [13] and [16] the features are the topologicztéires of the hand, such as the number and
positions of the extended fingers, which are ex¢éidérom the binary image of the segmented hand
region. To find the number and positions of theeagied fingers, the edge points of the fingers are
the most useful features.

[11] extracts as features a feature vectqr iQ extracted; € =(Xi; Yik; Uk; Vi), where the 2D
position (X, y) is the pixel location of the regioentroid and the 2Dvelocity (u; v) is the optical
flow averaged over that region, where j is a frasha sequence and K is one of the hand regions
which have been found in the sequence.

In [14], [15] and [17] there is not feature extiant phase, they use the image obtained in the
second step to recognize the gesture.

4.4 Gestur e Recognition.

In [1] this step is based on the k-nearest-neighloole which classifies a new input image, and
extracted feature vector a by assigning it thellaimst frequently represented among the k nearest
training samples. The proximity of input vectorttaining sample vectors is computed using the
normalized cross correlation measure. Paper [2$ do¢ deal whit this step because it only talks
about the first three steps. In [3] hand gestupe ig determined by palm-finger configuration.

Paper [4] for the Hand gesture recognition it isduthe patch-based local texture description based
on the gray-level Local Binary Pattern (LBP) whielll be partitioned into small patches, then the
histogram is counted within each local patch amdfitnal feature vector is formed by concatenating
all the small histograms based on local patch, @rfopm the hand gesture recognition, it is selected
the simple histogram intersection as the similanigasurement, and the nearest neighbour principle

is used to give the final recognition result.
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Paper [5] uses a multi-layer perceptron in ordemike hand Gesture recognition that uses the
feature vector. Paper [6] uses the features ta @mabVMs Qupport Vector Machines) classifier
which can realize recognition.

The paper [7] uses a dynamic recognition by usimg features and selecting the key frame to
reduce the amount of data and it uses a methoelcofynition static hand gesture based on Fourier
Descriptor- BP neural network, for shape basedrdlgos.

In order to determine gesture [8] makes a patteatcining using PCA (Principal Component
Analysis) algorithm, which is suitable for pattermatching as the human hand is used for gesture
expression and components present in the hand.

In order to make this step papers [9], [10], [ a HMM (Hidden Markov Model),which is fed
by a vector which contains all the extracted fesgubesides that [10] use a SVM (Support Vector
Machine).

In [11] by using the extracted features the systeskes a spatiotemporal matching with which the
system tries to find the hand region that fits kibst model of a gesture, in order to do that a
function D is used, that minimizes the matching ods warping path W (defined as the alignment
between model Mand a subsequence;(Q,Q,) ending at the frame n).

The system proposed in [13] and [16] recognizesgisture using and analyzing the number and
positions of the extended fingers

In [14] this step is based on the pre-processegén

* Recognition with Edge detection Morphological andb&. By analyzing the curves,
recognition rules for gesture actions can be takesh that all the gestures can be correctly
recognized.

* Template Matching, it is used a set of templat&srigrom the rectangle blocks after hand
labeling. The recognition is realized by findingethction relative to that of the training
template which gives out the minimum matching error

* Recognition by skeletonizing: After similar process the simplified square templates are
obtained and the skeletonizing is done by Zhang-stansform, obtaining a 2 or 3 vectors.
By inspecting the angles of the vectors, the gestistions can be found in the direction of
the fingers. Sthe recognition rules can be found

In the paper [15] The Hand Posture Classificatiimp Starts when analyzed and its precise three-
dimensional position is computed. For this purpssgions of interest of 256ixels are selected
around the points yielded by the tracking for thve tameras. Greyscale images of these regions
are downsampled by a factor of two and serve aighé for the hand posture classification. The

posture recognition is based on elastic graph maicProcessing is done on greyscale images and
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works in a person-independent way and in the poesefivarying complex backgrounds. In elastic
graph matching, objects are represented as lalmgkgohs, where the nodes carry local image
information and the edges contain information atlibatgeometry. One model graph is created for
each posture. A graph representing a particulaiup@$s matched to an image by moving it across
the image until it fits best to the regions in theage it comes to lie on. During the matching
process certain geometrical transformations ofythgh are allowed by scaling and making rotation
in plane. For the purpose of posture recognitiom ghaph for each posture is matched in both
images sequentially and then the similarities @f $hme posture are added for both images. The
posture with the highest total is chosen as thegmition result. This part of the method takesta lo
of time since it has to match every posture inda@base with the two images.

In the paper [17] this step is based on:

» Pose Analysis is based on two different methodsatiog on a color-filtered sub-region of
the image which contains the person's right sideéedesrmined by the tracking module. This
two methods are:

o Graphical Template Matcher (also called: pose tatepiatcher) compares images
to a set of pre-recorded templates of arm posdiedcaose templates. More
specifically, the color-filtered image is correldtevith a set of R pre-recorded
templates of arm poses. Each pose template T ¢orgiswo regions with a fixed
value. The result of correlating the image segnaettt R pre-recorded templates is a
correlation vector, or feature vector, of R compuagea feature vector is extracted
for every frame. These feature vectors form theisba$ the temporal template
matching.

o0 The Neural Network-Based Method is the other wagetmbgnize poses. The neural
network-based approach predicts the angles ofwbeatm segments relative to the
person's right side from the image segment. Thpubworresponds to the angles of
the arm segments, encoded using multi-unit Gaussiaresentations. If the outputs

are close to the targets, the network predicts angtes with high accuracy.
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3 Problem delimitation

This section describes which kind of constrains #ystem has. For example some systems have
constrains about the background, the user, andaliges and so on i.e. some systems need:

* asimple background, such as a monocolor background

* Some special clothes to be worn by the user.

This project can be used with any kind of backgobun

» simple, like a mono-colored wall;

* Complex, like an office or a lab or any other.

The user does not need to wear particular clothels as colored gloves or a colored shirt.
But in this project there are these constrains:

* Who wants to use the system must be the fiesson standing in front of the camera;

* The user must stand for a few seconds in a paatiqdse, called psi-like calibration pose.
This particular pose is required by the systenifiiseorder to track the user; the system
continuously searches for an user which standsisnposition;

* In this moment only one person can use the sysséanding in psi-like calibration pose,
being tracked by the system and make gestureoim &f the camera, this is because the
system must recognize only one user at time, bedétisere are more than one user in the
range of the camera that assume the psi-like adildor pose and are tracked by system, it
does not realize which one of them must be recegnas the real user of the system and it
is possible a mistake.

* A particular ID ( =1 ) will be assigned to the figsser which stands in psi-like calibration
pose, this is the only ID that can be used to nth&esystem works. If other persons stand in
the psi-like calibration pose, another ID ( fromo26) will be assigned but the person will
not be tracked as user of this system and willbeoable to drive the robot, and his gestures
will be ignored;

* In order to use the system it needs to select wihicly’s side will be used to make gesture,
the default side is the right one, but it is poestb switch the used side by pressing a button
which is present in the User Interface of the syiste

* The User must wait for a few seconds (1 or 2) eefoaking another gesture, this is made to

avoid some mistakes, since the Come Hmed Go Awaygestures are reversed.

* The User has 5 seconds to make a gesture (alsbdinuestead to stand in one of the 5

poses that the system recognized.
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4 System Design

This section deals with the system in each ofsfzeats. First of all we will describe the hardware

components of the system such as the camera, then&@he robot which were used during the

project and the test. After this we will talk abdlbie software components such as the framework,
the library and the User Interface developed fa gnoject. The last sub-section will describe step

by step how the system works.

4.1 Hardwar e components

The hardware components, which have been usedkipribject, are the following:
* Kinect Camera

* Alaptop pc

411 Kinect camera

Kinect is a Microsoft device developed for XBOX3é@hsole, this camera has:

* Two 3D depth sensors, which calculate the distémore the sensor;

* Rgb Camera;

* Motorized Tilt;

* Multi-array microphones.
The Kinect’'s parts involved in this project areetRGB camera and the two 3D depth sensors.
These parts are used to:

» acquire the user’'s image;

* track him;

» acquire the useful data such as the X,Y,Z coordmat the user.

s
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MOTORIZED TILT

MULTI-ARRAY MIC

Figure 10: The Kinect camera and its components

4.1.2 Laptop Pc

This Laptop Pc has:

A Intel Core Duo T6400 @ 2GHz
3 Gb ram

ATI HD 3650 with 512MB
Windows 7

Visual Studio 2010

4.2 Software components

This section deals with the Software componentsiwhre used in this project:

OpenNl
Nui.vision library
User Interface
FSA

[
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421 OpenNlI

OpenNI orOpen Natural Interactionis an industry-led, not-for-profit organisationctsed on
certifying and improving interoperability of natliiateraction devices, applications that use those
devices and middleware that facilitates accessuarf such devices.
The OpenNI framework provides a set of open soAfReks. These APIs are intended to become a
standard for applications to access natural interaaevices. The API framework itself is also
sometimes referred to by the na@ygenNI.
The APIs provide support for:

* Voice and voice command recognition

* Hand gestures

* Body Motion Tracking
The organisation has been created on November 20t0the website going public on December
8th. One of the main members is PrimeSense, thepaoyn behind the technology used in
the Kinect.

4.2.2 Nui.Vision Library

It is a library developed by Vangos Pterneas (vareggg licensed under The Microsoft Public
License (Ms-PL), with this library it is possible thake image acquisition and user tracking by

using the classes defined in the library itself.

4.2.3 User interface

The user interface has been developed by using &BFC#. This Ul can be divided in 2 parts:

* On the left we can see the image which is acquiethe Kinect, with some spots on the
user’s body, these spots represent the positiosoofe body parts such udead, Neck,
LeftShoulder, LeftElbow, LeftHand, RightShoulder,igRtElbow, RightHand, Torso,
LeftKnee, LeftHip, LeftFoot, RightKnee, RightHipjdhtFoot.

* On the top-right there are the X, Y, Z coordinatéshe interesting body parts: Shoulder,
Elbow and Hand; these coordinates are shown irtireal

* In the middle right there are :

0 The user ID;
0 A button to select the side to use for making gestu

0 The status of the system (enable, disable);

[
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* In the middle left some label are shown:
o The actual pose that has been recognized
o The final gesture which has been recognized byn@bawation of two poses;

* In the bottom there are the features which have bagacted in real time by the system.

-
. User tracking :
| = — = H

ﬂ Shoulder coordinates  Elbow coordinates

X: 0.0 %00
¥: 0.0 ¥:0.0
7:00 700
Hand coordinates UserID
X 0.0 00
Y00 Left Hand |
Z: 00
No Gesture Enable
No Gesture

Features

Figure 11: User Interface

424 FSA

In order to recognize the gestures a FSA was imgheed. A finite-state machine (FSM) or finite-
state automaton (pluradutomata), or simply a state machine, is a mathematicaltratison
sometimes used to design digital logic or compptegrams. It is a behavior model composed of a
finite number of states, transitions between thsts¢es, and actions, similar to a flow graph in
which one can inspect the way logic runs when oertanditions are met. It has finite internal
memory, an input feature that reads symbols inqaiesgce, one at a time without going backward;
and an output feature, which may be in the forra aer interface, once the model is implemented.
The operation of an FSM begins from one of theestdicalled a&tart state), goes through
transitions depending on input to different stadad can end in any of those available, however
only a certain set of states mark a successful idwperation (calledccept states). Finite-state
machines can solve a large number of problems, gmuich are electronic design
automation, communication protocol design, parsing other engineering applications.
In biology and artificial intelligence researchatst machines or hierarchies of state machines are
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sometimes used to describe neurological systemsmalmuistics—to describe the grammars of
natural languages.
A currentstateis determined by past states of the system. A#$,siiccan be said to record
information about the past, i.e., it reflects thput changes from the system start to the present
moment. The number and names of the states typidaiend on the different possible states of the
memory, e.g. if the memory is three bits long, ¢hare 8 possible states.transition indicates a
state change and is described by a condition tbatdwmeed to be fulfilled to enable the transition.
An action is a description of an activity that is to be penfied at a given moment. There are several
action types:

» Entry action which is performeghen entering the state;

» Exit action which is performedhen exiting the state;

* Input action which is performed depending on prestte and input conditions;

» Transition action which is performed when perforghancertain transition.

siate

Hransition—__ /

close_door  open_doo

eraiy solice

Figure 12: an example of FSA

An FSM can be represented using a state diagrastqte transition diagram) as in figure 1 above.
In addition to their use in modelling reactive gyss, finite state automata are significant in many
different areas, including electrical engineeriingguistics, computer science, philosophy, biology,
mathematics, and logic. Finite state machines atass of automata studied in automata theory and

the theory of computation. In computer scienceatdistate machines are widely used in modelling
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of application behaviour, design of hardware dlgggstems, software engineering, compilers,
network protocols, and the study of computation landuages.

4.3 TheProposed Algorithm
These are the main steps of this system:

Image acquisition;

Pre-Processing; You need to explain how they fivedcontrol points.

Feature extraction;

Gesture recognition.

4.3.1 Image acquisition (to be extended)
This step is done by using:

* A Kinect camera

*  OpenNI

* And a library Nui.vision, developed by Vangos Pe&as
The image acquisition is done by taking the imagenfthe Kinect camera and using the OpenNi
framework and Nui.Vision library to bring it on & pcreen.
There are two kind of image which are used:

* the RAW image and

» the depth image.
The first image is used to show in real time theBR@ual of the camera and the X,Y coordinates
of the interesting object (in this case the humadyl, the second is used to extract the data about
the distance (Z coordinate) of the object, thisoeddkind of image is taken by using the tow depth
sensors.
This step uses the OpenNi framework and its clagseéake the data from the Kinect, there are
special classes (ImageGenerator, DepthGenerattrirtke this part, this classes take the data and
pass them to the screen by using a C# class (Inl@gépw them.

4.3.2 Pre-Processing

The acquired image must be processed in a propginvarder to take the data, this step is called
Pre-processing. The Pre-Processing step is basedeotmacking of the user's body obtained by
using the Nui.Vision library and OpenNI which allswhe user to be tracked by Kinect, after he
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stands in the calibration pose (psi-like pose)sTgarticular pose is required by OpenNi itself in
order to make the tracking of the user. Here i8 tlos step works:

* The application wants to track the motion of a harfigure in a 3D scene. This requires a
special class calletdser Generator. This specific user generator obtains its datanfi
Depth Generator. A depth generator is a class that is implemehted sensor (in our case
the kinect), which takes raw sensory data from @thdeensor (for example, a stream of X
frames per second) and outputs a depth map, inamg the raw data from the depth sensors
are merged with the raw data from the RGB sensbis Tlasses use some internal
capabilities that allow them to get the most imaottdata for our system: the position of
some parts of the body. This Capabilities are:

0 Pose Detection: Enables a user generator to recognize when theisigarsed in a
specific position, in our case this specific pasitis the calibration pose (psi-like
pose). When the system recognizes this pose ittheesext capability;

o Skeleton: Enables a user generator to output the skeletal afathe user. This data
includes the location of the skeletal joints (sashneck, head, feet, hands, elbows
and so on), the ability to track skeleton positiand the user calibration capabilities.

0 User Position: Enables a Depth Generator to optimize the outppthdmap that is
generated for a specific area of the scene.

After the calibration, some spots appear on thesubedy which is tracked on the pc screen; these
spots represent the position of some body parteefiser, and they are obtained from the skeletal
joints which have been tracked by using the Skel€fapabilities. This post arélead, Neck,
LeftShoulder, LeftElbow, LeftHand, RightShoulderigRRElbow, RightHand, Torso, LeftKnee,
LeftHip, LeftFoot, RightKnee, RightHip, and Rightbto

In this project the interesting body parts are:

* Left/RightShoulder

* Left/RightElbow,

» Left/RightHand.

The spots have three different colors:

» Blue for the body parts which are not involved lire tgesture recognition such as: Neck,
Head, Torso Torso, LeftKnee, LeftHip, LeftFoot, Riljnee, RightHip, and RightFoot.

* Yellow for the part of the right arm.

* Red for the part of the left arm.
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These spots have as a center the real time X,Ydowes of the body parts involved in the gesture

recognition. This step prepares the data to beebed as features will be used in the next steps.

4.3.3 Featur e Extraction

The purpose of this step is to extract the featargsgroup them in a proper way that, The Feature
are extracted to be processed for the next stegxtracted features are:
* The Position (X, Y, Z) of the hand and elbow conggiatio a fixed point, the shoulder.
The way to extract the features is made frame améy;, this way to extract the features is more
accurate than other such as sampling with a figésl or using a threshold.
In order to extract the position features theresarae threshold used to compare each coordinate of
the elbow and hand with the shoulder’s one, thesshold are used to get a good approximation in
comparison between the positions.
Here is a description of these features:
» Position compare to the shoulder:
0 X coordinate (elbowLR, handLR): 0 means same positl at the right side, -1 at
the left side;
0 Y coordinate (elbowOver, handover) : 0 means saoséipn, 1 lower , -1 upper;
0 Z coordinate (elbowCF, HandCF): 0 means same pasiti farther to the camera, -1

closer to the camera.

Position

Elbow/Hand | value | meaning | value | meaning | value | meaning

X -1 left 0 same +1 right
position

Y -1 upper 0 same +1 lower
position

Z -1 closer 0 same +1 farther
position

Table 1: Description of the features' values and their meanings
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4.3.4 Gestur e recognition

This step is done using a FSA, we have chosendbisinstead of other similar tools such as HMM
or Neural Network, because we have a determinsstimtion since we use as a reference of our
system the user’s shoulder, this implies that wankthe position of the elbow and the hand and the
shoulder frame by frame, without any problem. lis thection we will describe the FSA and the
State Transitions involved in it. The extracteddiees of the previous step are used to feed thds FS
which is composed by 6 state:

» No gesture;

e Come Here;

 Go Away;

* Stop;

e Turn Left;
* Turn Right.

It is possible to go from a state to another withany constrains, it is necessary that the State
Transition of a specific state is found that thestesgn will recognize the gesture. The State

Transitions are described in the follow table.

Poses — First pose Second pose
Output Sate |

Go Away Lower Front

Sop Front Stop Pose
Turn Right Front Turn Right Pose
Turn Left Front Turn Left Pose
Come Here Front Lower

No Gesture otherwise otherwise

Table 2: Transition table

The corresponding gesture will be recognized, & $lystem finds one of the first five couple of
poses, this means that the system finds the camegspy State Transitignf the system finds
another couple of poses the system will not recyany gesture (No Gesture state).

Now we will describe the FSA for every gesture thathave implemented.



Robot Gesture Recognition

Stop:
From one of the five states the user can go t&thp State, if he makes the Front Pose and then the

Upper pose. Of course the user can make also 2 consecutive Stop Gestures.

Stop
Pose

Figure 13: FSA for the Stop Gesture

Turn Right:
From one of the five states the user can go ta'thhe Right State, if he makes the Front Pose and

then the Right pose. Of course the user can make2abr more consecutive Turn Right Gestures.

Figure 14: FSA for the Turn Right Gesture

Turn Left:
From one of the five states the user can go tdtha Left State, if he makes the Front Pose and
then the Left pose. Of course the user can makeZ2ats more consecutive Turn Left Gestures.

Turn
Left
Pose

Figure 14: FSA for the Turn Left Gesture

| =
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ComeHere:
From one of the five states the user can go t&€tihmae Here State, if he makes the Front Pose and

then the Lower pose. Of course the user can make2atonsecutive Come Here Gestures.

Come
Here

Figure 156: FSA for the Come Here Gesture

Go Away:
From one of the five states the user can go td@Gibway State, if he makes the Lower Pose and

then the Front pose. Of course the user can make2abr more consecutive Go Away Gestures.

Figure 17: FSA for the Go Away Gesture

No gesture:

From one of the five state the user can go to tbel@ésture State, if he makes as X a pose like
Right, Left or Upper and then every pose he wani$ lee make as X the Lower Pose and as Y a
pose like Right, Left or Upper.

Figure 18: FSA for the No Gesture Gesture

i
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In this section we will talk about the experimeregults of this project, we will divided it in &

kinds of test:

* Result of pose recognition

* Result of gesture recognition

* Test in different condition such as:

o Lightning,

0 Speed of the arm movement

o0 Recognition if the User moves the entire body wislmaking the gesture.

5.1 Results of Pose Recognition Test

This Section describes the test which have beem dorcheck the pose recognition rate of the

system.
Gesture — Stop Pose Turn Left Pose Turn Right Pose Front Pose Lower Pose
Person| Done | Recognized | Done | Recognized | Done | Recognized | Done | Recognized | Done | Recognized
P1 10 10 10 10 10 9 60 60 20 20
P2 10 9 10 7 10 6 56 56 24 21
P3 10 8 10 10 10 10 48 45 18 17
P4 10 10 10 10 10 10 50 50 20 20
P5* 17 13 11 11 12 12 63 61 23 23
P6 6 6 5 4 5 5 25 25 9 9
Recognition Rate | 63 56 56 52 57 52 302 297 114 110
% Recognition 89% 93% 91% 98% 96%

Table 3: Pose Recognition Test T table (* low light condition)

Since we used the same videos to test the GesaaegRition rate and the Pose Recognition rate

we counted the number of each pose. This meandgah#tie Front pose we have a huge number

since it is involved in all the gesture, while thewer Pose is involved in only two gesture (so in

this pose we have a smaller number than the Frosg¢)Pand the Stop, Turn Left and Turn Right

pose are involved in only one gesture.

[
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This Section describes the test which have beee ttmrcheck the gesture recognition rate of the

system. We used the same video of the Pose Remwgh#sts.

Gesture — Stop Turn Left Turn Right ComeHere Go Away
Person| Done | Recognized | Done | Recognized | Done | Recognized | Done | Recognized | Done | Recognized
P1 10 10 10 10 10 9 10 10 10 10
P2 10 9 10 7 10 6 13 10 11 11
P3 10 8 10 10 10 10 10 10 8 7
P4 10 10 10 10 10 10 10 10 10 10
p5* 17 13 11 11 12 12 15 15 8 8
P6 6 6 5 4 5 5 5 5 4 4
Recognition Rate 63 56 56 52 57 52 63 60 51 50
% Recognition 89% 93% 91% 95% 98%

Table 3: Gesture Recognition Test table (* low light condition)

5.3 Results of different condition test

In this section we test the system in differentdibans:

» Speed of the Arm’s Movement: in this case the systiwes not present any problem to

recognize the gestures and the poses even if drenm/es the arm fast or slowly.

» Light condition: the system has been tested with:

o Natural light (during the day and in a room),

o Low light, in this case the body results almostklaut the system is able to detect,

track the body and recognize the gesture with a gate.

The system is not affected by any problem regarttiedight conditions.

In the next figures we will show the light condii®with which we have tested the system.

As we can see in the figures below the system wérles even in low light conditions, this is

because it works with the depth image and not #i¢hRGB image, so the system is robust to light

condition.

[
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Figure 20: Normal light condition: the user is standing in front of the camera (a), the user has been tracked by the
system

(a) (b)

Figure 20: Low light condition: the user is standing in front of the camera (a), the user has been tracked by the
system

i
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5.4 Reasons of the failure and working of the system
In this section we will describe the reasons ofufai and working. For the first case we have

identified the main reason of failure is that tlystem fails to recognize a pose; this situationtman
due to:

» The user does not respect the timeout period, Hftdrthe system recognizes a gesture the
user must wait a few seconds to make another drme user interface shows a label
“Disable” during this period), so if he begins t@ke a new gesture after having completed
another one the system will not recognize the cbgesture.

» After a gesture recognition the user stands in sepike Stop Pose, Turn Right Pose and
Turn Left Pose to respect the timeout period bes¢hposes are invalid to start a new
gesture, there are only two start poses are: Rmai_ower.

* The user is too close to the camera so the hand@aut of screen and some pose cannot
be recognized (for example the Stop pose becausenhdind is too high or the Turn
Right/Left pose because the hand is near to theéehbaf the screen) .

Now we will show some figures about these failuwad some figures when the system is working
fine.

The figures 21(a) and 21(b) show that the systewoiking, it recognizes the first (Front) and the
second (Lower) pose this means that the Come Hestu€ has been Recognized.

Shoulder coordinates  Elbow coordinates
X374 X396

Y159 ¥ 164

21776 4

Hand coordinates User ID
X3 D 1

Y. 166 | LeftHand |
L1160
o Front Enable
Time elapsed
Extracted Feature:

Paosition:

OverShoulderElbow: 0, Hand: 0

| LeftRight ShoulderElbow: 0, Hand: 0
:.Q Closer Shoulder:Elbow: -1, Hand; -1,

Figure 21(a) : the system is working



Robot Gesture Recognition

| Shoulder coordinates  Elbow coordinates

%378 X 405
Y. 160 ¥ 258
1764 7 1800
Hand coordinates  User®D
X407 o 1
¥:355 | teftHand |
L1823
No Gesture Disable
Come Here
Extracted Feature:
Position:
OverShoulderElbow: 1, Hand: 1
LeftRight Shoulder.Elbaw: 0, Hand: 0
Closer Shoulder:Elbow: 0, Hand; 0.

Figure 21(b): the system is working

Here is an example of failure (Figures 22(a) anyl (he user stands in the Front Pose for too much

time and the system goes in time out.

Figure 22(a): Time Elapsed Failure

I | Shaulder coordinates  Elbow coordinates

x3n b
Y. 160 Y152
1749 21419
Hand coordinates  Useril
X 35 I 1
¥: 142 [mm
1150
Front Enable
Turn Left
Extracted Feature:
Position:
OverShoulderElbow: 0, Hand: 0
LeftRight ShoulderElbow: 0, Hand: 0

| Closer ShoulderElbow: -1, Hand: -1.

|~



Robot Gesture Recognition

| Shoulder coordinates Elbow conrdinates

X376 X419
Y158 Y. 147
Z1750 21380
Hand coordinates  UserlD
X435 1
71087
Front Enable
Time elapsed
Extracted Feature:
Position:
OverShoulderElbow: 0, Hand: 0

LeftRight Shoulder:Elbow: 0, Hand: 1
Closer ShoulderElbow: -1, Hand: -1,

Figure 22(b): Time Elapsed Failure

Figures 23(a) and (b) show an user too close tedaheera so wheh he tries to make the Stop Pose
the hand goes out of the screen and the systenotcaxinact the right features of the hand.

. ] Shoulder coordinates Eibow coordinates
Xin X412

Y:159 ¥:152

2175 7138

Hand coordinates  UserlD

X421 o1
Y139
71087

No Gesture Disable

Tumn Left

Extracted Feature:

Position:

OverShoulderElbow; 0, Hand: 0

| LeftRight ShoulderElbow: 0, Hand: 0
Closer Shoulder:Elbow: -1, Hand: -1.

Figure 23(a): User too close to the camera
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Shaulder coordimates  Elbow coordinates
®377 %414
Y: 161 ' 50
Zimn 1655
Hand coordinates UsgriD
%42 1
A7 | LetHand |
Fi KT
Front Enable
Turn Left
Extracted Feature:
Position;

4 OverShoulderElbow: -1, Hand: -1

— | LeftRight ShoulderElbow: 0, Hand. 0
- £ Closer Shoulder:Elbow: 0, Hand: -1
12 .

Figure 23(b): User too close to the camera

Here (Figures 24(a) and (b)) the users is stantiirtpe Turn Right Pose for too much time the

system recognizes this pose as a first pose, Imitpthee are invalid to start a new gesture, this

situation leads to the No Gesture state.

shoulder coordinates Elbow coordinates
X352 X452
Y. 160 Y143
Z18n z1mt
Hand coordinates UserID
X3 o1
¥:133
Z: 1675

Leit Hand

Tumn Right Enable

(Ga Away

Extracted Feature:

Pasition:

OverShoulderElbow: 0, Hand: 0
LeftRight Shouldertlbow: 1, Hand: 1
Closer ShoulderElbow: 0, Hand: 0.

Figure 24(a): User is standing in a wrong first pose
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Shoulder coordinates  Elbow coordinates

X352 ¥:360
Y. 162 Y:13%6
21808 z1531
Hand coordinates User D
X 35 o1
¥:130 Laft Hand
Z125% -

No Gesture Disable

No Gesture Recognized

Fxtracted Feature;

Position:

OverShoulderElbow: 0, Hand: 0
LeftRight ShoulderElbow; 0, Hand: 0
Closer Shoulder:Elbow; -1, Hand: -1.

Figure 24(b): User is standing in a wrong first pose

Finally the last case of failure (Figure 25 (a)(®) the users does not respect the timeout period
so the system will recognize the second pose madeebuser as First Pose and the follow pose that
the user maks like the Second Pose of a gestusesah lead not to recognize a gesture.

Shoulder coordinates  Elbow coordinates

¥:353 ¥ 368
Y:167 ¥: 156
LTS . 1985

Hand coordinates UserID
X372 o 1
) | Left Hand |
L 161

No Gesture Disable
Come Here

Extracted Feature:

Position:

OverShoulder:Elbow: 0, Hand: 0

Figure 25(a): the user does not wait the timeout and make a pose (Front) which will not have been recognized by
the system.

|ﬁ
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Shoulder coordinates Elbow coordinates

X352 435

Y. 169 Y167

72394 a7
Hand coordingtes  UserD

X521 I 1

Y162 Left Hand

L2154

Tum Right Enable

Come Here

Extracted Feature:

Position;

QOverShoulderElbow: 0, Hand: 0

| LeftRight Shoulder:Elbow: 1, Hand: 1
Closer ShaulderElbow: 0, Hand: -1.

Figure 25(b): This should be the second Pose but the system recognize it as the First Pose...

Shoulder coordinates Elbow coordinates
%350 X35
Y. 108 Y. 148
L2372 L1972

Hand coordinates User ID
x40 I 1

Y: 128 . LeftHand

L1676

No Gesture Disable

No Gesture Recognized

Extracted Feature;

Position:

OverShoulderElbow: 0, Hand: 0

| LeftRight ShoulderElbow: 0, Hand: 0
Closer ShoulderElbow: -1, Hand: -1,

Figure 25(c): ... here the user make again the Front Pose but the system does not recognize any gesture in this
combination : Turn right/Front

AS
| =
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6 FutureWorks

As we say above the aim of this project is to daw®bot by making gesture in front of the kinect,

in the future, we will test the system to driveeaote robot to check if the system works properly.
For this future tests the robot will be the 3MO.RJLCC., “3rd version of the MObile Robot DIEES

University of Catania”, shown in Figure 13, is a egled mobile robot in differential drive

configuration.

Here are some of its features:

the movement is accomplished by two 40W DC moteliaon F2260, and the motor axes
is linked with a gear box (gear ratio 1:19).;

two rubber wheels are linked with the gear box axid a third castor wheel is free to rotate,
facilitating so the execution of the curves.

the robot structure has three shelves linked btegeOn the lower shelf there are two lead
batteries (12V/18Ah), which provide the power sypgalhe robot autonomy is about 30
min. for continuous working.

an on board electronic rack controls the modulesthef robot (motion, sensors and
communication). On the robot there are several@sn®onitoring the workspace and the
robot state (bumper, encoder, laser, sonar anelost@m). The electronic part and sensors on
board are analyzed in the following section.

Finally, on the top shelf there is a laptop whéerobot control application is runs.

Figure 169: 3 MO.R.D.U.C. robot

(i
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7 Conclusions

In this report we have explained how we developexysdem to recognize the gestures using the
Kinect camera, and we have described which kingjesture we can use and how the system
recognized them.

The system was developed by using the OpenNI Framketo get the image and the Library
Nui.Vision to track the user’s body and extract thature, but in order to develope the true part of
the gesture recognition a FSA was used, this FSéllisconnected so we can go from a state to the
others without any other condition except the dhas we have explained in the section 4.3.4. This
kind of algorithm takes inspiration from some papérat we read but they used the HMM, a
probabilistic kind a FSA, in our case since we hpreefixed type of pose with their specific feature
we can use a deterministic FSA.

After developing the system we have tested it wiiffferent people and different condition, the
results of these test have been good both in Ight-liconditions, if the user is moving while
making gestures, and with different users.

In the future the system can be developed by imatudefinition of new gestures for more specific
action, and by extending the use of the system twenthan one person and using that for

controlling a remote robot.

=
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