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Chapter 1: Introduction 
 

 

Offshore oil and gas production facilities are the platforms that produce transportable well stream 

by pipelines and tankers. A well fluid may be made up of gas, oil, and water. Separation is the 

process to separate the well stream into three phases (oil, gas, and water) due to the space and 

utility limitations at the offshore platforms. Hydrocarbon mixtures are separated through multiple 

separation stages at successively lower pressures (i.e., a series of flashes) so that the overall process 

simulates a differential (rather than a single flash) separation. The separation procedure would 

resemble a flash vaporization process with minimal liquid recovery if only one separator were 

utilized. In general, as the number of stages increases, the process resembles a real differential 

separation, and oil recovery is maximized (Bin Dainure, 2013). A separation train design with 

three stage separation process is usually the most minimal. 

 

The performance of separating the light and intermediate components into gas and oil products to 

ensure maximum oil recovery is the most crucial design element of an offshore oil and gas 

production facility. The separator will be modelled by using phase equilibrium calculations by the 

means of density difference and/or progressive reduction of pressure and temperature. Therefore, 

a thermodynamic model must be chosen to accomplish a flash separation in each single separation 

stage. The thermodynamic model provides the relation between pressure, temperature and molar 

volume for hydrocarbons and mixtures. Since, from the reservoir to the first stage separator and 

between the separators a considerable amount of pressure and temperature reduction occurs. It is 

thus reasonable to assume that the fluid separates into a liquid and vapour phase, where the 

operating conditions are placed well inside the two-phase region of the separators. As this 

simplifies the problem forming vapour liquid equilibrium calculation (Kylling, 2009; Pasquale, 

2007).  

 

         However, to achieve the process goal for a desired separation adjusting pressure and 

temperature is the general approach of separating liquid well fluid into the two phases to ensure 
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higher separation efficiency (Qadri et al., 2020). Choosing both the pressure and temperature of 

the sequential separators is sufficient to determine the proper design variables for maximizing the 

profit of oil and gas sales which is generally driven by the export quantity of crude oil. On the 

other hand, more contemporary approaches include the coupling of the separation and 

recompression trains in order to determine the values of the design variables that would maximize 

the profit (i. e., the sum of the profits from the sale of oil and gas minus the operating costs). 

 

Figure 1: Oil and gas industry (reproduced from (Pasquale, 2007)) 
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         Figure 1 illustrates how the potential extraction of the hydrocarbon reservoir fluids and how 

they are processed to deliver various products (Pasquale, 2007).  

 

        This project report subdivided into two main sections: One section is based on theoretical 

overview, while the other one is investigation of the issue using simulation tools used in an 

offshore oil and gas plant. The theoretical section of the paper contains the most important material 

from the literature review for this project. The second part is to find out the optimum pressures 

and temperatures for maximum profit through an optimization method which maximizes the 

income from the crude oil and gas sales. 

 

       In this study, the optimal operating conditions for a complex and realistic oil and gas 

separation plant are examined with 3-stage separation, coupled with the compression train for 

compressing the flash gas from all separators, including condensate recycles. By simulating the 

separation plant using a process simulation model using Aspen HYSYS to obtain optimum 

operating condition i.e., maximizing the profit, is investigated, including taking into account 

maximizing the recovery of intermediate hydrocarbons (𝐶3, 𝐶4, 𝐶5) in the Crude Oil and energy 

consumption. 
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Chapter 2: Crude oil, gas and reservoir fluids 
 

         The aim of this chapter is to present an overview of the crude oil, gas and reservoir fluids, 

their classification, and analysing their physical properties with a focus on offshore plant. 

 

2. Petroleum Reservoir fluids 
 

The term “Petroleum reservoir fluids” are complex mixtures of thousands of constituents, 

primarily hydrocarbons and trace amounts of inorganic compounds, among which water, nitrogen 

(𝑁2), carbon dioxide (𝐶𝑂2), hydrogen sulphide (𝐻2S) is the most common (Hu, 2017).  

            Typically, crude oil and natural gas deposits are typically discovered in porous, permeable 

rocks with a coarse grain that contain little or no insoluble organisms (Speight & James G, 2014). 

The process of petroleum formation begins with the burial of these organisms beneath layers of 

clay and sediments, resulting in an organic matter and clay matrix. This matrix is gradually 

transformed into kerogen, a new substance. With the corresponding increase of pressure and 

temperature kerogen will be encased deeper and deeper with the deposition of clay and sediment. 

Kerogen transition into oil and gas occurs over extended periods of time (millions of years) and at 

depths between 760 and 4900m (Pasquale, 2007).  

           The accumulation of oil and gas is caused by the occurrence of an impermeable barrier. 

Petroleum fluid begins to move laterally due to pressure differences, following the path made by 

permeable rocks, until it reaches dome structures known as anticlines, where it is trapped. 

Therefore, petroleum begins to build up over time. Crude oil constituents may move because of 

active water flow or either by displacement or diffusion, where water disposes in the bottom while 

natural gas floats on the top (Pasquale, 2007; Speight & James G, 2014).  

 

2.1. Classification  

 

Petroleum reservoir fluids can be categorized based on the critical temperatures of hydrocarbon 

multicomponent mixtures compared to the reservoir temperature. Indeed, critical temperature is 
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the point where the bubble and dew pressure branches meet in a phase envelope in a PT diagram. 

According to McCain et al. 2011, the composition of a well fluid changes, so does the critical 

temperature and the branches of the phase envelope changes. The following main classifications 

based on some thermodynamic parameters, such as pressure and temperature, and composition 

(Pasquale, 2007, Bidgoli, 2020): 

 

Figure 2:  Structure of a typical reservoir fluid well (Speight & James G, 2014). 

 

 Dry gas: As illustrated in figure 3, all hydrocarbon components are in the gas phase in the 

reservoir or at the surface. The term "dry" refers to the fact that this gas contains insufficient 

heavier components to form hydrocarbon liquid at the surface line (1→2) does not pass through 

the phase envelope, resulting in dry gas is mostly methane with some other intermediates. At 

reservoir and surface separator conditions, the pressure path only dry gas. Point 1 is in a 

reservoir state, while point 2 is at the surface (condition). Therefore, no hydrocarbon liquid is 

created at the surface, theoretically. 
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Figure 3:  A typical dry gas reservoir phase diagram [reproduced from (ARNOLD, 2007)]. 

 

• Wet gas: The majority of hydrocarbons in the reservoir and at the surface are in the gas phase. 

However, at the offshore processing conditions, a small fraction of the product is released as 

condensate (Figure 4). The term “wet gas” does not imply that the gas is wet with water, it 

rather refers to a hydrocarbon liquid, which can condense at the surface under certain 

conditions (ARNOLD, 2007). Intermediate hydrocarbons, such as propane and butane, are 

abundant in wet gas. Some liquids, on the other hand, tend to develop in a separation state near 

the surface, and this liquid is commonly referred to as condensate. The pressure route does not 

enter the phase envelope, as shown in Figure 4, and hence no liquid is formed in the reservoir. 

Separator conditions exist within the phase envelope, resulting in the formation of some 

hydrocarbon liquid in the separator (Bidgoli, 2020). 
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Figure 4:  A typical wet gas reservoir phase diagram [reproduced from (ARNOLD, 2007)]. 

 

• Gas condensate: The Gas Condensate reservoir, also known as a retrograde gas condensate 

reservoir. The condensate gas in the reservoir is completely gaseous at first (point 1 in Figure 

5). Condensate Gas has a temperature and pressure higher than the fluid's critical temperature 

and pressure at reservoir conditions, causing it to condense into a gas (Bidgoli, 2020). The 

gaseous stream is usually abundant in the gaseous stream (rich gas) (NGL). Ethane, propane, 

butanes, and pentanes, as well as higher-molecular-weight hydrocarbons 𝐶6+, are the examples 

of NGLs (Speight & James G, 2014). When the pressure in the reservoir drops, the fluid 

approaches dew point, and a large volume of liquid begins to condense in the reservoir, as 

shown in Figure 5 (Point 2). As the pressure drops and the depletion continues, liquid 

condenses form as the free liquid (Point 3). 
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Figure 5: A phase diagram of a condensate gas reservoir [reproduced from (ARNOLD, 2007)]. 

 

• Near critical or volatile oil: The reservoir fluid is mainly in liquid form. In comparison to 

Black oil reservoirs, it contains more heavy components and intermediate hydrocarbons. With 

the exception that the reservoir temperature of volatile oil is lower than its mixture critical 

temperature, which indicates that when the pressure is reduced below the bubble point, volatile 

oil might flash to a higher gas content.  

 

 

Figure 6: A phase diagram of a volatile oil reservoir [reproduced from (ARNOLD, 2007)]. 
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• Black oil: Hydrocarbons that are mostly large, heavy, and non-volatile. When the reservoir 

pressure drops along line 1→2, the oil becomes undersaturated, and if there is more gas 

available, it dissolves it. As the pressure decreases, the bubble point pressure branch is always 

reached, resulting in the development of a gas phase. At point 2, the oil has the highest 

concentration of dissolved gas (Figure 7). Separator conditions occur well within the phase 

envelope, implying that a significant volume of liquid reaches the surface (Point 3). The 

laboratory determined that the composition of heptane plus will be greater than 30% mole 

percent, indicating that black oils include a significant number of heavy hydrocarbons 

(ARNOLD, 2007, Bidgoli, 2020). 

 

 

Figure 7: A black oil reservoir phase diagram [reproduced from (ARNOLD, 2007)]. 

 

    However, due to the large number of distinct hydrocarbons that composing reservoir mixtures 

performing a full compositional analysis of those fluids is nearly impossible. Methane (𝐶𝐻4), 

ethane (𝐶2𝐻6), and propane (𝐶3𝐻8), which are referred to as 𝐶1, 𝐶2, and 𝐶3 correspondingly, are 

the lightest hydrocarbons contained in the reservoir fluid. The number of carbon atoms is used to 

refer to heavier hydrocarbons in the same way. The hydrocarbon in crude oil compounds is 

classified into one of the subclasses listed below.  

• Alkanes or paraffins which are saturated hydrocarbons having the general formula (𝐶𝑛𝐻2𝑛+2) 

are known as alkanes or paraffins. They can be straight-chain or branched-chain components, 

with the latter being more valuable than the former due to the manufacturing of high-octane 
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gasoline. Generally, Iso – paraffins have at least one side chain, whereas normal – paraffins are 

straight – chain compounds. 

 

 

Figure 8: Example of Chemical Structures of Paraffins or alkanes (Pedersen & Christensen, 2007). 

 

• Cyclopentane (𝐶5𝐻10) and cyclohexane (𝐶5𝐻10) are known as cycloalkanes or cycloparaffins 

(naphthenes) (Bidgoli, 2020). Naphthenic rings of 5, 6, or 7 carbons are commonly found in 

petroleum reservoir fluids (Andreasen et al., 2018). In the creation of aromatic compounds, the 

presence of high numbers of these cyclic compounds in the naphtha range is significant 

(Bidgoli, 2020).  

 

Figure 9: Example of Chemical Structures of Naphthes (Pedersen & Christensen, 2007). 

 

• Aromatic hydrocarbons with only one monomolecular component in the range of 𝐶6–𝐶8 have 

become commercially important (Bidgoli, 2020). The most basic aromatic molecule is benzene 

(𝐶6𝐻6), however polycyclic aromatics like naphthalene are abundant in reservoir fluids (𝐶10𝐻8) 

(Pasquale, 2007).  
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Figure 10: Example of Chemical Structures of Aromatics (Pedersen & Christensen, 2007). 

 

2.2. Physical properties of petroleum reservoir fluids 

 

  Furthermore, based on the data in Table 1 for the physical qualities of several reservoir fluids 

constituents, physical properties of reservoir fluids components can vary greatly.  

 

Table 1: Physical Properties of Petroleum Reservoir Fluid Components (Hu, 2017). 

Component 

name 

Chemical 

formula 

Molecular 

weight 

(g/mol) 

Boiling 

point 

(℃) 

Density 

at 20℃ 

Critical 

temperature 

(℃) 

Critical 

pressure 

(bar) 

Acentric 

factor 

Nitrogen 𝑁2 28.02 -195.8 0.0012 -147 33.9 0.04 

Carbon 

Dioxide 

𝐶𝑂2 44.01 -78.5 0.0019 31.1 73.8 0.225 

Methane 𝐶𝐻4 16.04 -161.6 0.0007 -82.6 46 0.008 

Ethane 𝐶2𝐻6 30.07 -87.6 0.0028 32.3 48.8 0.098 

Propane 𝐶3𝐻8 44.09 -42.1 0.002 96.7 42.5 0.152 

n-Hexane 𝐶6𝐻14 86.17 68.8 0.659 234.3 29.7 0.296 

Cyclohexane 𝐶6𝐻12 84.16 80.7 0.779 280.3 40.7 0.212 

Benzene 𝐶6𝐻6 78.11 80.1 0.885 289 48.9 0.212 

n-Decane 𝐶10𝐻22 142.28 174.2 0.730 344.9 21.2 0.489 

Naphthalene 𝐶10𝐻8 128.17 218 0.971 475.3 40.5 0.302 

 

          Generally, different gases have varied physical properties (density, boiling point, molecular 

weight, and so on) even at the same temperature and pressure. However, it has been discovered 
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that near the critical point, almost all gases exhibit extremely similar characteristics (Hu, 2017). A 

reliable characterization of petroleum reservoir fluids can be classified into grouping hydrocarbons 

heavier than n𝐶5 according to carbon number fractions based on their normal boiling points.  

 

Compositional analysis is performed on a reservoir sample, which can be obtained from 

the bottom of the well (single phase) or after a first separation following extraction (gas and liquid 

sample). After flashing both types of samples at standard pressure and temperature conditions 

(1.01 bar, 15°C), the two phases are separated and analysed individually. For the characterization 

of reservoir fluid samples, analytical techniques such as gas chromatography (GC) and true boiling 

point (TBP) are commonly utilized.  

 

The most frequent approach for determining the proportions of the heavier 𝐶7+ components 

in a petroleum mixture is gas chromatography (GC) (Bilal Younus, 2021). (TBP) analysis 

according to ASTM D-2892 provides physical narrow fractions which can then be investigated for 

molecular weights, densities, viscosities, and other properties. The molecular weight is determined 

by studying the freezing point depression phenomena in the presence of a suitable solvent. Density, 

on the other hand, is normally assessed by the average of densitometers (Pasquale, 2007). In 

general, well pressures typically range from 150 bar to 410 bar, with temperatures rarely exceeding 

100°C whereas, water and absorbed gases are present in the liquid phase to be removed under 

these conditions (Society of Petroleum Engineers, s.d.). Operating pressure and temperature of 

well fluids are lower than in the reservoir after extraction, and the flow is a mixture of oil, gas, and 

water. Hence, a separation procedure is needed to divide the flow into the various phases for 

subsequent processing (Pasquale, 2007). 

 

 2.3. Vapor pressure measurements 

 

         In the offshore process the gas condensate specification is necessary to minimize 

hydrocarbon emissions during the storage and transport of condensate, which is based on vapor 

pressure measurements (Speight & James G, 2014, Jasper et al., 2019). 
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Table 2: The standards used to produce this gas condensate specification are listed in the table below. 

ASTM D2879-18 

(ASTM, 2018) 

Isoteniscope is a standard test method for determining the vapor 

pressure-temperature relationship and the first decomposition 

temperature of liquids. 

ASTM D323-15a 

(ASTM, 2015) 

Standard Test Method for Vapor Pressure of Petroleum Products by 

Reid Method 

ASTM D6377-16 

(ASTM, 2016) 

Standard test method for determining the vapor pressure of crude oil 

by VPCRx (Expansion Method) 

 

I. True vapor pressure 

 

The TVP can be measured directly with an isoteniscope, as described in ASTM standard 

D2879-18 (ASTM, 2018). The approach works with crude oil with a TVP of 0.133 kPa to 101.3 kPa 

at the specified temperature. The mixture must not have a vapor pressure more than 0.133 kPa at 

50°C in order to apply this procedure. The pressure due to the vapor of the sample is balanced 

against a known pressure of an inert gas in this procedure. There should be no air present because 

the TVP measurement requires a liquid sample. It must be eliminated from the sample prior to the 

measurement if it is present. As a result, it is inconvenient for field or laboratory measurements that 

necessitate the use of operating personnel (Mokhatab et al., 2015, Jasper et al., 2019). 

 

II. Reid vapor pressure 

 

      Unlike TVP, RVP measurements can carry air. It is defined as the absolute vapor pressure 

exerted by a substance at 100°F (37.8°C) and is a measure of the volatility of the Crude Oil 

produced. RVP is an experimental measure that follows the ASTM D – 323 standard test 

technique. RVP values for Crude Oil are typically between 0.69 and 0.83 bar (10 – 12 psi).  

Standard D323-15a by ASTM is a method for measuring the RVP of a liquid that is applicable to 

volatile crude oil (ASTM, 2015). The chilled sample is filled into the liquid chamber of the vapor 

pressure apparatus, which is connected to the vapor chamber, which has been heated to 37.8 °C in 

a bath. The assembled apparatus is immersed in a bath of 37.8 °C until it reaches a constant 

pressure. In general, the RVP is the rate of change of pressure. 
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Chapter 3: Offshore oil and gas production 
 

 

The aim of this chapter is to introduce the usual offshore facilities to present the different 

steps from the raw reservoir fluids to the finished products.  Main specifications are related to these 

steps are also introduced in this chapter. The main goal is to provide an overview of the oil and 

gas production consisting of their separation process in offshore platforms. 

 

3. Offshore oil and gas facilities 

 

The main goal of an offshore oil and gas processing plant's is to transport and separate oil, 

gas, and water extracted from a set of underground reservoirs. Gas is compressed for re-injection, 

gas lift, and/or export, and oil is transported in pipes or stored in cargo tanks for export to separate 

crude oil from the gas (Jasper et al., 2019). After additional processing, LNG, and other products 

such as propane and butane are produced pipes transmit the streams from the several wells and 

clusters to a production manifold via a seabed network (Pasquale, 2007). The production manifold 

can send the stream to the first stage of a production separator train, which separates oil, gas, and 

water (either to a test separator or to the first stage of a production separator train) (Jasper et al., 

2019). Reservoir fluids are nowadays extracted from wells up to 3000m – 3500m below the seabed, 

accounting for 30% of global Crude Oil production and 27% of global Natural Gas output (Total 

S.A., 2015). In the next section, offshore facilities based on size and depth of the seabed will be 

discussed.  

       The primary design of an offshore plant depends on first, the oceanic circumstances, such as 

site temperature, and second, well conditions, such as well composition, usable years of operation, 

distance from cost, and depth from sea level. ETA-OFFSHORE-SEMINARS (1976) says that the 

composition of the crude oil has a big impact on the primary and utility systems of an offshore 

plant. One of the most common offshore structures is the following: 
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Figure 11: Shallow water complex offshore platform (aau student, Csanyi, 2017) 

 

Figure 11 illustrates shallow water complex platform are distinguished by their numerous 

independent platforms that are connected by gangway bridges to various processes and services, 

which typically found in water depth up to 100 meters (Speight & James G, 2014).   

A typical offshore platform consists of several main plants where processes such as 

separation, compression, treatment, and pumping are carried out, and utility plants are taken into 

consideration to provide the necessary power and heating for the main plants, according to 

(ARNOLD & STEWART, 1998) with the title of design of oil handling systems and facilities. 

(ARNOLD & STEWART, 1998) also stated that, a number of important factors, including well-

fluid flow rates, operational pressures and temperatures, well fluid characteristics, and how 

productions are handled in the end, might affect a processing plant's performance. 

            BP et al; 2004, indicated that the separation train is the most crucial component for oil and 

production in the third phase of Azari, Chirag, and Gunashli after finishing the full Field 

Development of the petroleum platform's main plants. However, BP et al; 2004, did not specified 

the details of the used crude oil composition and operating pressure of sequential separators, but 

the report contains some important information. According to the result from the optimized case 

of the report, reduction of fuel consumption is achieved by lowering the operating temperature in 

the second stage of the separation train and raising the operating pressure in the third stage of the 

separation train. 
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3.1. Separation of Reservoir fluids 

 

            The goal of separating reservoir fluids from underwater wells is to generate a Gas stream 

that is as free of 𝐶3+ hydrocarbons as feasible, as well as Crude Oil that is stable in storage 

conditions. Indeed, the Crude Oil generated must not vaporize when delivered into the storage tank 

and in the event of minor variations in storage pressure and/or temperature. 

 

             As shown in Figure 12, these goals are frequently achieved by gradually lowering the 

fluid's pressure and temperature through a multistage separation consisting of two or three 

separators, which is referred to as a separation train. The initial separator is normally a vessel 

where Crude Oil, gas, and water are separated primarily at different conditions of pressure and 

temperature. The gas phase rises to the top of the vessel and is sent to the gas treatment unit, where 

it is processed for dehydration, 𝐶3+condensate removal, and other purposes. The water from the 

treated reservoir fluid goes to the bottom of the separator and is then routed to the produced water 

treatment unit, before being reinjected into the well or disposed of in the sea. Crude oil passes from 

the first separator to the second separator, which reduces pressure and/or temperature. The 

evaporation of the light hydrocarbons remaining present in the liquid phase releases a little 

additional fraction of gas in this way. A little amount of water from oil and gas wells is removed 

from the liquid (forms with the oil, or injection water) and then is combined with the water coming 

out of the first separator. A third separator may be necessary for a final separation to meet the 

liquid product's stability and recovery criteria, as well as to reduce water content. Gas from the 

second and, finally, the third separators is compressed and blended with gas from the first 

separator. The crude oil is then kept in tanks before being transported to an oil treatment unit to 

remove any remaining water and salts, and ultimately to a refinery plant (Pasquale, 2007). 
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Figure 12: Oil and gas separation train [reproduced from (Pasquale, 2007)]. 

 

           Separators are categorized mostly according to the number of phases they can handle. 

According to this idea, two types of separators are extensively employed in the oil and gas industry 

(Pasquale, 2007).  

• Two Phase Separator: It divides the reservoir fluid flow into two phases: oil and gas. 

• Three Phase Separator: It uses density to separate the well fluid into oil, gas, and water 

flows. 

 

           Moreover, separators can also be classified into two different categories based on their 

configurations (Pasquale, 2007): 
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• Horizontal Separator: This is a popular choice for three-phase separations and reservoir 

fluids with a low gas-to-oil ratio (Gas-to-Oil Ratio, or GOR). It's simple to set up and 

provides enough residence time for the liquid–liquid split, as well as a large liquid phase 

area that decreases turbulence.  

• Vertical Separator: It is an excellent choice for high-GOR reservoir fluids and two-phase 

separations. The removal of deposits is easy in this separator. 

 

3.1.1. Crude oil treatment 

 

         Crude oil still includes up to 2% water, as well as soluble and insoluble salts, after it has been 

separated. Additional treatments are needed to eliminate those salts and water traces, as they are 

likely to create a more stable emulsion and sediments over time, causing corrosion, incrustation, 

and bubbles in the pipeline during oil transmission.  

 

        In addition, any oil-in-water emulsion must be disrupted before final oil-in-water separation 

(Sutherland, 2012). Onshore facilities generally perform crude oil dehydration by infusing the 

appropriate amount of a demulsifier chemical and introducing the oil into an electrostatic 

coalescer. This method of dehydration is the most popular since it reduces the amount of space 

and weight necessary for the operating equipment, as well as the amount and cost of the demulsifier 

to be employed. After separation and treatment, the physical qualities and several compositional 

elements of crude oil can vary greatly.  

 

3.1.2. Gas treatment 

 

        Gas stream produced by the separation train make up by the methane, ethane, and traces of 

higher hydrocarbons. Moreover, water vapor, carbon dioxide, hydrogen sulphide, nitrogen, and 

other contaminants are also present in minor amounts. Generally, gas treatment is the process of 

removing acid gases such as 𝐶𝑂2 and 𝐻2𝑆. This is required to meet their requirements and maintain 

the equipment's integrity (avoiding corrosion and plugging problems) (Jaspart et al., 2019). The 

initial step is the removal of hydrocarbons heavier than methane and ethane, as well as acid gases. 
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The former involves chilling the gas below its dew point and then passing the resulting gas–liquid 

mixture through a high-pressure three-phase separator to separate water, gas, and liquid 

hydrocarbons (Pasquale, 2007). 𝐶𝑂2  is vented or used as an injection fluid in enhanced oil 

recovery operations once it is extracted from the gas. Venting 𝐶𝑂2 can only be released into the 

atmosphere if environmental restrictions allow it (Kidnay, 2011, Jaspart et al., 2019).  

 

         Afterwards the gas stream is then dehydrated using glycols, a pressure swing absorber, or 

membranes. Mercury is removed using molecular sieves and nitrogen traces are rejected using 

cryogenic distillation, resulting in a high-concentration nitrogen gas stream. The produced water 

treatment unit receives the water removed by the condensate removal and dehydration, while the 

hydrocarbon condensate is transported to the oil refinery (Kim et al., 2014). 

 

3.1.3. Water treatment 

 

         The water recovered from the separation train and gas processing restrains Traces of oil and 

other impurities. The produced water stream can be reused by reinjecting it into the reservoir to 

increase gas production, must be able to flow through the rock's small passageways (Pasquale, 

2007). This means it will have to be filtered free of fine solids, possibly down to 2𝜇m at the point 

of injection (though oil will not have to be separated from it as thoroughly) (Sutherland, 2012). 

The oil concentration, in particular, must be reduced to less than 40 mg/L. The sand cyclone is the 

first step, which removes sand impurities, which are then washed again before being discharged. 

The water stream is then passed through a hydro-cyclone to remove oil droplets: a steady vortex 

forces the separation of the oil phase in the centre from the water on the side. The recovered oil 

phase is typically recycled to the separation train's third separator. A degassing drum is used as the 

final treatment step to further remove oil droplets from water: gas dispersed in the water stream 

begins to rise to the surface, dragging oil droplets with it. As a result, the produced oil film is 

drained, and water can be discharged into the sea (DEVOLD et al., 2006). 
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3.2. Summary 

 

       The literature review showed that there are different types of offshore installations operation 

and discussed about the brief of Gas, crude oil, and water treatment. The key operating 

parameters for the performance of desired productions are operating pressures and 

temperatures of the separation process, heaters, compressors, and pumps. These operating 

parameters are crucial to understand their effects on separators, which are placed well inside the 

two-phase region of the separators. This simplifies the problem of forming phase equilibrium 

calculation to vapor-liquid equilibrium calculation. Therefore, in the next chapter, the 

theoretical foundations of thermodynamic modelling will be discussed. 
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Chapter 4: Thermodynamic modelling 
 

 

         Exploration and production in offshore platforms often require working on under difficult 

and harsh circumstances. In this regard, phase behaviour modelling of the separators in oil-gas 

separation platforms is very important from an economical and environmental point of view. Phase 

equilibrium calculations form the basis of a numerous applications, such as compositional 

reservoir simulation, wellbore, and separation processes (Gaganis & Varotsis, 2014). In fluid 

thermodynamics modelling, these calculations are used when there are large compositional effects 

in the system, which allows a more realistic and reliable description of component transfer between 

phases (Qiu et al., 2014). This chapter is structured in terms of the most widely used and efficient 

thermodynamic methods used in the oil and gas system in distinct pressure and temperature to 

model the seperator. 

 

 4. Thermodynamic Analysis 

 

         The use and application of thermodynamics of petroleum fluids in the oil and gas industry 

ranging from production and refining of crude oil and gas to processing of petrochemicals. 

According to the First Law of Thermodynamics, energy cannot be created or destroyed, but can 

only be transformed from one form to another. An energy analysis thus indicates changes from 

one form of energy to another and enables the tracing of energy flows within a given system. In 

steady-state conditions and steady-flow processes, the energy balance for a control volume is 

written as:  

 

�̇� − �̇� =  ∑ 𝒎𝒐𝒖𝒕̇ 𝒉𝒐𝒖𝒕 −  ∑ 𝒎𝒊𝒏𝒉𝒐𝒖𝒕
̇̇                                                                                      Eq.1. 

 

         where �̇� and �̇� are the heat rate and power, respectively, m is the material stream's mass 

flow rate, and h is the specific enthalpy. The most important thermophysical properties required 

in petroleum refining for process and equipment design are enthalpy and vapor liquid equilibrium 

(fugacities) (Qiu et al., 2014). The information provided by enthalpies and fugacities is sufficient 
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to compute the mass and energy balances across the most unit operations in a refinery. Flash 

calculations and multiphase equilibrium algorithm used to determine the phase behaviour, 

compositions and properties of oil and gas system at distinct PT conditions. Perhaps, aspen 

HYSYS is capable of carrying out the isothermal two-phase PT-flash calculations using the 

compositions of well-fluid. Thermodynamic modelling of oil and gas, in equilibrium was based 

on the VLE algorithm which will be discussed in the in 4.1.3 section.  

 

4.1. Flash Calculations 

 

          Flash calculations problems assume that the feed stream comprises with the global 

composition represented for a set of molar fractions (𝒛𝒊), comprises one mol of chemical species 

that do not react. Therefore, equation 2 and 3 respectively provides global and component balance 

equations for two phases in equilibrium, L = Liquid phase, V = Vapor phase. 

 

𝐿 + 𝑉 = 1                                                                                                                                  Eq. 2 

𝐿𝑥𝑖 + 𝑉𝑦𝑖 = 𝑧𝑖                                                                                                                           Eq. 3 

 

        In equation 2 and 3, 𝐿 is the moles number of liquid with molar fraction 𝑥𝑖; 𝑉 is the moles 

number of vapor, with molar fraction 𝑦𝑖. These equations can be combined shown in equation 4: 

 

𝑉𝑦𝑖 + (1 − 𝑉)𝑥𝑖 = 𝑧𝑖;      𝑖 = 1, 𝑁𝑐                                                                                           Eq. 4                                                                                                                                                                                                                                 

                                                         

         Substituting the definition of equilibrium ratio (𝐾𝑖 =  𝑦𝑖/𝑥𝑖) and solving 𝑥𝑖 and 𝑦𝑖 using 

equation 5, results in:  

 

𝑥𝑖 = 
𝑧𝑖 

1−𝑉+𝑉𝐾𝑖  
                                                                                                                             Eq. 5 

𝑦𝑖 = 
𝐾𝑖𝑧𝑖 

1−𝑉+𝑉𝐾𝑖  
                                                                                                                             Eq. 6 

 

        Where, 𝑦𝑖 is the mole fraction in vapour phase, and 𝑥𝑖 is the mole fraction of liquid phase for 

component 𝑖. Generally, the “K-value” 𝐾𝑖 depends on temperature T, pressure P, and composition 
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(both 𝑥𝑖 and 𝑦𝑖). Basically, in flash calculations each component of a mixture of hydrocarbons will 

be in equilibrium at a particular pressure and temperature. Therefore, the amount of vapor depends 

on the overall composition of the fluid because the mole fraction of any one component in the gas 

phase depends on every other component in that phase (Becker et al., 2015)(see figure below). 

 

 

Figure 13: Flash tank (Becker et al., 2015). 

 

         Flash calculations are applied for processes involving vapor/liquid equilibrium (VLE). From 

the figure 13 we can see that, a typical process that requires flash calculations, is the process of 

separating a feed stream (F) into a vapor (V) and liquid (L) product. In general, flash calculations 

are simple operations that combine the VLE- equations with the component mass balances and, 

occasionally, the energy balance. If 𝐾𝑖 for each component and the ratio of total moles of vapor to 

total moles of liquid (𝑉/𝐿) are known, then the moles of the component 𝑖 in vapor phase 𝑦𝑖 and 

the moles in the liquid phase 𝑥𝑖 can be calculated. The value of 𝑉 obtained from equation 5 and 6 

can be calculated by the solution of the non-linear Rachford-Rice equation (Rachford & Rice, 

1952).  

 

𝑓(𝑉) = ∑ (𝑦𝑖 − 𝑥𝑖)
𝑁𝑐
𝑖=1  = ∑

𝑧𝑖(𝐾𝑖−1)

1−𝑉+𝑉𝐾𝑖

𝑁𝑐
𝑖=1  = 0                                                                                 Eq. 7 

 

         In general, the simplest flash is usually to specify p and T (pT-flash), because 𝐾𝑖 mainly 

depends on p and T. Thus, to find out V/L we may need to solve Rachford-Rice equation. Newton-
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Raphson method with 10−6 tolerance, as shown in Figure 14 below, was applied to solve the 

Equation 7. Moreover, negative flash concept also implemented in this step. 

 

4.1.1. The Cubic Equation of state 

 

Using cubic EOS, such as the Soave-Redlich-Kwong, 1972 and Peng-Robinson, 1978 equations, 

is used to estimate thermodynamic properties for both liquid and vapor phase. Thus, the 

compressibility factor of the phases as well as the fugacity for each component in each phase of 

the mixture were calculated. Equation of state models have proven to be very reliable in predicting 

properties of most hydrocarbon-based fluids under a wide variety of operating conditions. In each 

case, they are presented as follows (Soave, 1972; Peng robinson 1976): In Equation 8 and 12 has 

presented the Peng Robinson EOS. 

 

𝑝 =  
𝑅𝑇

𝑉 −𝑏
−  

𝑎𝛼(𝑇)

𝑉(𝑉+𝑏)
                                                                                                                   Eq.8. 

 

𝑎 =  
0.457235𝑅2𝑇𝑐

2

𝑝𝑐
𝛼(𝑇)                                                                                                             Eq.9. 

 

𝑏 = 0.07780
𝑅𝑇𝑐

𝑝𝑐
                                                                                                                      Eq.10. 

 

𝑝 =  
𝑅𝑇

𝑉 −𝑏
−  

𝑎(𝑇)

𝑉(𝑉+𝑏)𝑏(𝑉−𝑏)
                                                                                                         Eq.11. 

 

After doing some algebraic operations and thermodynamic concept applications, Equation 8 and 

11 can be rewritten in their cubic form which is relating to phase compressibility factor (Z) 

(Ahmed. T, 2007). 

 

𝑍3 − 𝑍2 + (𝐴 − 𝐵 − 𝐵2)𝑍 − 𝐴𝐵 = 0                                                                                    Eq.12. 

 

𝑍3 − (1 − 𝐵)𝑍2 − (𝐴 − 2𝐵 − 3𝐵2)𝑍 − (𝐴𝐵 − 𝐵2 − 𝐵3) = 0                                             Eq.13. 
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Where A and B parameters are presented as: 

 

𝐴 =  
𝑎𝑚𝑝

(𝑅𝑇)2                                                                                                                                Eq.14. 

 

𝐵 =  
𝑏𝑚𝑝

(𝑅𝑇)
                                                                                                                                 Eq.15. 

         

      The term 𝑎𝑚 and 𝑏𝑚 for each equation can be found in [26]. The equation 14 and 15 

demonstrate respectively, the expression for fugacity obtained using SRK and PR EOS with Van 

der Waals classical mixing rules (Ahmed. T, 2007).  

 

ln
𝑓�̌�

𝑝
=

𝑏�̅�

𝑏
 (Ζ − 1) − l n(𝑍 − 𝐵) +

𝐴

𝐵
[

𝑎𝑖̅̅ ̅

𝑎
−

𝑏�̅�

𝑏
+ 1] l n{

𝑍

𝑍+𝐵
}                                                Eq.16. 

 

ln
𝑓�̌�

𝑝
=

𝑏�̅�

𝑏
(Z − 1) − l n(𝑍 − 𝐵) +

𝐴

𝐵

1

2√2
[

𝑎𝑖̅̅ ̅

𝑎
−

𝑏�̅�

𝑏
+ 1] ln {

𝑍+(1−√2)𝐵

𝑍+(1+√2)𝐵
}                                           Eq.17. 

 

4.1.2. VLE (Vapour-liquid Equilibrium) Algorithm 

 

       A vapor liquid equilibrium flowchart that depicts the computation procedure in two loops 

shown in figure below. To carry out the flash calculations, Rachford-Rice equations was solved 

within the internal loop. As PR EOS gives more robust flash calculations to determine oil and gas 

phase equilibrium, in the external loop, the PR EOS and VLE convergence were used to calculate 

the Z factor and fugacity. 

 

The PR EOS is the modification of the Redlich Kwong (RK) Equation of state that corresponds to 

a lower compressibility factor of about 0.307, therefore presenting the VLE of natural gas and oil 

separation system accurately (Neto & Bannwart, 2015). 
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Figure 14: VLE algorithm flowchart using isothermal two-phase flash calculations and the PR-EOS 

(Neto & Bannwart, 2015). 

 

4.2. Summary 

         

         In order to evaluate the performance of the algorithm implemented in the figure above, 

simulations at a large range of pressure and temperature were performed in Aspen HYSYS. The 

isothermal two-phase PT-flash shows a compatible solution with the commercial thermodynamic 

packages in Aspen HYSYS for the well fluid.  From a thermodynamic point of view, compared to 

PR EOS, SRK EOS and other cubic EOS calculates the liquid molar volume which is significantly 

less accurate than the gas molar volume. Consequently, PR EOS is the latest development among 

all other cubic EOS, which gives the more accurate value of state variable calculation (P, V, T) 

and reasonable for liquid as well as non-polar gases. The function is well suited for the vapor 

pressure data of hydrocarbon and does fairly well for these materials. Therefore, the 

thermodynamic commercial package could be used in Aspen HYSYS to separate the well fluid 

into a liquid and vapour phase through the two-phase PT-flash and VLE calculations for an 

efficient oil and gas production in offshore plant. 
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Chapter 5: Problem formulation 
 

 

        Offshore platforms are complex structures that are used to extract subsea oil and gas deposits. 

They cost billions of dollars or euros to build. These funds are awarded based on cost-effective 

projects that are designed on a case-by-case basis for specific petroleum wells. In the previous 

section an overview of the offshore platform structures has been discussed where we found that, 

optimizing both new and existing offshore oil and gas facilities to maximize profit is a crucial goal 

for the oil & gas Industry in the near future. Indeed, because a single platform can receive fluids 

from different wells, and those streams can vary their operating conditions, compositions, and flow 

rates, where the operating conditions of the units on old facilities may be adjusted in response to 

changes in the feed stream conditions to be treated. On the other hand, it is economical to construct 

new offshore platforms with the goal of maximizing the amount of oil and gas produced and 

through optimization process allowing the adjustment to adapt operating parameters in response 

to changes in feed composition and operating conditions to meet the optimization aims (For 

example, maximum profit). 

 

        The aim of this study is to maximize the production of gas and the oil in a separation train 

design using an objective function and statistical data treatment to find out the optimum operating 

point for maximum profit value. First, Aspen HYSYS was used as the process simulator for 

rigorous modelling and simulation of oil and gas production processes. The process model includes 

an oil separation, gas condensation, and gas recompression train to reflect the interactions of all 

the equipment and to depict a more accurate outcome considering the profit value calculated by 

the oil and gas sales through the formulated objective function. Second, develop optimization 

algorithms to determine the best operating pressures and temperatures for separation trains by 

applying Response surface methodology (RSM), where the optimization subsequently performed 

on the formulated response surface.  

 

        In order to accomplish the necessary aims, investigating which operating parameters is the 

most efficient at maximizing oil and gas production that will help to detect the utmost profit value 
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out of the oil and gas sales in separation train process, the resulting problem statement is the 

following question.  

 

       Which operating conditions affects the most in maximizing oil and gas production that helps 

to find out the maximize profit value? 

             

       The question is answered by determining the effects of different operating conditions by 

developing a flowsheet in a commercial software called Aspen HYSYS as process simulator to 

study the separation process using a sequence of three stage separators, where pressure and 

temperature are gradually reduced. The separation of well fluids in this study includes separating 

the well fluid into a liquid and vapour phase using two-phase separators, where the separators will 

be modelled using a powerful thermodynamic package Peng Robinson EOS built in Aspen 

HYSYS by PT-flash calculations for an efficient oil and gas production in the process. The 

separation aims to maximise the recovery of intermediate components (𝐶3, 𝐶4, 𝐶5) in the oil while 

maintaining its stability. The optimizations of the oil and gas production thus involves the 

investigation of the optimal operating pressures and temperatures of the separators for the 

maximum profit value through Response surface methodology (RSM). 

 

       Based on the project formulation, the main focus of the study is the following: 

1. Design a Simulation train design flowsheet using Aspen HYSYS to study and simulate well 

fluids by different operating parameters. 

2. Determine the impact of processing parameters on the recovery of intermediate hydrocarbons 

and energy consumption. 

3. Build the statistical treatment to evaluate the predicted values of profit. 

4. Using predicted values of profit conduct Response Surface Methodology (RSM). 

  



35 
 

Chapter 6: Methodology 
 

 

         The description of the implemented mathematical modelling and methodologies used in the 

current study is presented in this chapter. 

 

6. Experimental plan 

           

        To meet the objective of this study, process design configurations are to be carried out using 

Aspen HYSYS. The result should be to determine the optimum operating conditions to maximise 

the profit of oil and gas sales. The experimental set up is divided into three main tasks consisting 

of the background information on process description, energy consumption, statistical analysis, 

and optimization procedure. Finally proposing a statistical method and optimization technique to 

find out the desired result. This approach taken to satisfy each of the tasks is presented in the 

following subsections. 

The experimental plan is shown in figure 15 below. 

 

Figure 15: Experimental plan. 

 

        Since offshore gas-processing system designs vary from field to field and depend on the 

composition of the produced streams, only conceptual material was gathered from the literature, 
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upon which the simulation of the process design was built and fitted into the case study involved. 

Then analysing the case studies on oil and gas production system and energy consumption. To 

achieve the desired separation, adjusting pressure and temperature is the general strategy to 

separate well fluids into the two phases of oil and gas. To do that, nine different operating 

conditions are to be selected on the performance of first stage separator. For each of that operating 

conditions nine different operating parameter are to be chosen for the performance 2nd stage 

separator. In total 81 simulation run are to be conducted, which called as the full-factorial design 

of experiments. In next step, statistical analysis is to be performed using those 81 different 

operating parameters to find out the predicted values of objective function (Profit). On the 

performance of statistical analysis optimum operating conditions are to be find out based on the 

1st stage and 2nd stage separator pressure and temperature using a robust optimization technique 

Response surface methodology (RSM). In this technique, the main goal is to meet the optimum 

parameter to design the separation process that maximizes the amount of oil and gas produced to 

increase the income of oil ang gas sales.  

 

6.1. Process Description 

 

       A schematic process flow sheet forming a typical offshore oil and gas simulation train for the 

studies presented in Figure 16. The separation train is consisting of three stages named as S1, S2 

and S3, coupled with gas recompression operating at different pressures and temperatures (to meet 

the maximum profit). All separator modelled as two-phase separator within only liquid and vapor 

phase, whereas in reality they are 3 phases (oil, gas and water) but water is disregarded. Each stage 

begins with PT-flash calculations followed by the separation of gas and oil. The feed is regarded 

as being water-free because the goal of this work is on optimal separation of oil and gas. The 

separation train is a multistage process that gradually depressurizes the feed mixture while 

simultaneously separating the gas and liquid phases. To regulate the temperature of these separator 

is provided by heat exchangers upstream in each separation stage. The saturated gas exiting from 

each separator is cooled down, which could lead to condensation. The condensates are separated 

from the gas in compressors (Compressor 1, compressor 2) and recycled back into the separation 

train at the stage i+1, except for the last stage to enhance the separation performance between light 

and intermediate hydrocarbons. In addition, a compressor is usually used to raise the pressure of 
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this discharged upstream before connecting with the gas stream that comes from another separator. 

In addition, to improve the effectiveness of the separation between light and intermediate 

hydrocarbons, an offshore oil production platform also contains a vapor condensation train that 

recycles the condensate back into the crude oil, which are SD2, SD3 in this case. The process 

configuration is elaborated in the following sections.  

 

        The well fluid is routed through the first stage separator, S1, in which oil and gas is separated. 

Overhead gas and oil are the two product streams from the 1st stage separator. Hence, the gas is 

collected from the top of the vessel, while the oil collected from the bottom of the column. The oil 

exiting a separator is further depressurized and fed to the following downstream separator with the 

exception of the oil exiting the 3rd stage separator of the train, which is exported or sent to the 

storage tank. Thus, oil is routed through via a pressure control valve, Valve 2, and cooler, E2, to 

the 2nd stage separator, S2, operated at a lower pressure, where oil and gas is separated. The oil 

input is then transported via, Valve 2, and cooler, E3 and directed to the third (final) stage 

separator.  

 

        The separated oil comes out as the oil export stream. The discharged upstream from the third 

stage separator is cooled down through E4, before it goes to the knock-out drum, SD3. Then the 

gas compressed a bit in compressor 2 at 3rd stage pressure and mix back into the 3rd stage separator, 

S3, while the 3rd stage separator works by reducing the pressure and temperature at atmospheric 

conditions. The vapor compressed up to 2nd stage separator from where the 2nd vapor coming at 

2nd stage pressure. Note that, due to cooling and subsequent partial condensation, there may also 

exist additional liquid condensate streams in the compression system. Thus, the stream condensed 

a bit in Mixer, M3 and comes out at 2nd stage pressure then cool down in E5 and routed to the 

knockout drum, SD2. From SD2 the vapor phase is knocked out to be fed into the compressor 1 at 

2nd stage pressure, and the discharged liquid out is mixed into the Mixer, M1, which comes out as 

Mix 1 out to mix back into the 2nd stage separator. On the other hand, the compressed vapor 2 is 

then then further mixed with the vapor that is discharged from the inlet separator into the Mixer, 
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M4, where SET-1 is used to compress the 1st vapor up to the export gas pressure. Then, finally 

the gas exits the facilities as the export gas stream, which is reasonable for this process.  

 

Figure 16: A schematic process flow sheet of an offshore oil and gas simulation train. 

 

6.1.1. Fluid Description 

 

        The reservoir fluid investigated in this work was adapted from Willersrud et al., 2013 and 

composition and fluid characterization of the fluid are presented in Table 3. The components up 

to 𝐶5 are real single components (alkanes), such as, methane, ethane, propane, i-butane, n-butane, 

i-pentane, and n-pentane, whereas the components from 𝐶6 to 𝐶19 are pseudo components 

representing hydrocarbon fractions of specific carbon atoms.  

 

        The critical parameters (critical pressure, critical temperature, critical volume, and acentric 

factors) for defined components were estimated internally by Aspen HYSYS. Figure 16 illustrates 
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the fluid's phase envelope. It shows the bubble point and dew points of the well fluid at different 

pressures. The cricondentherm is 283.54℃ and the cricondenbar is 234.3 bar.  

 

Table 3: The composition and characterization for the investigated well-fluid. 

Component Chemical formula Mole fraction 

Nitrogen 𝑁2 0.0067 

Carbon-di-oxide 𝐶𝑂2 0.0064 

Methane 𝐶𝐻4 0.5633 

Ethane 𝐶2𝐻6 0.0763 

Propane 𝐶3𝐻8 0.0482 

i-butane 𝐶4𝐻10 0.0074 

n-Butane 𝐶4𝐻10 0.0135 

i-Pentane 𝐶5𝐻12 0.0046 

n-Pentane 𝐶5𝐻12 0.0048 

n-Hexane 𝐶6𝐻14 0.0054 

n-Heptane 𝐶7𝐻16 0.0071 

n-Octane 𝐶8𝐻18 0.0073 

n-Nonane 𝐶9𝐻20 0.0037 

n-Decane 𝐶10𝐻22 0.2366 

Undecane 𝐶11𝐻24 0.0014 

Dodecane 𝐶12𝐻26 0.0011 

Tridecane 𝐶13𝐻28 0.0011 

Tetradecane 𝐶14𝐻28 0.0009 

Pentadecane 𝐶15𝐻32 0.0008 

Hexadecane 𝐶16𝐻34 0.0005 

Heptadecane 𝐶17𝐻36 0.0007 

Octadecane 𝐶18𝐻38 0.0004 

Nonadecane 𝐶19𝐻40 0.0003 

Icosane 𝐶20𝐻42 0.0015 
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6.1.2. Simulation setup 

 

        The process flow diagram shown in Figure 16 above is modelled in the process simulation 

flow sheet. The simulation software package solves Peng-Robinson equation of state individually 

to calculate the PT-flash at each unit. The study was conducted for well fluid as feed stream and 

the feed flow rate was set at 343.1 kgm/h. At the inlet the well stream with a temperature of 40℃ 

and a pressure of 50 bar enters a two – phase separator (1st stage separator) with a gas outlet from 

the top and a liquid hydrocarbon outlet from the bottom. The parameters that were manipulated 

were the temperature and pressure of the well stream at 1st stage and 2nd stage separator. The 

parameter values were set based on the following criteria: The first stage separator, S1, pressure 

and temperature were assumed at wellhead pressure and temperature to reduce compression cost . 

The third stage separator, S3, pressure and temperature were set to 1 bar and 25℃ (at atmospheric 

conditions) and the second stage separator, S2, pressure and temperature was set as intermediate 

in order to have an equal pressure ratio between 1st to 2nd stage and 2nd to 3rd stage. More 

particularly, is that the pressure in each separator must be lower than in the previous separator.  

 

Table 4: Operating conditions and design parameters of the flowsheet. 

Parameter Design (range) 

at 1st stage Separator 

Design (range) 

at 2nd stage separator 

Design (range) 

at 3rd stage separator 

Temperature (℃) 60 to 50 45 to 30 25 

Pressure (bar) 50 to 25 24 to 12 1 

Feed flow rate 

(kgmol/h) 

343.1 -  

 

         However, the operating pressure of the 3rd stage responsible for exporting oil to the oil 

storage. The operating conditions, and design parameter in ranges of the flowsheet diagram can be 

found in Table 4. Since pressure and temperature of the first separator is varying from 50 bar to 

25 bar and 60℃ to 50℃. It might be noticed that small changes occur in the flow rate of oil and 

gas until reaching nearly atmospheric pressure and temperature in the third stage. The pressures 
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and temperature of the separation train (P1 & T1, P2 & T2, P3 & T3) was taken as design variables. 

The design parameter applied to the variables in the present study based on the existing offshore 

facilities and practical considerations (assuming North Sea conditions). 

 

       Typically, the choice of process parameter influences the proportion of gas and liquid entering 

the separator. The 1st stage separator operating condition was operated at nine different conditions 

such as: High pressure and high temperature (HP, HT: 50 bar, 60℃), High pressure and 

intermediate Temperature (HP, IT: 50 bar, 55℃), High pressure and low temperature (HP, LT: 25 

bar, 50℃), Low pressure and intermediate temperature (LP, IT: 25 bar, 55℃) etc. Combining the 

nine different conditions of first stage separator carrying nine possible different pressure and 

temperature combinations of second stage which resulted in 81 simulation runs. Thus, there are 81 

design variables regarding selecting optimal operating conditions, to do calculation of profit 

values.   

        Before conducting any process optimization (i.e., the parameters are related by an objective 

function that describes the interaction between the variables), dependent and independent variables 

must be defined. The primary purpose of optimization is to maximize the profit.  

 

6.2. Objective function 

 

         The optimization objective can be expressed in a variety of ways. The goal can be to increase 

oil/gas production (Ghaedi et al., 2014, Bahadori et al., 2008, Ling et al., 2013), reduce power 

consumption, maximize profit. The objective of the optimization in this case is profit maximization 

as shown in Equation 18 and 19. The profit calculation is done by subtracting the operating 

expenses of the fuel consumption from total produced gas and is expressed in USD per day. In the 

equation below, the profit from oil sales based on the calculated oil flow rate/export oil, using the 

prices 71.384 $/barrel oil and a value of 4.3938 $/MMBtu taken from on 30th December 2021.  

The objective function is therefore set as follows:  

𝝋 = 𝝋
𝒐𝒊𝒍

  
 
+ 𝝋𝑺𝒂𝒍𝒆𝒔 𝒈𝒂𝒔                                                                                                  Eq.18.  
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𝝋 = $𝒐𝒊𝒍  ∗  𝑸𝒐𝒊𝒍 
+ $𝒈𝒂𝒔 ∗ 𝑭𝑺𝒂𝒍𝒆𝒔 ∗ 𝑯𝑯𝑽                                                                      Eq.19.  

      Where, 𝝋 is the profit function and 𝝋𝒐𝒊𝒍 is the profit from oil sale is based on the volumetric 

flow rate of oil 𝑸𝒐𝒊𝒍 (
𝒃𝒂𝒓𝒓𝒆𝒍

𝒅𝒂𝒚
) using oil price of $𝒐𝒊𝒍 = $71.384/barrel. The profit from gas sales 

𝝋𝑺𝒂𝒍𝒆𝒔 𝒈𝒂𝒔 , is calculated using a value of $𝒈𝒂𝒔 = $4.384/MMBtu, where the revenue loss 

associated subtracting the required fuel gas consumption for power generation from the total 

produced export gas, before calculating 𝑭𝒔𝒂𝒍𝒆𝒔 𝒈𝒂𝒔 (𝒌𝒈/𝒉). 

𝑭𝒔𝒂𝒍𝒆𝒔 𝒈𝒂𝒔 is the sales gas mass flow rate. 

         All power needs were required to be met internally by a fraction of the exported gas, which 

is, 𝑷 = 𝛈. 𝐇𝐇𝐕. 𝑭𝑭𝒖𝒆𝒍, used as fuel gas, where P is the power requirement and 𝑭𝑭𝒖𝒆𝒍 is the mass 

flow rate of the fuel gas required internal energy needs, 𝛈 = 𝟎. 𝟑𝟎 is the turbine efficiency. HHV 

(𝒌𝒋/𝒌𝒈) is the higher heating value if gas produced because we assumed that we have condensation 

that will recover some of the latent heat of vaporization per unit of fuel burned then we can use 

the higher heating value. The sales gas required for fuel gas is subtracted from the total gas 

production yielding the export gas rate is given by, 

𝑭𝒔𝒂𝒍𝒆𝒔 𝒈𝒂𝒔(𝒌𝒈/𝒉) = 𝑭𝒕𝒐𝒕𝒂𝒍 𝒑𝒓𝒐𝒅𝒖𝒄𝒆𝒅 𝒈𝒂𝒔(𝒌𝒈/𝒉) −  𝑭𝑭𝒖𝒆𝒍(kg/h)                                            Eq.20. 

Where, 𝑭𝑭𝒖𝒆𝒍 = 
𝑬 (𝒌𝒋/𝒉)

𝛈∗𝐇𝐇𝐕 (𝐤𝐣/𝐤𝐠)  
                                                                                                   Eq.21.                             

        After that to calculate the 𝝋𝑺𝒂𝒍𝒆𝒔 𝒈𝒂𝒔  the mass flow rate 𝐹𝑠𝑎𝑙𝑒𝑠 𝑔𝑎𝑠 was multiplied by Higher 

heating value (HHV), in which HHV was converted to MMBTU/kg using the conversion factor 

1kj = 9.4782E-7 MMBTU.  

𝝋𝑺𝒂𝒍𝒆𝒔 𝒈𝒂𝒔 =  𝑭𝒔𝒂𝒍𝒆𝒔 𝒈𝒂𝒔(𝑲𝒈/𝒉) ∗ 𝑯𝑯𝑽 (MMBTU/kg) * $𝒈𝒂𝒔 ($/𝑴𝑴𝑩𝑻𝑼)                     Eq.22. 

        Other utilities, such as manufacturing chemicals, are assumed to be unaffected by process 

parameters changes. Labour, maintenance, indirect charges, and other costs are not included in this 

analysis since they are less susceptible to changes in variables than the direct cost of power 

generation. Oil and gas prices are volatile, and they may exhibit opposite price trends in the short 

term, while they appear to correlate over on a longer time periods.  
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       Furthermore, the profit for the chosen fluid is heavily influenced by the oil sales price hence 

it might be considered that the findings obtained using the aforesaid objective function will be 

generally applicable and mostly unaffected to oil and gas price fluctuations. 

 

       In addition, the optimization of a complicated process simulation model is frequently non-

linear, necessitating either derivative-free approaches or the estimation of numerical derivatives 

for optimization. However, depending on the model's complexity and the number of variables, the 

latter may result in excessively time-consuming objective function evaluations (Andreasen, 2020). 

Therefore, we performed regression analysis.                                                                                                                      

 

6.3. Energy consumption 

 

        Each unit that requires energy is investigated. Basically, we can see huge effect by the 

changes of process parameter. All power requirements of each simulation set up were calculated 

to be covered internally by a fraction of the exported gas:  

𝑷 = η.HHV.𝑭𝑭𝒖𝒆𝒍                                                                                                                   Eq.23. 

        Where 𝑷 is the power requirements has already mentioned in the previous section. The total 

energy consumption (𝑬) in the process is the sum of energy consumed by the compressors 1 and 

2 in this study. The amount of condensation taken place in the gas compression system can have a 

huge impact on the power requirements for compression. The adiabatic efficiency of all 

compressors was set at 0.75 in terms of gas compression.  

𝑬 = 𝑬𝑪𝟏 +  𝑬𝑪𝟐                                                                                                                       Eq.24.  

        Where 𝑬𝑪𝟏 and 𝑬𝑪𝟐 are the 1st stage and 2nd stage compressor energy respectively. 𝑭𝑭𝒖𝒆𝒍 is 

the mass flow rate of gas required for internal energy needs. The fuel gas flow of related streams 

was automatically modified 𝛈 = 30%, the turbine efficiency, in order to represent revenue loss due 

to reduced gas export flow rate, which results in a more attractive setup in terms of energy 

efficiency. 
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         After each compression stage, the gas stream is cooled down before moving on the next 

compression stage, which resembles the isothermal compression process to a certain extent and 

reduces the overall amount of power required to achieve the desired end pressure.  Compressors 

energy consumption rises if the pressure ration or flow increases. Concerning the cooler, the 

energy demand is higher if the flow rises and if the temperature difference between the inlet and 

the outlet of the cooler is increased. The gas compression systems are generally the processes that 

requires the highest cooling demands, as the associated gas needs to be cooled after each 

compression operation from 100 to 150℃ to 30 – 50℃. Crude oil may also be cooled for further 

export. However, the separation module is the system that requires the highest heating demand, in 

order ensure that the hydrocarbon fractions are properly separated between the liquid and gas 

phases. The fuel gas required for power generation may be preheated before being processed into 

the gas turbines.  

         The aim is to calculate 𝐹𝐹𝑢𝑒𝑙 (Mass flow rate of fuel gas), that is the minimum energy 

requirements for compression, corresponding to the maximum gas production. Then subtract it 

from the total produced gas to evaluate the sales gas flow rate, 𝐹𝑆𝑎𝑙𝑒𝑠 𝑔𝑎𝑠.  

 

6.4. Optimization 

 

        As we already discussed about the effect of T1 & P1 and T2 & P2 as high, intermediate, and 

low on profit per kilograms, to find the optimal solution the very first step we needed to do is to 

find the objective function. This is vital. In this work by modelling the process simulation with all 

the involved unit operation, the optimization can be begun by changing the relevant settings of 

process parameters (temperature and pressure levels) in each stage (Andreasen et al., 2018). It has 

long been of scientific and practical interest to optimize surface facilities for the separation of 

reservoir fluids into separate liquid and gaseous phases. The ultimate objective is to find out the 

maximum profit using the profit function, where we wanted to find which combination of 1st stage 

and 2nd stage temperature and pressure would give the maximum profit to offshore oil and gas 

plant. There are a variety of ways to do the optimization. (Ghaedi et al., 2014a) used a genetic 

algorithm with a commercial process simulator to maximize the crude oil production in a flour 

stage separation train for both a crude oil and a gas condensate well stream. It was found that oil 
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production might be raised by about 2% and 8%, for crude and gas condensate, respectively, by 

optimizing the pressure in the first three separators (Bahadori et al., 2008). (Kylling, 2009) used 

brute-force optimization to optimize a two-stage separation train and three different feed 

composition compatible with a North Sea platform, and (Bahadori et al., 2008) used a stochastic 

optimization approach to optimize 3- and 4-stage separation trains while also considering the 

constraint of oil stability at stock tank conditions (Maschietti, 2019). (Andreasen et al., 2018) 

applied response surface methodology (RSM) and used the process simulation to perform virtual 

or surrogate experiments. The overall performance process is optimized in terms of power 

consumption within the constraints of quality specifications for oil and gas export, respectively, 

by conducting surrogate experiments in accordance with the Design of experiment (DoE) and 

building multiple linear regression for the formulated response surface(s). In this study, the 

optimization is done by finding out the optimal solution we performed multiple linear regressions 

and later used the RSM (Response Surface m\Methodology) to find the optimum operating 

parameter using the predicted profit values. 

 

6.5. Experimental design and statistical analysis 

 

        Response surface methodology is a collection of statistical and mathematical approach in 

which the response of interest is affected by a number of independent variables and the goal is to 

optimize the response. The experimental plan may be a 2 or 4-level or more level of full factorial 

experiments with a few or many independent variable or factors that allows for the estimation of 

both main effects and all interaction between variables. As the number of variable increases, the 

number of required experiments for full factorial experimental plan grows exponentially. In this 

case, the effect of independent variable P1, T1, P2, T2 on Profit was investigated to find the level 

of 1st stage and 2nd stage pressure and temperature that maximizes the profit of the offshore oil 

and gas sales. There are two types of Response Surface Modelling: a) Central composite Design 

(CCD), b) Box-Behnken Design (BBD) (Statistics, 2016).  

         In this work, the experimental data were designed using a Central Composite Rotatable 

Design. The RSM was applied to the experimental data using a commercial statistical tool Rstudio. 

As a central composite design can efficiently estimate first and second order polynomial terms. 
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Typically, CCD can model a response variable with curvature by adding centre and axial points to 

a previously/done factorial design (detail will be discussed in the next section). In addition, central 

composite design is especially useful in sequential experiments to often build on previous factorial 

experiments (in this case simulation data) by adding axial and centre points. However, Box-

Behnken Design (BBD) do not have an embedded factorial design, they are not suited for 

sequential experiments. For this reason, to conduct the study Central composite design (CCD) was 

used. 

 

6.5.1 Experimental design using Central Composite design 

          

         The most popular class of designs used to determine the number of experiments to be 

evaluated for the optimization of the variables and responses is the central composite design, or 

CCD, originally developed by (Box G. E. P. ; Wilson, 1992) and improved by (Statistics, 2016). 

In general, the CCD includes a 2𝑘 factorial with its origin at the centre points 𝑛𝑐, 2𝑘 axial or star 

runs fixed axially at a distance, say 𝛼, and from the centre to create the quadratic terms and 

replicate experiments at the centre, where 𝑘 is the number of variables. The minimum, 

intermediate, and maximum values of each variable are labelled as -1, 0, and +1, respectively. 

        Basically, the practical deployment of a CCD model leads through a sequential 

experimentation, where at first, a 2𝑘 factorial design is to be created to fit a first-order model. If 

this model has shown a lack of fit and the axial runs are then added to enable the inclusion of the 

quadratic terms in the model. The CCD is a very effective design for fitting the second order model.  

        There are two requirements in the CCD model that must be specified; one is the distance 𝛼 

of the axial points from the design centre, and the number of centre points 𝑛𝑐. The axial points are 

chosen in a way that allows for rotatability 𝛼 to ensure that the variance of the model prediction is 

constant at all points equidistant from all the design centres (Box G. E. P. ; Wilson, 1992). 

Typically, four to six centre points are recommended based on number of factors. This is illustrated 

in Table 14 in Appendix 1. The distance 𝛼, should ensure that a second order response surface 

design to be rotatable. 
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           In this study we used a face-centred central composite design (CCD). As we were working 

with P1, T1, P2, T2, therefore for four variables, the recommended number of experiments at the 

centre is six to calculate the repeatability of the of the method (Douglas C. Montgomery, 2008). 

The response function (𝑌) would be Profit. Thus, the total number of experiments required for the 

four independent variables is 24 + (2 ∗ 4) + 4 = 28, Figure 1 shows the required CCD model and 

the co-ordinates for 𝑘 = 4 factors.  

 

 
 

 

Figure 17: CCD model for four factors or variables 𝑋1, 𝑋2, 𝑋3 and 𝑋4 (Douglas C. Montgomery, 2008). 

 

        Hence, the design procedure of response surface methodology is as follows: 

1) Creating a sequence of experiments for educate and reliable measurements of the desired 

response according to central composite design (CCD).  

2) Emerging a mathematical second order response surface model for the dependent variable, 𝑦, 

of interest (referred to as response variable) as a function of independent variables, 𝑋𝑗. 

3) Check for lack-of-fit (normal residuals, random residuals, outliers etc.) 

4) Finding the optimal set of experimental settings to yield a maximum or minimum value of 

response. 

5) Using two- and three-dimensional plots to illustrate the direct and indirect effects of process 

parameters. In the contour plot, lines of constant response were drawn in the 𝑋1, 𝑋2, 𝑋3, 𝑋4 

plane. Each contour associates to a particular height of the response surface. 

𝛼 

𝑿𝟏 

𝑿𝟐 
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The response surface is expressed as follows, 

 𝑦 = 𝑓(𝑋1, 𝑋2, 𝑋3, 𝑋4) 

      The main goal is to optimize the response variable 𝑦. It is presumptive that the independent 

variables are continuous and subject to minor experimental error. It is necessary to find a suitable 

approximation for the real functional relationship between independent variables and the response 

surface. Usually, a second-order polynomial is utilized in response surface methodology. Hence, 

for screening first order response surface model was used shown in Eqution 25,  

𝑦 =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4                                                                                 Eq.25. 

               

      Where 𝑦 is the response variable and 𝛽1, 𝛽2, 𝛽3, 𝛽4 are the regression coefficient of 𝑋1, 𝑋2, 𝑋3, 

𝑋4 respectively. Then, for optimization, second order response surface model was used with 𝑘 

factors expressed in equation below.  

 

𝑦 = 𝛽0 + ∑ 𝛽𝑖𝑋𝑖
𝑘
𝑖=1 + ∑ 𝛽𝑖𝑋𝑖

2𝑘
𝑖=1 + ∑ ∑ 𝛽𝑖𝑗𝑋𝑖

𝑘
𝑗=2

𝑘−1
𝑖=1,𝑖<𝑗 𝑋𝑗                                                    Eq. 26. 

𝑦 =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽4𝑋4 + 𝛽11𝑋1
2 + 𝛽22𝑋2

2 + 𝛽33𝑋3
2 + 𝛽44𝑋4

2 + 𝛽12𝑋1𝑋2 +

𝛽13𝑋1𝑋3 + 𝛽14𝑋1𝑋4 + 𝛽23𝑋2𝑋3 + 𝛽24𝑋2𝑋4 + 𝛽34𝑋3𝑋4 + 𝜀                                                Eq. 27. 

 

Where, 𝑦 = the measured response for each test (Profit) 

For the coded variable 𝑋1, 𝑋2, 𝑋3, 𝑋4 used for expressing P1, T1, P2, T2 respectively as follows 

(𝑋1 = 𝑃1, 𝑋2 = 𝑇1, 𝑋3 = 𝑃2, 𝑋4 = 𝑇2). Where, the coefficients of the polynomial model were 

interpreted by, 

 

𝛽0 = constant term, which is the average value of the experimental responses,  

𝛽1, 𝛽2, 𝛽3 and 𝛽4 = is the linear effects means main effect of the coded variable, 

𝛽11, 𝛽22, 𝛽33 and 𝛽44 = the quadratic effects of the coded variable,  
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𝛽12, 𝛽13, 𝛽14, 𝛽23, 𝛽24 and 𝛽34 = interaction effects of the coded variable 𝑋1, 𝑋2, 𝑋3, and 𝑋4. 

The 𝛽 is the coefficients should be determined in the equation. 3 above, (the second order model), 

are estimated by the least square method.  

         As different variables are generally expressed in different units and/or have different bounds 

of variation, their effect can only be compared if the variables are coded. Therefore, a reduced and 

centred variable 𝑋𝑖  is associated with each independent variable 𝑈𝑖 (Equation 28), in which using 

CCD coded variables are developed to build the model. 

𝑋𝑖 =  
𝑈𝑖− 𝑈𝑖𝑜

∆𝑈𝑖
                                                                                                                            Eq. 28. 

Where, 𝑋𝑖 = centred and reduced variable (𝑋1, 𝑋2, 𝑋3, 𝑋4) 

𝑈𝑖 = natural (independent) variable (𝑈1, 𝑈2, 𝑈3, 𝑈4) 

𝑈𝑖𝑜  = the value of 𝑈𝑖 at the centre of the experimental data (Equation 29): 

𝑈𝑖𝑜 =  
𝑈𝑖.𝑚𝑎𝑥+ 𝑈𝑖.𝑚𝑖𝑛

2
                                                                                                                 Eq. 29. 

𝑈𝑖𝑜  = maximum value of 𝑈𝑖 (Upper limit of the natural experimental data or simulation data) 

𝑈𝑖.𝑚𝑖𝑛  = minimal value of 𝑈𝑖 

∆𝑈𝑖 = centre of the experimental data (Equation 30) 

∆𝑈𝑖 =  
𝑈𝑖.𝑚𝑎𝑥− 𝑈𝑖.𝑚𝑖𝑛

2
                                                                                                                Eq. 30.                                                                                     

            The factor level settings for each simulation data are summarized in Table 5. The full 

experimental plan of the applied face-centred composite design (Handbook of Statistical Methods, 

2012) is given in Table 14, Appendix 1.     

 

Table 5: 24 factorial level used in central composite design (CCD). 

Code levels (𝑿𝟏, 𝑿𝟐, 𝑿𝟑, 𝑿𝟒) P1, bar T1, ℃ P2, bar T2, ℃ 

Max. Starting point (+2) 55 65 32 52 

High (+1) 50 60 24 45 
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Mid (0) 37.5 55 18 40 

Low (-1) 25 50 12 30 

Min. Starting point (-2) 15 45 6 25 

  

        The response variable (dependent variable) is collected from the table 1 for each combination 

of P1, T1, P2 and T2, which table is recorded after convergence of each process simulation 

according to the simulation experimental plan. 

 

Least square method 

      Generally, the least square method expressed in matrix form shown below.  

𝑌 = 𝛽𝑋 + 𝐸                                                                                                                            Eq. 31. 

      Where, 𝑌 is the matrix of measured values and 𝑋 is defined to be a matrix of independent 

variables and 𝐸 is the residual errors respectively. The eq. 4 can be solved by matrix form: 

 𝛽 = (𝑋𝑇X)−1𝑋𝑇Y                                                                                                                  Eq. 32. 

       The mathematical model was assessed using Multiple linear regression model (Julian J. 

Faraway, 2004) for the response variable. Multiple regression model helps to predict and find out 

the optimum outcome of the response variable depending on the condition of significance of the 

independent variables. 81 observations on the profit (𝑌) of an offshore oil and gas production sales 

and four process variables: 1st stage pressure and temperature (P1, T1) and 2nd stage pressure and 

temperature (P2, T2) are shown in Table 6. This is used to fit a multiple linear regression model 

to see each one of these tools explain unique variance in profit. 

 

Table 6: Dependent and independent variable used to perform multiple linear regression model. 

Dependent Variable Independent variable 

Profit mill. $/day P1 

 T1 

 P2 



51 
 

 T2 

       To find out the relations among the variables we observed the correlation matrix and also the 

prediction model or fitted regression model where the substantive information about each predictor 

variable to predict the measured or actual values of Profit function when statistically controlling 

for the other, which is specified by the equation below. Note that, the first order model defined in 

Equation 25 can be expressed as regression equation by: 

𝑦�̂� = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 +𝛽𝑘𝑋𝑘 +  𝜀                                                                                       Eq.33. 

Where 𝑦�̂� is the predicted value of profit function and the residual is 𝜀 =  𝑦𝑖 − 𝑦�̂�.  

 

6.6. Summary 

 

        The objective function can lead to increase profits in a number of offshore oil and gas facilities 

by adjusting the pressure and temperature values of the separator. Once a response surface model 

which fits the experimental data to a satisfactory level has been identified for the response variable, 

the response surface can be investigated. This is often done visually, as previously stated above, 

RSM modelling was started with a linear effects, squared and interaction terms. Analysis of 

variance (ANOVA) in Multiple linear regression was used to identify the significant terms in the 

model for the response variable. Significance was investigated by obtaining the probability level 

that the P-value calculated from the data is less than 0.005. The model adequacy was checked by 

𝑅2, adjusted 𝑅2, predicted 𝑅2. However, all the variables will be used to perform RSM to see how 

they affect on the response surface (profit function). By investigating the response surface, the 

optimum settings can be visually identified directly.  
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Chapter 7: Results and Discussion 
 

          Once the process simulations of the different operating conditions were generated, such as 

the outlet gas flow rate, oil flow rate, calculated sales gas mass flow rate, and the total power 

consumption of compressors was collected and compiled in a table. Finally calculated the profit 

function using that table, to utilize it in generating the regression model and optimization model 

and the outcome of this model will be investigated in this chapter. 

 

7. Result Analysis 

 
         The study is conducted by changing the operating conditions of each feed in 1st stage 

separator to investigate their effect on the separation process. Hence, key process simulation 

outputs such as the outlet gas and oil flow rate, calculated sales gas mass flow rate, and total power 

consumption. A detail calculation was made by varying the separator conditions on second stage 

for each T1 and P1 has shown on the Table 7 below. In second stage separator for each T1 and P1, 

with the varying Temperature and pressure nine simulation runs was conducted, whereby the total 

compressor power consumption was summarized, taking both compressor duty. In addition, more 

importantly the main objective profit function was calculated for each specific convergence.  

 

Table 7: The table below gathers the process parameters that are set to meet the specifications on the 

crude oil and gas. 

    1st stage 2nd stage Mass flow 

rate of oil 

Mass flow 

rate of 

gas 

Compresso

r 1 & 2 duty 

Total 

Comp. 

Mass flow 

rate of 

fuel 

Oil sales Gas sales Profit 

P1, 

bar 

T1

℃ 

P2, 

bar 

T2 

℃ 

𝑭𝒐𝒊𝒍, 

kg/h 

𝑭𝒈𝒂𝒔 

(kg/h) 

C1, 

KW 

C2, 

KW 

E, 

KW 

𝐹𝑓𝑢𝑒𝑙, 

($/day) 

𝜑𝑜𝑖𝑙, 

($/day) 

𝜑𝑠𝑎𝑙𝑒𝑠 𝑔𝑎𝑠, 

($/day) 

𝜑, 

(Milli. 

$/day) 

P1 & T1 at HP=50 bar & HT=60℃ 

50 60 24 45 13497.8 4970.2 60.2 46.2 115.5 2.68e+01 200589.0 5255 0.2058 

50 60 24 40 13498.8 4970.2 60.2 48.6 108.8 2.52e+01 200517.6 5255 0.2058 

50 60 24 30 13497.8 4971.2 60.2 53.3 113.8 2.64e+01 200374.9 5255 0.2056 
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50 60 18 45 13497.8 4971.3 60.0 41.4 101.5 2.36e+01 201160.1 5248 0.2064 

50 60 18 40 13498.8 4970.2 60.0 43.5 103.6 2.41e+01 201160.1 5246 0.2064 

50 60 18 30 13497.8 4971.2 60.1 48.0 108.1 2.52e+01 201017.3 5236 0.2063 

50 60 12 45 13497.8 4971.2 59.8 34.8 94.7 2.20e+01 201873.9 5263 0.2071 

50 60 12 40 13498.8 4970.2 59.8 36.6 96.4 2.24e+01 201873.9 5261 0.2071 

50 60 12 30 13497.8 4971.2 59.8 40.3 100.2 2.32e+01 201873.9 5261 0.2071 

P1 & T1 at HP=50 bar & IT=55℃ 

50 55 24 45 13515.2 4953.7 61.5 47.2 108.8 2.52e+01 202159.5 5.24e+03 0.2074 

50 55 24 40 13516.4 4952.6 61.5 49.7 111.2 2.58e+01 202159.5 5.24e+03 0.2074 

50 55 24 30 13515.52 4953.5 61.5 54.8 116.4 2.70e+01 202159.5 5.24e+03 0.2074 

50 55 18 45 13515.28 4953.7 61.4 42.3 103.7 2.40e+01 202159.5 5.24e+03 0.2074 

50 55 18 40 13516.43 4952.6 61.4 44.5 105.9 2.45e+01 202159.5 5.24e+03 0.2074 

50 55 18 30 13515.52 4953.5 61.4 49.2 110.6 2.56e+01 202159.5 5.24e+03 0.2074 

50 55 12 45 13515.28 4953.7 61.2 35.6 96.7 2.24e+01 202159.5 5.24e+03 0.2074 

50 55 12 40 13516.43 4952.6 61.1 37.4 98.6 2.28e+01 202159.5 5.24e+03 0.2074 

50 55 12 30 13515.52 4953.5 61.1 41.3 102.5 2.38e+01 202159.5 5.24e+03 0.2074 

P1 & T1 at HP=50 bar & LT=50℃ 

50 50 24 45 13515.2 4953.7 61.5 47.2 108.8 2.58e+01 202373.6 5.23e+03 0.2076 

50 50 24 40 13516.4 4952.6 61.5 49.7 111.2 2.76e+01 202373.6 5.22e+03 0.2076 

50 50 24 30 13515.5 4953.5 61.5 54.8 116.4 2.46e+01 202373.6 5.23e+03 0.2076 

50 50 18 45 13516.2 4953.7 61.4 42.3 103.7 2.51e+01 202445.0 5.23e+03 0.2077 

50 50 18 40 13515.4 4952.6 61.4 44.5 105.9 2.62e+01 202373.6 5.23e+03 0.2076 

50 50 18 30 13515.5 4953.5 61.4 49.1 110.6 2.29e+01 202445.0 5.23e+03 0.2077 

50 50 12 45 13515.2 4953.7 61.1 35.6 96.7 2.34e+01 202445.0 5.23e+03 0.2077 

50 50 12 40 13516.4 4952.6 61.1 37.4 98.6 2.43e+01 202445.0 5.23e+03 0.2077 

50 50 12 30 13515.5 4953.5 61.2 41.3 102.5 2.43e+01 202373.6 5.23e+03 0.2076 

P1 & T1 at IP=37.5 bar & HT=60℃ 

37.5 60 24 45 13485.9 4983.0 34.5 44.6 79.2 1.84e+01 201659.8 4.96e+03 0.2069 

37.5 60 24 40 13485.3 4983.7 34.5 46.6 81.2 1.88e+01 201588.4 4.96e+03 0.2068 

37.5 60 24 30 13481.8 4987.1 34.6 50.8 85.5 1.98e+01 201517 4.97e+03 0.2068 

37.5 60 18 45 13485.9 4983.0 34.5 40.0 74.5 1.73e+01 201659.8 4.97e+03 0.2069 
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37.5 60 18 40 13485.3 4987.2 34.5 41.7 48.5 1.13e+01 201588.4 4.97e+03 0.2069 

37.5 60 18 30 13481.8 4987.1 34.5 45.5 80.1 1.86e+01 201517.0 4.97e+03 0.2068 

37.5 60 12 45 13485.9 4983.1 34.4 33.6 68.0 1.58e+01 201659.8 4.97e+03 0.2069 

37.5 60 12 40 13485.3 4983.7 34.4 35.1 69.5 1.61e+01 201588.4 4.97e+03 0.2069 

37.5 60 12 30 13481.8 4987.1 34.4 38.2 72.7 1.69e+01 201517.0 4.97e+03 0.2068 

P1 & T1 at IP=37.5 bar & IT=55℃ 

37.5 55 24 45 13506.8 4962.1 35.4 45.8 81.3 1.89e+01 201945.3 5.26e+03 0.2072 

37.5 55 24 40 13506.2 4962.8 35.4 47.9 83.4 1.93e+01 201945.3 5.26e+03 0.2072 

37.5 55 24 30 13502.7 4966.3 35.5 52.3 87.9 2.04e+01 201873.9 5.26e+03 0.2071 

37.5 55 18 45 13506.8 4962.1 35.4 41.1 76.5 1.77e+01 201945.3 5.26e+03 0.2072 

37.5 55 18 40 13506.2 4962.8 35.4 42.9 78.3 1.82e+01 201945.3 5.26e+03 0.2072 

37.5 55 18 30 13502.7 4966.3 35.4 46.8 82.3 1.91e+01 201873.9 5.26e+03 0.2071 

37.5 55 12 45 13506.8 4962.1 35.2 34.5 69.8 1.62e+01 201873.9 5.26e+03 0.2071 

37.5 55 12 40 13506.2 4962.8 35.3 36.1 71.4 1.66e+01 201945.3 5.26e+03 0.2072 

37.5 55 12 30 13502.7 4966.3 35.3 39.4 74.7 1.73e+01 201873.9 5.26e+03 0.2071 

P1 & T1 at IP=37.5 bar & LT=50℃ 

37.5 50 24 45 13526.5 4942.4 36.4 47.1 83.5 1.93e+01 222302.2 5.25e+03 0.2076 

37.5 50 24 40 13525.4 4943.7 36.4 49.3 85.7 1.98e+01 222302.3 5.25e+03 0.2076 

37.5 50 24 30 13521.3 4947.8 36.5 53.8 90.4 2.09e+01 222302.3 5.25e+03 0.2076 

37.5 50 18 45 13526.6 4942.2 36.3 42.2 78.6 1.82e+01 222302.3 5.25e+03 0.2076 

37.5 50 18 40 13525.5 4943.4 36.3 44.1 80.6 1.86e+01 222302.3 5.25e+03 0.2076 

37.5 50 18 30 13521.4 4947.6 36.4 48.2 84.7 1.96e+01 202230.8 5.25e+03 0.2074 

37.5 50 12 45 13526.9 4941.9 36.2 35.5 71.7 1.66e+01 222302.3 5.25e+03 0.2076 

37.5 50 12 40 13525.8 4947.2 36.2 37.1 76.9 1.78e+01 202230.8 5.25e+03 0.2074 

37.5 50 12 30 13521.7 5023.6 36.3 40.5 54.3 1.27e+01 200874.6 5.30e+03 0.2076 

P1 & T1 at LP=25 bar & HT=60℃ 

25 60 24 45 13445.4 5025.4 13.9 40.4 55.8 1.30e+01 200874.6 5.30e+03 0.2061 

25 60 24 40 13443.5 5030.5 13.9 41.9 59.1 1.38e+01 200803.2 5.31e+03 0.2061 

25 60 24 30 13438.4 5023.5 13.9 41.9 50.1 1.17e+01 200874.6 5.30e+03 0.2062 

25 60 18 45 13445.4 5025.4 13.8 36.1 51.4 1.20e+01 200874.6 5.30e+03 0.2061 

25 60 18 40 13443.5 5030.5 13.9 37.4 54.3 1.26e+01 200803.2 5.31e+01 0.2061 

25 60 18 30 13438.4 5023.5 13.9 40.2 44.2 1.03e+01 200874.6 5.30e+03 0.2062 

25 60 12 45 13445.4 5025.4 13.8 30.3 45.3 1.06e+01 200874.6 5.30e+03 0.2062 



55 
 

25 60 12 40 13443.5 5030.5 13.8 31.4 47.7 1.11e+01 200803.2 5.31e+03 0.2061 

25 60 12 30 13438.4 5030.5 13.9 33.8 47.7 1.11e+01 200803.2 5.31e+03 0.2061 

P1 & T1 at LP=25 bar & HT=55℃ 

25 55 24 45 13472.4 4996.5 14.3 41.7 56.1 1.30e+01 201374.3 5.30e+03 0.2066 

25 55 24 40 113470.4 4998.6 14.3 43.3 57.7 1.34e+01 201302.8 5.30e+03 0.2066 

25 55 24 30 13465.1 5003.8 14.4 46.6 61.0 1.42e+01 201231.5 5.31e+01 0.2065 

25 55 18 45 13472.5 4996.5 14.3 37.3 51.7 1.20e+01 201374.3 5.30e+03 0.2066 

25 55 18 40 13470.4 4998.6 14.3 38.7 53.1 1.23e+01 201302.8 5.30e+03 0.2066 

25 55 18 30 13465.1 5003.8 14.4 41.7 56.1 1.30e+01 201231.5 5.31e+01 0.2065 

25 55 12 45 13472.6 4996.3 14.3 31.3 45.6 1.06e+01 201374.3 5.30e+03 0.2066 

25 55 12 40 13470.5 4998.5 14.3 32.5 46.8 1.09e+01 201374.3 5.30e+03 0.2066 

25 55 12 30 13465.1 5003.9 14.3 35.0 49.4 1.15e+01 201374.3 5.31e+01 0.2066 

P1 & T1 at LP=25 bar & LT=50℃ 

25 50 24 45 13498.0 4970.9 14.8 43.2 49.4 1.15e+01 201731.2 5.28e+03 0.2070 

25 50 24 40 13495.7 4973.2 14.8 44.8 59.7 1.38e+01 201731.2 5.28e+03 0.2070 

25 50 24 30 13490.1 4978.9 14.9 48.3 63.2 1.47e+01 201659.8 5.28e+03 0.2069 

25 50 18 45 13498.0 4970.9 14.8 38.6 53.4 1.24e+01 201802.6 5.27e+03 0.2070 

25 50 18 40 13495.8 4973.2 14.8 40.1 54.9 1.27e+01 201731.2 5.28e+03 0.2070 

25 50 18 30 13490.2 4978.8 14.8 43.2 58.1 1.35e+01 201659.8 5.28e+03 0.2069 

25 50 12 45 13498.2 4970.7 14.7 32.4 47.2 1.10e+01 201802.6 5.28e+03 0.2070 

25 50 12 40 13495.9 4973.0 14.7 33.7 48.5 1.12e+01 201731.2 5.28e+03 0.2070 

25 50 12 30 13490.3 4853.3 14.8 36.3 51.1 1.19e+01 201659.8 5.15e+03 0.2068 

 

7.1. Case studies 

7.1.1. Effect of different operating condition on Export oil and gas molar flow rate 

 

        In the offshore oil and gas plant, there are different levels of pressure and temperature exists. 

This section enables to observe the influence of different level of T1 & P1 and T2 & P2 on 

production rate of oil and gas. The case study of the reduction of T1 in the first stage of the 

separation train is studied between 60℃ and 50℃. As for the oil and gas is significantly influenced 

by T1 as can be seen from the Table 5 above. Reducing the temperature of the first stage leads to 

a small decrease of gas production and but increase in oil production, because initially in the 1st 

stage separator most of the gas has produced sent to the compressor, C2 after that reducing the 
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temperature in 1st stage leads to create more oil. On the other hand, at low P1 gas flow rate rises 

and oil production decreases. As because separator 1, does not get HT that is why on separator 1 

as little amount of gas produces. So that separator 3 is always a good place to save the stream flow. 

         However, the temperature after the second stage is changed from 45℃. to 30℃. When T2 is 

reduced oil flow rate increases. Reducing the T2 decreases the amount of vapor in the well stream 

so decreases the vapor flow rate and produces more liquid from Separator 2. It affects the gas 

processing unit, where more oil is produced from the 3rd separator. Sometime the effect of T2 has 

no effect on oil flow rate.  

        The flow entering the third separator increases as the P2 decrease. Since the vapor fraction 

also rises, the export gas flow rate at the outlet of this separator also increases. Therefore, when 

P2 increases the production of gas is increased. 

        For instance, one example in terms of the effect of HT and HP on oil and gas flow rate has 

discussed below. 

 

Effect of HT=60℃ and HP=50 bar 

      To see the effect of T1 & P1 at high temperature (HT=60℃) and intermediate pressure 

(HP=50bar) on well stream, the study is done by reducing the pressure input from 24 bar to 12 bar 

and temperature from 45℃ to 30℃ at the second stage has shown in figure below.  

      In particular, figure 18 shows the effect of operating conditions of 1st stage separator on well 

stream to separate and then flowing to the second stage separator for further separation, where it 

operates at nine different temperature and pressure ranges for further separation. Therefore, nine 

simulation results obtained for P2 equal to 24, 18 and 12 bar at each T2 which is equal to 45℃, 

40℃ and 30℃ respectively. 

       As can be seen from the figure 18 and 19, T1 & P1 at HT and HP, the pattern of oil and gas 

flow rate is changing. Oil production rate rises slightly when T2 is equal 30℃, which is equal to 

13540.4 kg/h. Therefore, at the reduced 1st stage temperature leads producing less vaporization, 

which is as expected. Therefore, well stream operating at High temperature and high pressure at 

the 1st stage separator causing oil production rate to go down. 
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Figure 18: T1 and P1 at 60℃ and 50 bar on mass flow rate of oil. 

         

 

Figure 19: T1 and P1 at 60℃ and 50 bar on mass flow rate of gas. 
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7.2. Result analysis on Energy Consumption  

 

      In previous section, oil and gas production rates according to the chosen operating variables 

was analysed. In this section we present results on energy consumption. We can see that the energy 

consumption can vary significantly. We can see from the figure gas or oil export dominate the 

power consumption. 

      Typically, the first stage separator takes out most of the gas at arrival conditions. Fuel gas is 

taken from the first stage separator and the residual mix of oil, gas is heated before entering the 

second stage separator. Note that, all the coolers in the gas processing part (E1, E2, E3, E4, E5) 

are modelled without any pressure drop. 

 

7.2.1. Cooler Energy consumption 

  

         The flow through the cooler and the temperature difference between the input and outlet 

temperatures are the two parameters that explain the cooler energy consumption. The decrease of 

flow in the cooler is explained by several effects of the adjusted process parameters. When the 

temperature is so high the fluid in the cooler contains small amounts of liquid. Hence less flow 

enters the inlet separator, S1 producing less vapor and liquid. The temperature reduction of the 

Cooler 2 duty, E2 after the 1st stage separator, S1 produces more liquid than cooler 3, E3 (variation 

by 30kgmole/h). On the contrary, reducing the cooler temperature in E5, produces less amount of 

vapor in the stream so decrease the vapor flow rate in SD3. It affects the gas processing portion, 

where less liquid is sent from SD3 to the third stage of stabilization unit. The rise in the energy 

consumption in all coolers attached is mainly due to LP in 1st stage, it is due to the result of the 

increase of oil circulation in SD3.  

        Increasing the temperature in 1st stage increases the oil cooler duty 1, E2, as it takes more 

energy to cool down the oil after S1, but less to cool down the gas. In contrast, decreasing the 

temperature in 1st stage increases the oil cooler duty 2, E3, takes more energy to cool down the oil 

after S2, but less to cool down the vapor. However, decreasing the temperature in 2nd stage from 

45℃ to 30℃ increases the cooler duty in E2 but decreases significantly in E3.  
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7.2.2. Compressor Energy Consumption 

 

          Compressors are responsible for 25-85% of the total energy consumption based on the 

operating process variable in 1st and 2nd separator. Depending on the process parameter of 

interest, the total energy consumption evolution is primarily driven by the compressor work 

(mechanical energy). The pressure reduction in 2nd stage decreases so power of the C1 and C2 

increases gradually by 100 to 238KW can be seen in the figure below. The rise in the total energy 

consumption in compressors is mainly due to when HP in 1st stage, hence LT in 1st stage decreases 

the energy consumption in C1 and C2,  

 

 

Figure 20: Energy consumption in C1 & C2 at T1=60℃ and P1=50 bar. 

 

        However, the scenario is changed when due to the reduction of 1st stage pressure from 50 bar 

to 37.5 - 25 bar has shown in figure below. In this case, the energy consumption risen up in the C2 

compared to the C1.  

        The choice of T1 influences mainly the compression work. The temperature reduction in the 

C1 produces more oil, so less vapor enters the first compressor C1 (10 -15 kgmol/h). Consequently, 

for T2 has no effect on C1, so does only in C2.  
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       In the case of P2 reduction, the impact of compressors is bigger than for P1 reduction. Hence, 

they are responsible for 80% of the total energy consumption rise. The energy consumption in C1 

is less affected by the reduction of P1 as can be seen from the simulation results but the flow 

increases due to vaporization. The vaporization also increases the flow rate in C2. The effect of 

pressure in separator 3 is less important because the pressure ratio is unchanged due to keeping it 

at atmospheric conditions and so on it is always good to save place for oil stabilization. 

 

Figure 21: Energy consumption in C1 & C2 at T1=60℃ and P1=50 bar. 
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Table 8: Regression model for C2 (Compressor 2). 

 Estimate Std. error P-value Lower 95%  Upper 95% 

(Intercept) 43.0097 1.966 0.000 39.09 39.092 

P1 0.24200 0.0122 0.000 0.217 0.2175 

T1 -0.24623 0.0306 0.000 -0.307 -0.3072 

P2 0.97526 0.0255 0.000 -0.9244 0.9244 

T2 -0.36442 0.0200 0.000 -0.4043 -0.4043 

 

7.3. Optimization result 

7.3.1 Output of Regression model for Profit 

 

Correlation matrix 

         In figure below (Figure 22) we can see the plot for multiple regression model, where we can 

see the scatter plot matrix. In the left column gives us the association between profit & T1, profit 

& P1, then profit & T2 and at last Profit & P2. These figure shows us the assumptions of linearity 

between each predictor and the outcome variable. In the very left it is the partial correlation 

between each one these predictors in relation to the outcome and they reveal separate correlation 

and scatter plot run for each bivariate association here. In the upper diagonal we can see the 

correlation values. 

 

       In the figure 22 we can see the correlation between T1 & P2 equals 0 or correlation between 

P1 & T2 is 0 and between T1 & P1 is also 0. However, correlation between profit & T2 is -0.05, 

negatively correlated and profit & T1 is -0.59 which is a moderate-sized correlation that reveals a 

negative linear correlation range between 0 to 1 positive negative and so 1 or -1 means a perfect 

positive or a perfect negative linear association. The correlation between profit and P1 is 0.40 but 

with T1 it is -0.59, which means at low T1 and high P1 profit has linear association with P1 and 

T1. In addition, there is no collinearity issue between variables. Therefore, from the output we can 

say that there is no violation of our assumption.  
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Figure 22: Correlation matrix among the variables. 

 

Estimated model for Profit 

        In Table 9, we can see the substantive information about the extent with each predictor 

variable. The intercept value (𝛽0) of coefficients of profit is 0.21147691, and P-value is 

0.0000<0.005, which is statistically significant from 0. Now if we look at P1, the estimate (𝛽1) is 

0.00002396, and P-value is 0.0000<0.005 (which is typically the 𝛼 value) and we also found out 

the 95% confidence as well, which is good. For T1 regression coefficient (𝛽2) is -0.00010429 and 

P-value is 0.0000<0.005, this is negatively statistically associated with profit function, when 

controlling the other variable. That means T1 & P1 both of these variables statistically associated 

and explained incremental variability in profit.  

        However, for T2 and P2 the P-value is 0.0000>0.005, which is statistically not significant, 

therefore these variables are removed from the regression model. Hence, the intercept value will 

be used to predict the future value or fitted values of Profit based on the predictor variable T1, P1. 

The 𝑅2 value of the model is 0.505 and adjusted 𝑅2 is 0.422. 
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Table 9: Prediction model for Multiple regression model. 

 Estimate Std. error P-value Lower 95%  Upper 95% 

(Intercept) 0.2107105 0.0006756 0.000 0.2092648 0.2120562 

P1 0.0000207 0.0000042 0.000 0.0000123 0.0000290 

T1 -0.0000762 0.0000105 0.000 -0.0000971 -0.0000552 

P2 -0.0000005 0.0000087 0.951 -0.0000180 0.0000169 

T2 0.0000042 0.0000069 0.548 -0.0000178 0.0000096 

 

       Finally, the prediction model with the regression coefficients reported to two decimal places 

using Equation 33 which is, where  𝑦�̂� is the predicted values of profit and 𝑋1= P1 and 𝑋2 = T1. 

 

𝑦�̂� = 0.2107105 + 0.0000207 ∗ 𝑋1 – 0.0000762 ∗ 𝑋2                                                       Eq. 34. 

         

       Plots of the predicted values 𝑦�̂� vs actual values of profit are shown in Figure 23. Just as in 

designed experiments prediction model plotting is an integral part of regression model building. 

The derived regression model in the figure below provides quite good fit to the simulation data. 

However, some of the values are seemed to be scattered within the figure. Since each of the data 

points does not lies fairly close to the estimated regression line.  

       

      The plot (figure 23) indicates that the variability in profit is increasing as 1st stage pressure 

(P1) and temperature (T1) increases, which is not exactly a good fit considering the simulation 

data, for that all the variables should affect the predicted variables of profit. Since, separator 3 was 

fixed at atmospheric conditions, by having low T1 and high P1, producing as much oil as possible 

from separator 1. The result suggests that the model used in this work were quite able to identify 

operating conditions of 1st stage for the profit function in the following section. 
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Figure 23: Predicted vs. Actual values of profit. 

 

7.3.2. Statistical output of Response surface methodology 

 

Model fitting 

          The second order polynomial model used in equation 27 was fitted to the response variable 

(𝑦), which is Profit. For the corresponding fitting of the explanatory models and the variation of 

the profit, analyses indicate, that adding terms up to the quadratic significantly improved the model 

except the interaction effects shown in Table 10 and therefore, it could be the most appropriate 

model for the response variable.  

          Regression analysis and ANOVA were used for fitting the RSM model and to check the 

statistical significance of the terms. The estimated regression coefficients of the quadratic terms 

for the response variables, along with the corresponding coefficients of the determination 𝑅2 and 

adjusted-𝑅2are given in Table 10, 11 below.  

         The lack of fit is an implication of the model failure representing the experimental data at 

which points were not included in the regression or model fluctuations in the model can not be 

explained by random error (Douglas C. Montgomery, 2008). The response predictor is discarded 

if there is s significant lack of fit which could be shown by a low probability value. The lack of fit 
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is shown in the Table 5. did not produce a significant P-value, indicating that these models were 

adequate for predicting the Profit.  

         𝑅2, coefficients of determination, measures the percentage of variation in the response 

variable that can be attributed to the model rather than to random error. It was advised that the 𝑅2 

should not be less that 85% for a good, fitted model. The lower 𝑅2 indicates that the model is 

inappropriate for describing the relationship between variables (Barbara M. Beaver & Robert J. 

Beaver, n.d.). The result output shows that, 𝑅2 values for the response variable were 0.874, which 

is good, indicating the regression model were suitable to explain the behaviour.   

         It should be mentioned that whether or not an additional variable is statistically significant, 

adding it to the model will always increase 𝑅2. Therefore, a larger value of 𝑅2 does not always 

indicate the model is adequate. For this reason, it is more suitable to use an adjusted-𝑅2 of over 

approx. 90% to evaluate the model adequacy. The result output shows that the adjusted-𝑅2 for the 

model is 0739, which is quite low. Lower adjusted-𝑅2 suggested that the model contain non-

significant terms. Hence, another model has developed to fit the second order polynomial model 

without the interaction terms as these terms P-value >0.005 to increase the model adequacy has 

shown in Table 10, which increases the adjusted-𝑅2 value to 0.808, which is a very good. 

         The p-value were used as a tool to evaluate the significance of each coefficient. The value is 

essential to understand the pattern of reciprocal interactions between the test variables. The smaller 

the magnitude of the p-value the more significant is the corresponding coefficient. P-value<0.005 

indicates the terms are significant. From the model of Profit, we can see that, quadratic effects of 

1st stage pressure and temperature (P1, T1) were significant (p-value>0.005), and 2nd stage 

pressure and temperature (P2, T2) were not significant (P-value>0.005) has negative effect on 

profit function, although the linear term (𝛽1, 𝛽2) of P1, T1 on profit was significant shown in 

(Table 11) the ANOVA table below. However, the interaction term (𝛽12, 𝛽13, 𝛽14, 𝛽23, 𝛽24, 𝛽34) 

was not significant and (𝛽13, 𝛽14, 𝛽23, 𝛽24) has negative effect on the profit function. For this 

reason, another model by removing the interaction terms only to make the model better to interpret 

by achieving little better 𝑅2 value and adjusted 𝑅2 value and p-value of the independent variables.  
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Table 10: Regression coefficients of the second order polynomial model for the profit (actual values). 

Source Parameters  

For (Profit milli. $/day) 

P-value t-value Significant 

Coefficient 0.207808 <0.00000 1130.01 S (***) 

Linear   

𝛽1 0.000409 0.00011 5.45 S (***) 

𝛽2 -0.000415 0.00009 -5.52 S (***) 

𝛽3 0.000071 0.35873 0.95 N 

𝛽4 0.000126 0.11509 1.68 N 

Interaction   

𝛽12 0.00004 0.69026 0.40 N 

𝛽13 -0.00004 0.69026 -0.40 N 

𝛽14 -0.00004 0.69026 -0.40 N 

𝛽23 -0.00004 0.69026 -0.40 N 

𝛽24 -0.00004 0.69026 -0.40 N 

𝛽34 0.00004 0.69026 0.40 N 

Quadratic   

𝛽11 -0.00035 0.00047 -4.62 S (***) 

𝛽22 -0.00023 0.00920 -3.05 S (**) 

𝛽33 -0.00007 0.36702 -0.93 N 

𝛽44 -0.00011 0.16043 -1.48 N 

 

Table 11: ANOVA table of the second order polynomial model for the profit (Actual values) 

Model DF P-value Significant 

Linear (First-order term) 4 0.00006 S (***) 

Interaction (Two-way interaction 

term) 

6 0.98152 N 

Quadratic term 4 0.00446 S (**) 

Residual 13 

T
o
ta

l=
2

6
   

Lack of fit 10 <0.00000  

Pure error 3   

𝑅2 0.8746   
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Adjusted-𝑅2 0.7396   

P-value 0.00088   

 

         In next (in Table 12) the first order interaction between the factor investigated are almost as 

important as their main effects, where the 𝑅2,adjusted-𝑅2, P-value and most importantly the linear 

and quadratic effect of the model has improved. The relationship between the independent and 

dependent variables is illustrated in the 3D representation and the corresponding contour plots of 

the response surface generated by the model. They are most useful approach in terms of 

visualization of the reaction system at all times where the good fit of the grid obtained to the 

experimental data can be observed. 

        The response surface was based on the coefficients represented in Table 13. The data were 

generated through the four variables at their respective zero level (the centre values of the testing 

ranges) and the other four were changed within the experimental range. The surface contained by 

the smallest eclipse in the contour plot represents the maximum predicted value. Generally, the 

exploration of the response surfaces revealed a complicated interaction between the variables.   

        The results in Table 12 below indicated that linear and quadratic effect of P1 and T1 were 

highly significant (for linear: p<0.0000, p<0.0000, for quadratic: p<0.0000, p<0.002) for profit. In 

addition, 2nd stage temperature (T2) has minor linear and quadratic effect on profit as having 

p<0.063 or p<0.099. The variables with the largest effect were the linear and quadratic terms of 

temperature 1st stage followed by the linear terms of pressure, however these variables have no 

interaction effect with each other. Although pressure at 1st stage increase the profit but slightly 

high temperature might induce the change the result.  

 

Table 12: Regression coefficients of the second order polynomial model without two-way interaction 

effect for the profit (actual values of profit). 

Source Parameters  

For (Profit milli. $/day) 

P-value t-value Significant 

Coefficient 0.207808 <0.00000 1316.59 S (***) 

Linear   
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𝛽1 0.000409 0.00000 6.35 S (***) 

𝛽2 -0.000415 0.00000 -6.44 S (***) 

𝛽3 0.000071 0.28146 1.11 N 

𝛽4 0.000126 0.06389 1.96 S (*) 

Quadratic   

𝛽11 -0.00035 0.00003 -5.38 S (***) 

𝛽22 -0.00023 0.00209 -3.56 S (**) 

𝛽33 -0.00007 0.28980 -1.09 N 

𝛽44 -0.00011 0.09903 -1.73 S (*) 

 

        At higher P2 did not have much effect on the profit function while at slightly higher T2 

slightly increase the profit. Hence, conclusions can only be drawn if the influence of these variables 

on the response variable (profit) is studied in considering all.  

Table 13: ANOVA table of the second order polynomial model without Two-way interaction model for the 

profit (Actual values). 

Model DF P-value Significant 

Linear (First-order term) 4 0.00000 S (***) 

Quadratic term 4 0.00036 S (**) 

Residual 19 

T
o
ta

l=
3
8
   

Lack of fit 16 <0.00000  

Pure error 3   

𝑅2 0.865   

Adjusted-𝑅2 0.808   

P-value 0.00000   

 

Profit function 

         The variation of profit function with 1st stage and 2nd stage temperature and pressure is 

presented in Figure 24 a. And b below. As it shows, the profit increases exponentially with 

temperature and pressure. Higher temperatures at 1st stage, profit decreases because of less oil 

production. The effect of pressure was more pronounced at lower temperature. 
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Figure 24: Response surface for the effect of (a. T1 and P1 on Profit function), (b. T2 and P2 on profit 

function). 

 

In addition, the profit reached nearly the equilibrium towards the temperature but at higher 

temperature did not have much effect on profit. However, when 1st stage temperature and pressure 

b) 

a) 

T1 

P1 

T2 

P2 
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was kept at mid level (intermediate level) increase of T2 is the main reason for an exponential 

increase in the profit. This is due to the more availability of the oil at that operating condition 

which increases the driving force of profit of the oil and gas production. 

 

Effect of P2 on profit was minor. Based on the study, the optimal conditions for maximum profit 

were given by the RSM (Response surface methodology) model: P1 = 38.08 bar, T1=54.09℃, 

P2=18 bar, T2=40.56℃ and profit (𝑦) = 0.208 milli. $/day. 

 

7.3.3. Optimal Conditions 

 

         The range of optimum condition was determined by the contour plot of the response value 

(profit) Figures 25.a and Figure.b represent the contour plots for the response which were 

evaluated as function of 1st and 2nd stage pressure and temperature. In fact, this is a typical 

example, where the main effect of P1(𝛽1) and T1(𝛽2) (shown in figure 25.a) and P2(𝛽3) and T2(𝛽4) 

(shown in figure 25.b) seems to indicate that the profit is sensitive to the variation of P1, T1, P2 

and T2. This is only true at high P1 whereas at low P1, the profit is decreasing with decreasing T1, 

because of might be in separator 1 of the process oil production is higher. A relatively modest 

quadratic effect is observed as P1-P1(𝛽11), T1-T1(𝛽22), and T2-T2(𝛽34), whereas P2-P2(𝛽33) was 

not a significant factor as shown in Table 13, due to the fact that the P2(𝛽3) does not effect to the 

maximum oil and gas production. In figure 25.a and b. we can see as P2 decreases, but T2 (℃) 

increases profit becomes higher, where it got its stationary point.  

 

       A small white shaded area, namely saddle area in the middle of the plot of the response 

variable is assigned as the optimum point that represents a higher amount of profit that can be 

achieved out of oil and gas sales using the best combinations of 1st and 2nd stage pressure and 

temperature. The saddle is appropriate apparent for P1(bar) and T1 (℃), and for P2 (bar) and T2 

(℃) and the response surface indicates that the stationary point was at maximum point.  
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Figure 25: The optimum region by the saddle point in the contour plot for profit evaluated as function of 

(a. 1st stage pressure, P1= 38.08 bar and temperature, T1 = 40.56℃), (b. 2nd stage pressure, P2= and 

temperature, T2 = 40.56℃). 

b) 

a) 
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The stationary point of response surface is at 𝑋1= 0.5893, 𝑋2= -0.9048, 𝑋3= 0.0000, and 𝑋4= 

0.5672 which indicates that, stationary point in original points of the figures where P1 = 38.08 bar, 

T1 = 54.09℃, P2 = 18.00 bar, and T2 = 40.57℃.  

       

Hence, these two plots illustrate, the determination of best combinations factors at P1 = 38.08 bar, 

T1 = 54.09℃, P2 = 18 bar, T2 = 40.56℃ on profit of oil and gas sales as the best combinations. 

Therefore, we can say that the saddle point shows that the optimal conditions of maximum oil and 

gas production leading to maximum profit within the experimental data, as predicted by the model 

(second order model without interaction term), were at 0.208 milli $/day. Therefore, using an 

optimum operating condition of P1 = 38.08 bar, T1 = 54.09℃, P2 = 18.00 bar and T2 = 40.56℃ 

we can have 0.208 milli $/day profit out of the oil and gas sales. 

 

7.4. Summary 

 

          Response surface methodology (RSM) can be useful tool to find out the optimum 

temperature and pressure for optimizing the oil and gas facilities. The multiple regression model 

closely reflects the process simulations result. Despite the high complexity of the process 

simulations, which includes a large number of different unit operations to represent, the multiple 

regression model quite adequately captures these impacts. More importantly, RSM can be great 

tool for optimizing oil and gas separation facilities by maximizing the profit milli. $/day. The most 

important parameter that affect the profit function is that the Pressure and temperature at 1st stage 

and temperature at 2nd stage.  
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Chapter 8: Conclusion and future work 
 

This chapter represents the conclusions of the current work and the suggestion of research 

activities in the future of this work. 

 

8.1. Conclusion 

 

          In this study a separation train design of oil and gas separation is conducted using Aspen 

HYSYS V9.0 software to investigate the effect of different operating conditions on oil and gas 

production.  

       A literature study on separator modelling in offshore oil and gas plant was performed and then 

in next a consecutive study on thermodynamic analysis was elaborated, in which a vapor liquid 

equilibrium calculation was chosen to model the separators. This model used the Peng-Robinson 

equation of state. The vapor liquid equilibrium calculation was implemented through choosing a 

thermodynamic package (Peng-Robinson EOS) which was built in Aspen HYSYS, which 

efficiently separates the well fluid into the two phases of vapor and liquid.   

       First, the separation train design was built with three stages along with two compressors was 

used to show that the recovery of intermediate components (𝐶3, 𝐶4, 𝐶5) while maintaining its 

stability was dependent on the separator pressure and temperature and the reservoir fluid 

composition. This example demonstrated that adaptive separator pressure and temperature could 

increase the oil and gas production and income from oil and gas sales using an objective function. 

In addition, energy consumption was low within producing maximizing the oil and gas production, 

but consumption was little higher in compressor 2 compared to compressor 1.  

        Determining an optimum operating point this study proposed a optimization method, which 

is Response surface methodology (RSM). RSM uses a second-order polynomial algorithm without 

the two-way interaction terms to find out the maximum profit value. To perform that, Central 

composite design (CCD) was applied by creating (High, low, centre level) coded variable of actual 

operating variables to be tested and the profit was increased with 0.208 milli $/day at optimum 

operating point where P1 = 38.08 bar, T1 = 54.09℃, P2 = 18.00 bar and T2 = 40.56℃. Therefore, 
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good agreement between the predicted and measured data (simulation data) at the predicted 

optimal conditions confirmed the usefulness of the model. 

 

8.2. Future work 

 

         Overall Response surface methodology (RSM) showed to be robust and promising tool to 

find the optimum operating point of pressure and temperature for the maximum profit value. A 

highly significant (p-value<0.001) statistical model was obtained from analysis of the data through 

RSM. The largest effect was for P1 (bar), T1 (℃) and T2 (℃) respectively. But the interaction 

effects that leads to the subsequent generation of set of regression equations were not significant 

and P2 (bar) was not significant having (p-value). With considering maximum oil and gas 

production the maximum profit value was obtained at P1 = 38.08 bar, T1 = 54.09℃, and T2 = 

40.56℃, where the P2 = 18 bar did not change at all, which refers to use more efficient operating 

parameters for P2 which does affect on the maximum profit value.  

 

       Furthermore, in this study the separation performance is considered as an indicator to explain 

the effect of temperature and pressure on hydrocarbon recovery and stabilization of oil and gas 

components and the assessment of the optimization results. In future, the result from the present 

study is that one should never focus only on finding the optimum operating pressure and 

temperature when finding the maximum profit value, but also the minimum energy consumption. 

One should always consider using a plant wide optimization approach and consider the entire 

process. There is a strong interplay between the process variables, which offers both some 

complexity, but obviously also increases the number of process variables that needs to be tuned.  
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Appendix 1: 
 

Table 14: Process simulation responses to coded variable build using CCD. 1=high value, 0= mid value 
and -1= low value. 

X1 X2 X3 X4 P1 T1 P2 T2 Profit 

-1 -1 -1 -1 25 50 12 30 0.20665 

1 -1 -1 -1 50 50 12 30 0.20744 

-1 1 -1 -1 25 60 12 30 0.20580 

1 1 -1 -1 50 60 12 30 0.20659 

-1 -1 1 -1 25 50 24 30 0.20679 

1 -1 1 -1 50 50 24 30 0.20758 

-1 1 1 -1 25 60 24 30 0.20594 

1 1 1 -1 50 60 24 30 0.20673 

-1 -1 -1 1 25 50 12 45 0.20701 

1 -1 -1 1 50 50 12 45 0.20770 

-1 1 -1 1 25 60 12 45 0.20779 

1 1 -1 1 50 60 12 45 0.20615 

-1 -1 1 1 25 50 24 30 0.20694 

1 -1 1 1 50 50 24 45 0.20775 

-1 1 1 1 25 60 24 45 0.20793 

1 1 1 1 50 60 24 45 0.20708 

-2 0 0 0 20 55 18 40 0.20567 

2 0 0 0 60 55 18 40 0.20773 

0 -2 0 0 37.5 45 18 40 0.20780 

0 2 0 0 37.5 65 18 40 0.20654 

0 0 -2 0 37.5 55 8 40 0.20780 

0 0 2 0 37.5 55 28 40 0.20774 

0 0 0 -2 37.5 55 18 25 0.20754 

0 0 0 2 37.5 55 18 50 0.20780 

0 0 0 0 37.5 55 18 40 0.20780 

0 0 0 0 37.5 55 18 40 0.20780 

0 0 0 0 37.5 55 18 40 0.20780 

0 0 0 0 37.5 55 18 40 0.20780 
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