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Summary

During the preliminary research it was found that one-tenth of drivers are texting while driving in
Denmark, even though it has been illegal since 1992. Therefore, it was chosen to look at possible
alternatives to texting on a mobile phone while driving. A Head-Up Display was found to have
benefits to texting while driving. However, no research that tested a HUD with voice-to-text could
be found. Therefore, the objective of this thesis was to explore the voice-to-text-based interac-
tion with a HUD and compare it to using a phone while driving. This led to our main research
question: How can a HUD be designed and evaluated with focus on high driver performance, to
support non-driving related features?. To answer the main research question, we created two
sub-questions: What techniques are used in research literature to design and evaluate automo-
tive HMI’s? and What impact would a HUD-based text message system with voice-to-text as
input, have on driver performance compared to a mobile phone?. The first research question
was chosen to be created since we had no prior experience or knowledge of how to develop an
automotive HMI. To answer the research questions, two papers were written.

The first paper explored the techniques used for developing and evaluating automotive Human-
Machine Interfaces(HMI). Through preliminary research of other papers, it was determined to use
a Systematic Literature Review(SLR) to guide the data collection. The search strategy was pilot
tested and refined before studies were collected for the SLR. In total 907 studies were fetched
and exclusion criteria were applied to determine which fit into the context of the paper. The
final poll of studies was 87 which were published between 2005-2021 and came from 4 different
databases. The results were quantified in a table before further analysis was conducted.

The most popular technique for developing and evaluating automotive HMI was observation fol-
lowed by questionnaire, applied research, and interview. Observation and questionnaire are both
used mainly to gather quantitative data. Often a combination of different techniques is used to
gather different data and data types depending on the purpose of the usage.

In the second paper, we compared a HUD with voice-to-text-based communication with a mobile
phone, to see if there was any difference in their respective impacts on driving performance. First,
we designed a HUD and had eight participants evaluate it. The feedback from the participants
lead to some design changes. To test the HUD and the phone while driving, we constructed a
driving simulator. It consisted of a 50-inc monitor, a driver’s set, G29 Logitech setting wheel, and
pedals. The software used for the simulator was Carla Simulator[1] which is mainly written in
C++ and Python. We invited 16 participants to use our simulator and perform tasks using both
the HUD and the phone. The driving environment had no traffic congestion except for a leading
vehicle the participants had to follow. The participants did two different tasks with both the HUD
and the Phone. The two different tasks were to read a message and read and respond to a
message. Each type of task was done three times with both the phone and the HUD, leading to
a total of 12 tasks.

The results of the experiment showed that there was a difference in the driver performance when
using a HUD for texting compared to a phone. The participants had significantly lesser lane
crossings, were 3.5 times less likely to crash, saw a significant decrease in subjective workload,
and could write longer messages with the HUD with the same completion time to a phone.
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Chapter 1

Introduction

Using a mobile phone while driving harms the driver’s performance by increasing the driver’s
reaction time, loss of correct position in a lane, and the speed of a vehicle decreases. [3]

As a result of this, rules have been created to reduce the impact mobile phones have on driving
performance. One of these laws in Denmark is that one may not use a hand-held mobile phone
while driving[4] . This law came into force in 1992[5].

However, 14% of the danish drivers think it is okay to do non-driving-related activities while driv-
ing, including but not limited to talking on the phone, reading text messages, and adjusting the
GPS[6]. Drivers aged 18-35 are the most represented group as 27% think it is acceptable to do
things that temporarily distract them from driving, such as the things mentioned above. Further-
more, every tenth driver in 2018 has written a text message on the phone while driving. [7]

In the USA, 24 states also restrict the usage of hand-held mobile phones as a primary law[8].
However, the number of crashes where the driver uses a mobile phone is stable in the USA with
almost no reduction in fatal crashes from 2016 to 2019. Furthermore, people aged 20-29 are
responsible for more than 1/3 of all mobile phone-related accidents. [9]–[11]

Even though it is illegal by law in most states in the USA and all of Denmark, it is evident that mo-
bile phones hand-held is still used despite the drawbacks. One reason for this is that applications
are designed to release dopamine that makes it feel rewarding every time one checks/answers a
text message or notification[6].

Increasing the fine for using a hand-held mobile phone could possibly decrease the usage. How-
ever, this has not proven effective, and the total number of offenses is the same[12]. Another
approach could be to make it safer to use mobile phones and find a way that makes it less
distracting to perform tasks on the phone, such as calling, texting, or other tertiary driving tasks.

One possible solution could be to use the built-in voice assistant in mobile phones. Research on
this topic showed that manual input was faster than using voice-to-text. However, the participants
felt safer using the voice-to-text form, contrary to the manual. This research was conducted with
a hand-held mobile phone, which is illegal by law in Denmark and almost half of the states in the
USA. [13]

A study using voice assistants for performing tasks while driving has shown that the general
driving performance is better, the workload is less, and the driver needs less time looking away
from the road when using speech versus manual interfaces. Furthermore, interacting with a digital
assistant also improved some driving performance parameters, such as lane-keeping and a better
reaction time to hazardous situations[14]. Dependent on the type of task, the driver’s workload,
and the demographics of the driver, a manual interface can be better in some situations. An
example of this could be in a task that required recognizer accuracy. [15]
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Another possible solution to the problem could be to utilize a Head-Up Display (HUD), with a
3x4 keypad mounted on the steering wheel, which is presented in [16]. The results showed
improvements in different driver performance variables, such as lane deviation and glance period
off-road compared to a QWERTY display. The study also commented that they had studied voice-
to-text as a possibility. However, this was found to be inefficient, unreliable, and typically required
visual attention to ensure that the message was as intended.

Since the publication of [16], voice assistants have grown exponentially. Google released Google
Assistant, which by user experience, is reliable compared to other systems like Siri. [17], [18]

This gives rise to the question of the usage of advanced voice assistant systems, such as Google
Assistant, Siri, etc. can be seen as a viable solution to the issue and help alleviate the apparent
problem of people doing tertiary tasks, such as writing messages with a hand-held mobile phone,
and make it a safer option.

This leads to the overall research question of the master thesis:

Overall Research Question:
How can a HUD be designed and evaluated with focus on high driver perfor-
mance, to support non-driving related features?

1.1 Research Questions

This section will consist of the Research Questions (RQ), to be answered in this master thesis.
RQ1 was chosen to be created, since we had no prior experience or knowledge of how to de-
velop automotive HMI. Preliminary research revealed no conclusive results on how to develop
automotive HMI and the techniques used varied.

Overall RQ: How can a HUD be designed and evaluated with focus on high driver performance,
to support non-driving related features?

RQ1: What techniques are used in research literature to design and evaluate automotive
HMI’s?

RQ2: What impact would a HUD-based text message system with voice-to-text as input, have
on driver performance compared to a mobile phone?
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Chapter 2

Article Overview

This chapter brings an overview of the two articles written during this thesis.

2.1 Article One

This article was created to answer the first research question(RQ1): What techniques are used
in research literature to design and evaluate automotive HMI’s? To answer this question, a
Structured Literature Review(SLR) was used to guide the review of research material.

Two SLRs were studied to get a better understanding of the setup and execution of an SLR.
This provided the general structure of how the overall results should be represented in a table.
Databases to gather literature were also identified via these SLRs.

The SLR consisted of initial pilot tests to refine the search query used. The search acquired 907
potential studies from four databases. In order to reduce the number of candidate studies and
ensure relevancy, a selection process with exclusion criteria was utilized. The exclusion criteria
consisted of five different criteria. The exclusion criteria were: published before 2005, duplicate
article, not written in English, not peer-reviewed, and it does not design or evaluate automotive
HMI. Of the 907 candidate studies, 87 of those became primary studies through the selection
process based on the exclusion criteria.

In order to analyze the material and answer the research question, five types of information were
extracted from each study. This included the year in which the article was published, which
system is being designed/evaluated, which techniques are used to gather data, how users are
involved, and in which part of the development users are involved. This provided a foundation
from which additional in-depth investigations of the organized studies could be done.

The results showed that the spans of 2005-2009, 2010-2014, and 2015-2021 saw an increase
in the number of publications in each span. Most of the techniques used for development were
questionnaire and observation, which covered 73%. The most common way the techniques were
used was in combination with each other and the most common combination was questionnaire
and observation. Qualitative data was the most collected data type. The data collected was
used to get an understanding of how the users used the automotive HMI. These data were then
statistically analyzed. The qualitative data collected was used to get an understanding of why the
users used the automotive HMI.
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2.2 Article Two

The purpose of this article, was to answer the second research question(RQ2): What impact
would a HUD-based text message system with voice-to-text as input, have on driver perfor-
mance?

To answer the research question, we constructed a car simulator which had one 50-inch monitor,
a driver’s seat, and a G29 Logitech steering wheel and pedals. The simulator environment was
developed using Carla Simulator[1], which needed minor changes. Furthermore, we also devel-
oped mock-ups of HUDs which were evaluated by eight participants. The participants’ feedback
lead to some changes in the HUD, and a prototype in the simulator was implemented. We invited
16 participants and asked them to perform a series of voice-to-text texting tasks with the HUD. To
compare texting with the HUD, the participants also had to do the texting tasks with a phone. The
participants had to follow a leading vehicle while doing their tasks. The leading vehicle followed
the same path for every participant, to ensure consistency in what they went through.

The driving environment was designed so that the participants either drove in a city or freeway
scenario. The freeway had high-speed limits whereas, the city scenario had traffic lights and
slower speed limits.

The participants were asked to do two different tasks, which were to read a message and respond
to a message. They had to do each task three times with the HUD and the phone, totaling 12
tasks. Every participant got the same messages.

Before the participants did the experiment with the HUD, they had to fill out a questionnaire for
demographic data. At the end of the experiment, we did a 5-minute semi-structured interview
with the participants.

In the experiment during the tasks, we collected data such as lane crossing, speed difference to
the leading vehicle, eye glances of HUD, subjective workload, crashes, average words used pr.
response, and time completion. The data was logged automatically through the simulator. The
simulator screen was recorded using the software OBS.

The participants had a tendency when doing the tasks with the phone, that they looked at it, even
though the signal to a task was not given. Only four of the participants in the experiment felt that
the driving simulator was not realistic. Whereas 10 participants felt that it was realistic but had
shortcomings, and two felt it was realistic.

The results showed that when the participants used the HUD over the phone, it had an impact
on driver performance. The participants had fewer lance crossings, fewer crashes, and could
write longer messages with the HUD. The subjective workload of each participant also saw a
significant reduction. Results also showed that using the HUD for texting one would be 3.5 times
less likely to be in a crash.
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Chapter 3

Research Method

This chapter will encapsulate the research methods used in the articles for this thesis.

3.1 Article One

The research conducted in article one is an SLR, based on [19]. An SLR was chosen as the
research method for the article, to identify, evaluate and interpret all relevant and available re-
search for the topic and find possible gaps. Studies that become part of the SLR are called
primary studies.

The reason for undertaking the SLR was the summarize the existing technology used in auto-
motive research. Undertaking an SLR means having a well-defined methodology to reduce the
possible publication bias of the studies. However, if bias is introduced in an SLR it can lead to
misleading conclusions [20]. To reduce bias in the article, the methodology needed to be well
documented and choices were to be explained with argumentation. By having a well-defined
methodology, also makes the results of the SLR replicable.

An advantage to an SLR is that the studies can be quantified and making it a quantitative study
[19]. In this SLR the studies found to be primary studies were quantified into a table based on
the development techniques used in the study and then later analyzed.

There are some disadvantages when conducting an SLR according to [21] which are but not
limited to:

• It requires access to a lot of articles which can be distributed across many databases.

– This disadvantage was seen in the thesis when we discovered that we had no access
to SAE Mobilus.

– To compensate for this, the candidate studies from SAE Mobilus, which are in this
review, was found with a complimentary search in other databases.

• Exclusion criteria can be applied a bit differently if the research team consists of many
researchers.

– A Cohens Kappa was calculated for each of the pilot tests where the exclusion crite-
rion was applied. The Cohens Kappa value was high indicating that the researchers
agreed on how to judge using this criterion.

• An SLR is very time-consuming and resource-demanding.
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3.2 Article Two

Based on the definitions in [22] and [23] the research conducted in the second article is defined
as a controlled laboratory experiment. This form of experiment gives the researchers control over
what the participants do. In doing research in a controlled laboratory setting, the researchers
manipulate the independent variables while keeping other factors constant and require that the
participants are randomly assigned to the different experimental conditions.

The experiment conducted in the article was driver distraction research. Due to this, the ex-
perimental setup chosen was a laboratory setting over a field setting. This was due to safety
reasons since the participants had to use a handheld mobile phone while driving, which is illegal
in Denmark. Furthermore, experimenting with a laboratory setting is an advantage based on
replicability. This could help against creating bias in the research. The experiment in the article
was conducted as a within-subject design. The results of the experiment were analyzed using a
two-paired samples t-test and Related-Samples Wilcoxon Signed-Rank Test.

Having a controlled laboratory experiment have advantages according to [23], such as:

• Having precise control over independent variables with randomized assignments, to isolate
the effects of variables.

• Quantitative data can be used for statistical statements, by having it analyzed using infer-
ential statistics.

• Having control over the environment also means that the experiment can be replicated.

– It is possible in our experiment to reproduce the same scenarios since the leading
vehicle will always follow the same route.

• Having a controlled environment also allows for precise data gathering by the equipment
used.

– This is applied to the simulator used in the thesis since it could measure completion
time and lane deviations precisely as examples.

Controlled laboratory experiments, however, also hold some disadvantages according to [23]:

• When doing experiments in a controlled environment it is hard to verify the results when
used in the field.

– Conducting research in a controlled environment can make it hard to assess how it
would behave in a more dynamic real-world context.

– To compensate for this, the goal for the simulator was to be of high fidelity. Of the 16
participants in the experiment, only 4 of them said in their feedback, that it was not
realistic. 10 of the participants said it was realistic, but had shortcomings, and two
participants said it was realistic.
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• Can also lead to artificial laboratory settings, which can have an impact on the validity of
the results.

– The participants can feel like they are inside a risk-free setting and would therefore
react differently than they would in a real-world setting.

– To reduce this possibility, we explained to the participants that they had to drive like
they would in a real-world setting.

To gather data, automated logging in the simulator was used. This data was logged every half
second of the specified driver performance parameters tested in the experiment. To signal when
a task was started, while the participant was using a phone, a key would be pressed by one of the
researchers so task-specific data could be found in the logging. The key was then pressed again
when the task ended. When the HUD appeared the task-specific data was automatically marked
in the logs. Alternatively, we had to manually log the performance parameters measured in this
experiment, by reviewing video material from each participant and writing down everything related
to it. Furthermore, this would also be a more time-consuming task than automated logging.
Having more manual labor for the researchers could also potentially lead to more human errors.

The data gathered was tab separated into a text file, which could be parsed into an excel file. For
statistical analysis, we used Excel and IBM SPSS statistics tools.
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Chapter 4

Limitations

This section will present some limitations for the articles which should be taken into consideration.
The limitations are sorted based on the affected article.

4.1 Article One

• The search query was only tested via Google Scholar before gathering candidate studies.
This provided a general indication of the relevancy of the studies provided by the search
query but could leave out relevant studies or include non-relevant studies depending on
how the search query was interpreted by the databases.

• One of the exclusion criterion excluded non-peer-reviewed articles. The databases used in
the article, did not have consistency when labelling studies. Therefore, some studies which
could be peer-reviewed was excluded based on their label.

4.2 Article Two

• All of the results produced in the article are from a simulator and can therefore be hard to
replicate the results in a real-world scenario.

• For testing it was chosen to use a driving environment, with no traffic congestion, except
for the leading vehicle. This, therefore, does not reflect a real-world setting.

• Since the participants are driving in a simulated environment, it also meant that there would
be no repercussion with some of the choices they could make. It could therefore be possi-
ble, that the participants would not react naturally as they would in certain situations.
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Chapter 5

Conclusion & Future Work

This thesis, set out to answer the overall research question: How can a HUD be designed and
evaluated with focus on high driver performance, to support non-driving related features?. To
answer the overall research question, it was broken down into two sub-questions, that were an-
swered in two articles.

The first research question, was associated with automotive development techniques and the
research question was: What techniques are used in research literature to design and evaluate
automotive HMI’s?. The results showed that observations were used consistently more than the
other techniques in each 5 year span followed by questionnaires. From the span 2005-2009 to
the span 2010-2014, studies related to secondary systems saw a higher increase compared to
tertiary systems. The span 2015-2021 sees a higher increase in tertiary systems than secondary
systems. Observations and questionnaires were favorites when collecting quantitative data and
had usage in all development phases without major differences. Interview, expert evaluation, and
focus groups were used more for qualitative data and were used mostly in the earlier stages of
development. A combination of multiple techniques is the most common way when developing
and evaluating automotive HMI.

The second research question focused on finding out, what impact a voice-to-text-based HUD
had as an impact on driver performance, and the research question was: What impact would
a HUD-based text message system with voice-to-text as input, have on driver performance?.
we showed by creating a prototype HUD in a simulator that using a HUD for voice-to-text based
texting had an impact on driving performance, compared to texting with a phone in a low complex-
ity driving setting. The participants showed a significant reduction in lane crossings, subjective
workload, and had fewer crashes. The risk of crashing when using the HUD for texting over the
phone was 3.5 times less likely. The completion time of tasks showed no significant differences,
however, the participants were able to write longer messages when using the HUD.

Based on the results and the experience gained with the development techniques and testing of
the HUD, new possibilities come to mind. The results of the HUD showed that it had a positive
impact on the driving performance on some metrics, in a low congestion environment. As such,
for future work, the HUD could be tested in a medium and high congestion environment to look
at the impact of driver performance there. Another environment the HUD could be tested in is in
sudden scenarios, where the participants have to react to sudden dangerous driving situations,
such as a vehicle in front of the participants’ car suddenly braking. Furthermore, the simulator
used could be improved upon, by having screens as side windows in the car, while also applying
sound, that mimics the environment the participants are driving in.
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ABSTRACT
When developing and evaluating automotive HMI, the techniques

used differ from study to study. It can be hard to figure out what
to use, and when. The objective of the study was to examine the
current usage of design and evaluation techniques utilized when de-
veloping automotive HMI. A Structured Literature Review (SLR) was
conducted to provide an overview of the current state of research
in the area. A total of 907 candidate studies, published between
2005-2021, were gathered. After the selection process, 87 of the
candidate studies became primary studies. The categorization of
the primary studies revealed that observations and questionnaires
are the most used techniques under development. Interview, focus
group, self report, and expert evaluation only covered 13% of the
total usage. The most common way the techniques are used is in
combination with each other. Furthermore, 78% of the data collected
from the studies was quantitative data. The most researched form
of system was secondary and tertiary.

KEYWORDS
Systematic Literature Review; Automotive Engineering; Develop-
ment Techniques; Human-Machine Interaction; Automotive

1 INTRODUCTION
Software in cars is evolving and so are the interfaces used to con-
nect the driver with the car. These interfaces control how a driver
can receive information and act accordingly. [1]

In the early years of automotive transportation, most Human-
Machine Interfaces(HMI) were mechanically operated. However,
with the introduction of entertainment systems, more complex and
digital HMI’s was implemented into the cars. [1]

The amount of hardware in cars is also increasing along with the
amount of software. This can be seen by the number of electronic
control units and the number of networks used to connect these in
the vehicle. Because of this, most innovations in cars are more or
less supported by the software. This is very evident in more high-end
cars, which have more than 70 embedded platforms that implement
various functionality. [2]

There are three categories that can be used to determine the re-
sponsibilities of in-vehicle systems: Primary, secondary, and tertiary.
The purpose of the systems belonging to the primary category are to
control the car. This could be the steering wheel, speeder, and brake
pedal. The secondary category contains the systems which support
safe driving like windshield wipers and mirrors. The third category,
tertiary, is used for non-driving related interactions, like using the
radio or changing the temperature in the car. [3]

In all three categories, driving performance must be considered
since systems that interact with the driver impact this factor in some
way. For the primary and secondary categories, this impact will most
likely increase driving performance and safety. The steering wheel
is an example of a primary system as it has a direct influence on

the control of the car. Windshield wipers are considered secondary
as it supports the vision and, thereby, enhance safety. Most tertiary
systems impact the driving performance negatively if the attention
of the driver is diverted towards these systems for too long [3]. Ex-
amples of these systems could be the radio, navigation, or phone
calls through the in-car media system. It is, therefore, important to
test these systems in order to verify that the HMI works as intended.
A complex interface might be able to assist the designers’ driving
performance but have the opposite effect on potential users. These
tests can be conducted in a variety of techniques that support differ-
ent scenarios of development.

The development techniques used when developing automotive
HMI differs from study to study. For example, [4] used observation
when developing an augmented reality HUD which gives crash warn-
ings to the driver, whereas [5] used expert evaluation when develop-
ing a road sign system HMI. When one wants to start researching
automotive HMI, it can be hard to know what techniques are used,
since it seems that when just browsing through some different pa-
pers.

The main objective of the study is the examine the current us-
ages of design and evaluation techniques utilized by researchers
when designing or evaluating HMI’s. This means that we aim to
look at peer-reviewed research to characterize the different design
and evaluation techniques that are used by researchers and possi-
ble practitioners in the context of automotive software engineering
for HMI’s.

To reflect the main objective of the study, the main research ques-
tion that is to be answered is: What techniques are used in the re-
search literature to design and evaluate automotive HMI’s?

To answer this question, a Structured Literature Review(SLR)
was conducted to provide an overview of the techniques used for
developing automotive HMI’s. The SLR will follow the guidelines pre-
sented in [6]. Candidate studies will be obtained through a search
strategy. These will go through a selection process and become
primary studies that will be used for information extraction.

2 RELATED WORK
This section will look deeper into two other articles which investigate
similar topics. The methods used to conduct these SLRs will be
described to further understand how an SLR can be conducted.

2.1 Automotive Software Engineering
An SLR was conducted in [7]. The paper aims to establish an
overview of the research that has been done in the automotive do-
main. To guide the study, [7] introduces the following main research
question: What is the current state of the research pertaining to soft-
ware engineering in automotive industry?

Initial research revealed that in the late 70s the first software was
introduced to the car industry. Since then, the software in cars has
only increased rapidly and it is not expected that this growth will stop
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any time soon.
To establish this overview, research articles/papers from various

databases were collected and used to provide an overview. A total
of 679 papers were used as primary studies literature for the review.

The primary studies are categorized into a 2-dimensional dia-
gram which provides an overview of the literature and which areas
are more favorable and where the research gaps are located. The
focus of these results is heavily on the overall technical part of soft-
ware engineering which can make it harder to apply to the user ex-
perience part of the automotive research.

Our study differs from [7] since we are looking at the current de-
velopment techniques used in the research of automotive HMI’s.

2.2 UX & Evaluation Mehtods
A study from 2015[8] investigates user experience(UX) and how this
term is used. They investigate the definition of UX, which knowl-
edge is already present about UX, and what are the research trends
among UX researchers. To answer the questions, the study utilizes
a literature review to gather papers relevant to the study. In total, 90
papers were reviewed in the study with articles up to 2014. It did not
seem to have a restriction on the year of publication, but only four of
the included papers were published before the year 2000.

The overall results are aggregated in a 2-dimensional table with
one axis representing the techniques used and the other axis repre-
senting the evaluation period, development phase, and what type of
data was collected(qualitative and quantitative). This table provides
a great overview of the techniques used and when they were used.

The study shows that some techniques, like interviews and self
reports, have seen an increase in usage over time. In the opposite
direction, expert evaluation and observation have seen a decrease
in usage.

The results from the study are UX in every topic in software engi-
neering and a more specific view of techniques used in the automo-
tive spectrum is needed to answer the research question presented
in this paper.

3 METHOD
To answer our research question, it was chosen to conduct an SLR.
This section will go through the different aspects of an SLR, which
include the selection criteria, the search strategy, the selection pro-
cess, and information extraction.

3.1 Selection Criteria
To select and sort the different candidate studies, an inclusion crite-
rion and a set of exclusion criteria were formulated. The inclusion
criterion of the study was that if it was found by the search query re-
fined in Section 3.2, it was to be included in the study, as a candidate
study. The following exclusion criteria were applied to the candidate
studies, to ensure that it was in the context of this study:

1. Published before 2005.

2. Duplicate article.

3. Not written in English.

4. Not Peer-reviewed.

5. Does not design or evaluate automotive HMI.

Exclusion criterion 1 was exploratory at implementation. However,
based on the results the candidate studies that became primary
studies from 2005-2021, averaged to be 11.67% each year. Based
on this average, 2000-2004 would only retrieve a total of 7-8 studies
in this SLR. Based on this, it was assumed that it would not shift the
end result of the SLR, and it was therefore chosen to only include
articles after 2005.

Exclusion criterion 2 ensured that the SLR would not contain sev-
eral copies of the same article. Therefore, an article is a duplicate if
that article shares the same list of authors and title with another.

Criterion 3 is to ensure that the studies in the SLR are readable
for the researchers.

To ensure that the studies in the SLR are of some quality, every-
thing not peer-reviewed is excluded as per criterion 4. Peer-reviewed
studies typically mean conference papers, short papers, and techni-
cal papers.

The paper’s and the SLR’s focus is to look at techniques used
when developing HMIs. As such, criterion 5 ensured that the ob-
jective of the paper, meaning that tools/techniques found in papers
are only included in the SLR if used to develop an HMI. This means,
that papers that only introduce techniques, but do not directly uti-
lize the technique to develop automotive HMI in the study, would be
excluded.

3.2 Search Strategy
To ensure the relevance of the articles, a search strategy was
formed. According to the guidelines [6], four databases are suffi-
cient for an SLR. Therefore, the top four databases of [9] are used
to acquire articles for the SLR since this paper also looks at auto-
motive research. These databases can be seen in Table 1. It is cho-
sen to create a search query, to search for articles on the selected
databases.

The search strategy used an iterative approach to refine the
search query. An iteration occurred to refine the search query if it
produced a result of over 1000 articles that had to be reviewed by
the researchers in the period of the study.

Table 1: Searched databases and its results with the search query
Database: Searched Date Result
SAE Mobilus 14-12-2021 336
ACM 15-12-2021 93
SCOPUS 14-12-2021 390
IEEXPLORE 14-12-2021 88
Total result: 907

A pilot test [9] was used to refine the search query. The relevance
of the results was found by looking at the first 100 articles on google
scholar with the search query. Relevance is judged based on ex-
clusion criterion 5 from the article’s title, abstract, and keywords. If
an article was irrelevant, it was examined further to identify why the
search query included it. Cohen’s kappa measures the reliability of
the two researchers’ rates the same, corrected by how often the re-
searchers may agree by chance. Cohen’s Kappa varies between
0-1, where 1 is the perfect agreement. [10], [11]

The search query went through two iterations. In the first iteration,
the search query produced a result of 14,734 from the databases.
This was considered too many articles and the pilot test was utilized.
Each researcher deemed the relevance of the first 100 results from
google scholar to be 60% and 67%, with a Cohen’s Kappa of 0,76.
It was discovered that the usage of a general term Vehicle, which
could also refer to other types of vehicles, like an underwater vehicle
was the reason for finding different articles that were not relevant.

The second iteration produced a total number of articles of
14,002 from the databases, which again was too many results, and
the pilot test was conducted again. The second search query pro-
duced more relevant results from the first 100 results on google
scholar, with a relevance factor of 84% and 85%´from the re-
searchers and a Cohen’s Kappa of 0,8. Examining the articles closer
did not find any terms that could necessarily introduce irrelevant ar-
ticles. Thus, it was chosen to remove typed-out words of abbrevia-
tions, such as user interface & human machine interface to narrow
the total results from the databases.

This resulted in a total amount of articles of 907 from the
databases which meant that it was down to a manageable amount
for the two researchers of the study. The search query that is used
on all of the databases is:

automotive AND (ui OR hmi) AND (design OR evaluation OR
method)
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However, when searching the ACM database some articles that
were found in the preliminary research were not included in the
search query. This was because the search string was too strict.
As such, it was chosen to exploratory alter the search query by re-
moving (AND (design OR evaluation OR method) when searching
on ACM. This resulted in the articles being included in the study.

3.3 Selection Process
The results from using the search strategy resulted in 907 candidate
studies, as seen in Table 1. The exclusion criteria were applied one
by one, starting with 1 through 5, as seen in Figure 1. As seen in
the figure, the first four exclusion criteria exclude 173, 133, 33, and
88, respectively. This leaves 480 candidate studies to be evaluated
by criterion 5. Criterion 5 will be used over two iterations, where
it first would be applied to the title & abstract and lastly a full-text
review. Criterion 5 applied to the title & abstract excluded 297 candi-
date studies, leaving 183 for a full-text review. If an evaluation of an
article on the title & abstract was inconclusive, meaning that the title
& abstract indicated that the candidate study developed an automo-
tive HMI, but not enough to conclude, it was included in the full-text
review pool.

Due to limited access to SAE Mobilus from the university, not all
articles could be included. This was since the university did not have
a license to access articles from the database. Therefore, 65 can-
didate studies had to be excluded where there are 24 articles from
SAE Mobilus remaining due to these articles being accessible from
other databases.

This is not seen as a limitation to the study, since the articles from
SAE Mobilus that became primary studies, did not alter the results.
This left 118 candidate studies to be evaluated by criterion 5 full-text
review.

Criterion 5 full-text review excluded a total of 31 articles. This
means that 87 articles are primary studies in this study.

Figure 1: Selection process of the candidate studies

3.4 Information Extraction
Using the table from [8] as a foundation for the results of this paper
enables the possibility of easy comparison between the two results.

Five types of data will be extracted from the primary studies in
order to create a foundation of data. These five types of data are
the year in which the article was published, which system is being
designed/evaluated, which techniques are used to gather data, how
users are involved, and in which part of the development users are
involved.

Table 4 shows the results of this SLR and is created using in-
spiration from [8]. The paper brings six different techniques which
will also be extracted from the primary studies. These are interview,
questionnaire, observation, focus group, self report, and expert eval-
uation. Self report is more like a diary in this study where the par-
ticipant will provide feedback over a period of time. In addition to
those, applied research has been added to this poll of techniques.
The techniques will be plotted into a table to provide an overview
of the period of evaluation, the development phase, and the type of
data acquired in the study.

4 RESULTS
This section will contain the findings of the data extraction from the
primary studies. The findings were divided into subsections that ex-
amine different aspects of the results.

The primary studies (n=87) found by the selection process in 3.3
were used for data extraction. In the results, the format used is
"study Nr. ##.." to refer to primary studies in the SLR. The cita-
tions for the primary studies can be found in SLR References in the
appendix.

4.1 Publication and Technique Usage Trends
The number of primary studies found for each year is seen in Fig-
ure 2. An average of 11.67% (±4.32) of the candidate studies per
year became primary studies. The years with the least amount of
studies are 2006, 2008, and 2017. This suggests that the area of re-
search sees a fluctuation in popularity over the years. The year with
the most amount of studies is 2019 which indicated that research
in the area has seen a dip in interest since the number of studies
from 2020 and 2021 is low compared to 2019. One could consider
this dip a consequence of Covid-19 however, no evidence suggests
this. The accumulated numbers of primary studies from 2005-2009,
2010-2014, and 2015-2021 are 16, 28, and 43, respectively, as cal-
culated from Figure 1. This could indicate an increase in activity in
this field of study over the years. A possible reason for the increased
activity is that cars are more and more evaluated by the amount of
software in a car and cars, in general, had more software in them
leading to more activity. [2]

Figure 2: Primary studies pr. year
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Figure 3: Method Usages in five year spans

Figure 3 depicts the usage trends, from 2005-2021. From 2005
to 2021, the most used techniques in evaluation and development
are Applied Research(n=32), Questionnaire(n=52), and Observa-
tion(n=57). Looking at the techniques, divided into five-year spans
from 2005 to 2021 also revealed that these techniques are the most
used in every span, where the observation technique is the most
used of them. Observation and Questionnaire cover 73% of the total
technique usage for both evaluation and development, whereas ap-
plied research covers only 14%. This implies that user involvement
is widely spread when developing automotive HMI.

Comparing the usage of questionnaires and observation in the
three spans shows that the utilization is close. However, in 2015-
2021 observation is pulling ahead of questionnaires. This suggests
that questionnaires are losing popularity as a technique. In a con-
trast, the other development techniques, interview, focus group, and
expert evaluation have seen a notable increase in the same span.

4.2 Technique Utilization
This section looks into how the primary studies utilize the tech-
niques, to develop and evaluate their automotive HMI. This will be
done by examining the primary studies in the SLR.

One of the most typical ways the primary studies use the techniques
is in combination with other techniques. Study Nr.14 is an exam-
ple of this, which use observation and questionnaire in combination
to develop their automotive HMI. The participants in the study an-
swered a questionnaire beforehand, for demographic data, whereas
they go into the test, where the researchers observed the partici-
pants doing tasks. After each task, the participants were asked a
set of questions and then they continued with the rest of the tasks.
The questions used in the questionnaires were designed from the
Likert scale [12]. Some primary studies, such as study Nr.40 that

used a simulator to test HMI, also get the participants to fill out a
questionnaire for simulator sickness from [13]. After the last task,
the participants were given a more general questionnaire about the
study. This can be seen in several different studies, such as study
Nr. 52, 29, 39, and 40.

An example of the utilization of applied research is study Nr.81
that utilizes already known research and information to develop an
early prototype automotive HMI. If the area is heavily researched,
developers can benefit from this by using this knowledge to build the
first draft. This can provide a more tangible product.

As seen in Table 4, expert evaluation has the most usage in the
early phases of development. Study Nr. 105, which explored direc-
tional indicators for conditional driving automation, used three HMI
designers to guide the concept design for the study. The quality of
the concepts, which later was evaluated further, was increased using
the feedback from the experts.

Interview, focus group, self report, and expert evaluation only
cover 13% of techniques used.

The technique self report has not been used once in any of the
primary studies. This indicates that self-reporting as a tool is not
popular to use when developing automotive HMI.

Self report can be a very time-consuming process that takes sev-
eral days to complete. This is very problematic when developing
automotive HMI since it would require a lot of time, and resources,
which may not be available during the development and evaluation
process. Furthermore, efficiency is important in the product develop-
ment context, where self report might not be seen as efficient since
it is a slow process. [14]
Table 4 revealed that the technique Interview is only used with other
techniques. The primary studies 2, 14, and 59 used interviews at the
end of their experiments with automotive HMI to get more qualitative
data from the participants, using a semi-structured interview.
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4.3 Data Acquisition
This section will explore how the different primary studies acquired
data through their research and how the data was utilized based on it
either being qualitative or quantitative. Table 4 revealed what type of
data is collected when developing automotive HMI. A majority (78%)
of the data collected is quantitative.

A downside to using quantitative data is that not all data is useful
in a restricted environment. Furthermore, collecting opinion-based
quantitative data only brings results of how the participants per-
ceived their use and meaning of the automotive HMI. An example
of this is study Nr.23 which is an intersection assistant based on
inter-vehicle-communication, that used questionnaires as a means
of assessment of their automotive HMI. These quantitative data are
used to examine how the automotive HMI affects the driver of the
vehicle based on gender and experience and the participants’ opin-
ions.

Quantitative data are manageable since they can be locked to a
certain data type and measured equally. This allows for quick anal-
ysis using tools to provide quick results. Paper study Nr.45 is an
example of this, which studied HUD augmented reality crash sys-
tems, and acquires more reliable quantitative data through observa-
tion in a simulator-based study on how the participants actually used
the automotive HMI. The data collected are driver performance pa-
rameters such as mental workload and preferences of Driver vehicle
interfaces tested. These data are applied to statistical analysis, such
as one-way repeated measures to test for the statistical significance
of the results.

Qualitative data opens the opportunity for a broader variation of
data and feedback as it is not restricted in the same way as quantita-
tive data. Study Nr.27, as an example, used focus groups to acquire
data about the problems the participants had while driving with the
interior interaction design. It revealed problems with the vehicle’s in-
teractive ergonomics that cause the users to double their workload
due to the placements of switches.

Another example is Study Nr.2, which used interviews to collect
qualitative data on three different interaction forms; physical, digital,
and voice. The data collected is to obtain the users’ views on the
interaction forms and their possible inconveniences. The results are
summarized feedback from the interviews.

Some primary studies chose to use a mixed-method and ac-
quired both quantitative and qualitative data. Mixed-method adds to
the complexity of the study and increases the time needed[15]. study
Nr.59 uses a mixed-method by having interviews and observations
for each participant in the study to find more nuanced answers to
some of the results. By acquiring quantitative data through observa-
tion, the paper gets an understanding of how the participants used
the automotive HMI, by a set of measurable parameters. With the
qualitative data acquired through interviews, it was possible to get
an understanding of what factored into the results, such as possible
design decisions of the automotive HUD that had an impact on the
participants’ driver performance.

4.4 Categorization of Automotive HMIs
Table 3 depicts the results of the kind of systems developed over
five-year spans, from the definition of primary, secondary, and ter-
tiary categorization in [3]. Secondary systems(n=56) and tertiary
systems (n=51), which is not a notable difference. The total number
of categorized systems is higher than the total number of primary
studies in the SLR. This is because an automotive HMI can be in
more than one category, dependent on the system. An example of
this is study Nr.59. This system can be seen as both secondary
and tertiary because the live traffic preview on the GPS gives safety,
and the GPS part of the system only brings navigation. In each of
the spans, examples will be used to look at the tendencies of the
typically developed systems from each category in that span.

From 2005 to 2009, a total of 20 systems were developed. Only
one primary system was developed, which is study Nr.104. This
study compared three different steering interfaces, a steering wheel
with pedals, a joystick, and a robotic grip when driving a vehicle.
This study found that driver experience can be enhanced by 76.3%

when using a robotic grip. study Nr.68 is a secondary system in the
span that examined Mixed Reality (MR) sickness, which is a motion
sickness caused by a sensory conflict between the real world, and
the virtual world. The study focused on reducing MR sickness in
connection to HUDs, modeled after ADAS systems.

Study Nr.23 is another secondary system in the span, developed
an intersection assistant based on inter-vehicle-communication,
which was created to help drivers assess situations and prevent ac-
cidents. The results showed that the system can assist drivers and
improve safety.

An example of a tertiary system in the span is study Nr.13, which
studied haptic feedback from a touch screen interface. The results
indicated user acceptance of the haptic feedback and preference for
multi-modal feedback. Another tertiary system in the span is the
study Nr.21 that evaluated push switches both in and out of a vehi-
cle that investigated the effect of context. The result of the study was
that customers partially discriminated in the feel of the switches.

From 2010 to 2014, a total of 32 different systems were devel-
oped. Study Nr.51 is a secondary system developed in the span.
This study focused on developing a full-windshield HUD interface
that aimed to increase the driver’s awareness and response time in
low visibility conditions. The HUD represents a minimalist form of
real objects that offers a form of guidance on the motorway. study
Nr.37 is another secondary system developed in the span. This
study designed an automotive HMI that displays road signs in the
tachometer and split-screen on the navigation map to protect chil-
dren at a school bus stop. A tertiary system, study Nr.49, developed
in the span, designed a climate control system with automatic cli-
mate control. Another tertiary system study Nr.63 examined ways
to optimize automotive displays under heavy light and creates an
image enhancement algorithm that optimizes the perception of au-
tomotive HMI for bright ambient light.

In 2010-2014, secondary and tertiary systems had a small differ-
ence, in the amount of systems developed. However, in 2015-2021,
there was no notable difference to developed tertiary and secondary
systems developed. This indicates that more systems are being de-
veloped in automotive HMI for entertainment while driving and cor-
responds with how the evolution of automotive HMI has been as
described in [16].

Table 3: Category of systems five year spans

2005-2009 2010-2014 2015-2021 Total:
Primary 1 0 2 3
Secondary 10 19 27 56
Tertiary 9 13 29 51
Total: 20 32 58

From 2015-to 2021, a total of 58 systems were developed. An ex-
ample of a secondary system being developed in the span of 2015-
2021 is study Nr.34. This HMI looks at an Automotive Advanced
Driver Assistance System (ADAS) that warns drivers of pending dan-
gers. This study tests an emotionally adaptive voice alert system
that changes the voice alerts depending on the drivers’ mood. This
is done using a Deep Learning-based emotion recognition system.
Another secondary system from the span is study Nr.72. This study
examines how to design the take-over-requests when an automated
vehicle tells the driver to control the vehicle.

An example of a tertiary system is study Nr.14, which devel-
oped and tested four different voice assistant personalities for in-
car speech interfaces in a real-world driving study. The results of
the study showed that users had higher likability and trust in assis-
tants that matched their personalities. Another tertiary system in
the 2015-2021 span is study Nr.2, which compares three different
interaction forms for automotive HMI in a vehicle. These three inter-
action forms are physical, digital, and voice. From a user satisfaction
point of view, the users preferred voice interaction. However, users
needed a longer time to finish tasks with this interaction form.

As seen in Table 3, the number of developed systems sees a notable

6



increase in each span. An indication of why is that automotive ve-
hicles in general, from low-end to luxury cars, have more software,
and it is possible to have more systems embedded. [17]

Over the spans, primary systems have little activity wherein 2010-
2014 it did not see any. However, from 2015 to 2021 two primary
systems have been developed. study Nr.26 is one of those primary
systems which creates a haptic feedback pedal for better driving
performance to reduce battery consumption in an electric vehicle.
study Nr.91 is the other primary system developed in 2015-2021.
This system is a user-defined voice and mid-air gesture command
to maneuver an automated vehicle.

5 Discussion
The results of this study show that observation is the most used tech-
nique for including the users in the development phases as seen in
Table 4. It is followed by questionnaire, applied research, and inter-
view respectively. Compared to [8], it can be seen that some of the
same techniques are present in the top four most used techniques,
which can be seen in Table 2. However, techniques like observation
were seen noticeably more used in the results of this study com-
pared to the results in [8].

Table 2: Top Four Used Techniques
This Article (N=140) Results from[8] (N=134)
Observation (n=57) Questionnaire (n=66)
Questionnaire (n=38) Interview (n=24)
Applied Research (n=32) Observation (n=18)
Interview (n=10) Self Report (n=17)

Observation is present in both results but the number of times it
has been utilized is different. It is utilized 57 times in the automo-
tive research field according to the results of this paper but only 18
times in the overall results from [8]. The difference between these
two studies is that [8] studies everything which revolves around UX
in the software engineering field.

For some applications or software, this seems to be a minor in-
convenience as the risk of testing software in the field can be rather
risk-free or the consequences can be somewhat manageable de-
pending on the risk of the system. Systems, which are developed
for the driver of a vehicle, can affect the driver’s performance and,
thereby, affect the reaction time from an incident that happens to the
driver taking action to avoid events leading to accidents involving
humans.

By introducing simulations the developers have the opportunity
to deploy the product in a more or less real-life scenario to test and
verify some of the requirements set for the system. If a system is
built as a primary or a secondary category, the results should im-
prove the driver’s performance or at least keep it steady. In the case
of the tertiary systems, the driver performance can be impacted but
should be in accordance with the guidelines in [18].

Even though observation seems to be the way to go for most soft-
ware solutions, the catch of using it needs to be considered. If the
system developed is very simple, and the risk of a system failure
is considered low, observations of the product in a realistic environ-
ment can be expensive and time-consuming.

6 CONCLUSION
This paper’s main objective, was to answer the research question;
What techniques are used in the research literature to design and
evaluate automotive HMI’s?. To answer this, we conducted an SLR,
to identify primary studies that were relevant to the research ques-
tion.

A total of 87 primary studies were found for our study. These pri-
mary studies were then categorized based on their data extracted.

Looking at the accumulated number of primary studies from
2005-2009, 2010-2014, and 2015-2021, revealed that each span
saw an increase in the number of publications in the context of the

SLR. The usage of the techniques showed that observation and
questionnaire covered 73% of the total technique usage in the span
of 2005-2021. Furthermore, interview, focus group, self report, and
expert evaluation covers a total of 13% and applied research covers
14%. The rest is covered by These two techniques were roughly
used the same number of times in 2005-2009 and 2010-2014, how-
ever, in 2015-2021 observations pulled notable ahead. The most
common way the techniques are used is in combination with other
techniques, such as observation and questionnaire. Interviews were
only used coupled with other techniques.

The primary studies also revealed that 78% of the data collected
was quantitative data. The data was used to get an understanding of
how the users used the respective automotive HMI based on driver
performance parameters. These data were then analyzed with sta-
tistical data analysis. The qualitative research collected was used to
understand why the users used the automotive HMI as they did.

The most researched systems in the primary studies were sec-
ondary and tertiary with no notable difference. The kind of sec-
ondary and tertiary systems developed varied from ADAS systems
to evaluating interaction forms. Primary systems saw little to no de-
velopment, however, from 2015 to 2021 two primary systems were
developed. One of these primary systems was a user-defined mid-
air gesture command to maneuver an automated vehicle and a hap-
tic feedback pedal for better driving performance.

Future Work
The technique usage discovered in this article, revealed that the
techniques are used intertwined. Future research in the area, could
look into the pros and cons of using the different techniques with
each other, and find the most optimal mix, with respect to time, cap-
ital, and efficiency. As such, one would have to look at what the dif-
ferent techniques bring to the development of automotive HMI and
how they are used.

The search query was made as a "one type fits all". A future study
could manipulate the searching process to include multiple search
queries, one for each database, in order to see if this could have an
impact on the results.
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ABSTRACT
The use of handheld mobile phone while driving has been illegal in

Denmark since 1998. Still, every tenth driver in Denmark has written
a text message while driving. The objective of the study, is to inves-
tigate the possible effects of texting while driving using a HUD with
voice-to-text interaction compared to a mobile phone in a simulator.
A first low fidelity prototype was created using existing state-of-the-
art HUDs from Audi, BMW, and Nissan. The prototype was evalu-
ated with 8 participants and the design was corrected according to
their feedback. 16 participants were invited to drive the simulator
with no traffic congestion other than a leading vehicle, while receiv-
ing and answering text messages using a mobile phone and the de-
signed HUD. Results show that using a HUD enables the driver to
maintain their lane better than when they used a mobile phone. The
participants also wrote longer messages when replying through the
HUD.

KEYWORDS
Head-Up display; Human-Machine Interaction; Automotive Engi-
neering; Automotive; Simulator

1 INTRODUCTION
The usage of handheld mobile phones while driving has been illegal
in Denmark since 1998 and is also illegal in 24 states in the USA[1],
[2]. However, the use of handheld mobile phones is still a problem to-
day. Furthermore, in Denmark, every tenth driver in 2018 has written
a text message on the phone while driving[3]. Mobile-phone-related
crashes in the USA have seen no reduction from 2016 to 2019. Fur-
thermore, 1/3 of all mobile-phone-related accidents in the USA are
made by people aged 20-29. [4]–[6]

A possible solution to mobile-phone-related accidents and texting
while driving can be seen in [7]. The paper explored the effects a
Head-Up Displays(HUD) with a 3x4 keypad mounted on the steering
wheel had on driver performance. The HUD showed improvements
to some driver performance variables, such as lane crossings and
glance period away from the road, when comparing it to a QWERTY
display. The paper also explored the possibility of using voice-to-
text, however, at the moment of the article they found them unreli-
able and inefficient. However, since this research, voice assistant
systems have seen exponential growth in understanding the users
and what they want. [8], [9]

A HUD displays information on the windshield in the line of vision
from the driver. More traditional displays, also called Head-Down
Displays(HDD), requires the driver to look down and away from the
traffic environment. An HDD will most likely be placed in the centre
counsel together with the radio and climate controls. [10]

This paper explores how voice-to-text-based interaction with a
HUD during simulated driving affects the driver’s performance.

This paper will first design mock-ups of a HUD. Different elements
which affect the readability and usability will be explored to single out

a recommended design for future HUDs used for text-based com-
munication. These mock-ups are then presented to users to gather
qualitative data about the presented mock-ups. The conducted ex-
periment, with the refined mock-up, will then be described. Lastly,
the results of the experiment will be presented and discussed.

2 DESIGNING THE HUD
This sections describes the method used to for gathering quantita-
tive and qualitative data about the participants and the presented
designs.

2.1 Prototypes
The first draft created can be seen in Figure 1. It was based on HUD
designs from Audi, BMW, and Nissan. They all shared similar de-
sign features like speedometer and GPS. The HUD presented in a
high-end BMW included a large additional section containing infor-
mation regarding the condition of the vehicle. This area will be used
for text-based communication in the designed HUD.

Figure 1: First draft for the HUD

Figure 1 represents the overall blueprint for the HUD. This contained
the necessary elements and the general placement of there. The
speed will be on the left side of the HUD and the text-based commu-
nication will be on the right side of the HUD. The interaction options
are placed in the bottom part of the text. The early prototypes had a
coloured background to emphasize options the user would have to
interact with the HUD. The refined prototypes can be seen in Figures
2-3. The prototypes had three different variants with three different
background transparencies.
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Figure 2: Refined version of the HUD with all information present

Figure 3: Refined version of the HUD with limited information
present

The main difference between Figure 2 and Figure 3 is the amount of
information presented in the HUD and the guiding text in the lower
part of the HUD. The first type only had the most necessary infor-
mation(Who sent the message) for the user to understand that a
text message had been received(not displaying the text itself) and
the other contained everything. Figure 2 displays the speed on the
left and the received message on the right. The two commands
"Besvar"(Answer) and "Afslut"(Cancel) is supported by a guiding
word "Kommando"(Command) to emphasize that these are voice
commands for interaction. Figure 3 displays the speed on the left,
the name of the sender on the right, and the commands at the bot-
tom have been trimmed down a bit. Figure 2-3 was shown to the
participants, and based on their feedback a final prototype was cre-
ated to be implemented in the simulator used for the experiment.

2.2 Participant
Eight participants evaluated the prototypes. The participants were
distributed evenly between males and females. The average age
of the participants was 25.63 (SD=2.62). The driving experience of
the participants ranged from 0-3 years(n=1), 5-7 years (n=3), 7-10
years(n=3), and 10+ years(n=1) of experience.

Table 1: Demographic Data of the Participants

Number of Participants 8

Males 4
Females 4
Mean Age 25.63
Standard Deviation 2.62

Driving Experience n
0-3 Years 1
3-5 Years 0
5-7 Years 3
7-10 Years 3
10+ Years 1

2.3 Data Collection & Analysis
The demographic questionnaire was collected using Google Anal-
yse. It allowed for a quick overview of the collected data via auto-
generated diagrams. The data was exported to a spreadsheet for
further analysis.

The participants was interviewed in order to provide their prefer-
ences about the HUD. Windows Voice Recorder was used to record
the interviews. One participant could not make it for a physical in-
terview. This interview was recorded using Open Broadcaster Soft-
ware[11].

The recordings were played back, and notes were taken about
the participant’s preferences. These were used to determine flaws
in the design and improve the design.

2.4 Procedure & Setting
The participants were instructed to fill in a questionnaire to gather
demographic data.

The participants were then informed about how the interview
would be executed. This meant explaining to the participants that the
interview would be recorded(sound only) and how their data would
be handled and anonymized.

The first part of the interview was used to gather information
about the participants’ usage of different systems while driving and
how much time and effort they put into using these systems.

In the second part of the interview, the participants were intro-
duced to different designs of a heads-up display for texting. Here
the participants were instructed to provide feedback about each de-
sign and an overall impression of the design. This part used a
semi-structured interview to provide more qualitative feedback about
the designs. The total time used per participant was around 25
minutes(± 5 minutes).

The questionnaires and interviews were conducted in a project
room at Aalborg University.

2.5 Results
This section contains the results from conducting the interviews and
further analysing of the outcome. It is split into two sub-section, each
containing the feedback for different part of the HUD.

2.5.1 HUD Interactions
Every participant understood that the bottom bar of the prototype
presented the options for interaction. It was unnecessary with a word
specifying that it was commands, the user could choose. Two partic-
ipants suggested that the design could be customizable as the user
got more familiar with the flow of the interactions.

The green colour received positive feedback from seven partici-
pants and the last participant could see an issue by using colours
often seen in traffic. When asked about improvements to this sys-
tem, all participants agreed that using colours to indicate the options
could be improved by introducing multiple colours to point out dif-
ferent options. The colour layout could then mimic the colours from
answering or denying a phone call. This would make the "View text"
and the "Answer" field green and the "Cancel" field red.

One participant wanted to move this bar to the top of the HUD
instead of having it at the bottom. It caught his eye too much and
preferred it to be placed closer to the traffic instead.

2.5.2 HUD Visuals
The participants gave some examples of messages that could be
used in one of the two prototypes. If a text message is advertising
something or can be ignored, the prototype with limited information
would be preferable. One participant stated that if they wanted to
see the message most of the time, this could be annoying to have
this extra interaction. A solution to this was presented by a partici-
pant. A participant suggested that a list of contacts could be made to
allow messages from these to be displayed in the HUD. Every other
message from contacts not on the list will not be displayed.
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The prototypes displaying all information were missing information
about the contact sending the message. Seven participants sug-
gested a title above the message itself to contain this information.

Seven participants preferred 50% transparency when it comes to
the background. Only one preferred it to be around 25%. The 50%
transparency was preferred as the text was easier to read while not
dimming the traffic behind it too much. Two participants stated that
if the sun was shining, lower transparency might be preferable. A
participant was concerned about the visibility of vehicles or alike be-
hind the HUD if the transparency got too low. The ability to adjust
the transparency to solve this was first brought up by a participant.

2.5.4 Final HUD
Figure 4 represents the first interaction the user sees when receiving
a message. The overall placement of elements has not changed. In
addition to the prototypes mentioned above, the final prototype in-
cludes a heading to display the sender. The interaction menu at
the bottom splits into two options with designated colours for each
option: One for "Besvar"(Answer in English), which has the green
colour and one for "Afslut"(Finish in English).

Figure 4: Refined version of the HUD with all information present

Figure 5 is the interaction if the user chooses to answer a message.
The design is similar to that in Figure 4 but with the addition of the
"Rediger"(Edit in English) option.

Figure 5: Refined version of the HUD with limited information
present

3 EVALUATING THE HUD
This section goes through the experiment conducted for the de-
signed HUD: It will consist of the method used and the results of
the experiment.

3.1 Method
This section introduces the participants in the study, the apparatus
and setup used in the experiment, the task the participants had to
do, and the experimental procedure.

3.1.1 Participants
As seen in Table 2, eight females and eight males participated in the
experiment. All participants were required to fill out demographic
data using a questionnaire. The mean age of the participants was
25.38 (±2.22) age. Every participant had either normal or corrected-
to-normal vision. Most of the participants had 5-10 years of driving
experience.

Table 2: Demographic Data of the Participants

Number of Participants 16

Males 8
Females 8
Mean Age 25.38
Standard Deviation 2.22
Normal Vision 7
Corrected Vision 9

Driving Experience n
1-2 Years 1
3-4 Years 2
5-10 Years 11
11-20 Years 2

3.1.2 Apparatus & Setup
The apparatus for the experiment consisted of a self-developed
driver-centred environment, as shown in Figure 6. The Simulator
was constructed in a group room at Cassiopeia, The University of
Aalborg. One 50-inch monitor, a driver’s seat, G29 Logitech steer-
ing wheel and pedals were used for the environment. The reso-
lution of the monitor used was 1920 x 1080. The computer used
in the experiment had a 3.60 GHz Intel Core i9-9900K processor
and 16GB 2666MHz DDR4 memory. The GPU specifications were
NVIDIA GeForce RTX 2080 8GB. To track the participant’s eyes on
the screen, Tobii Eye Tracker 5 was used. To record the screen
with the eye tracker active (without the participants seeing the eye
tracker), OBS was used.
The software used for the simulator was Carla Simulator[12] which
is mainly written in C++ and Python. The Carla Simulator uses a
server-client architecture where the server is written in C++ and the
clients use Python. The server side was used unchanged at version
0.9.13. Two clients were built to match the needs of this experiment:
(1)A leading vehicle and (2)A client vehicle controlled by the partici-
pants.
The leading vehicle utilized the existing self-driving abilities in the
Carla Simulator and only minor changes to controls and starting po-
sition had to be made. Since the Carla Simulator is optimized for
developing self-driving agents, the Python script used for the client
vehicle had to be built from scratch.

In addition to the two clients, a message script was developed to
control the HUD. This was created using Python and used a local
area network to communicate.

3.1.3 Tasks
The task was conducted using the developed HUD and a mobile
phone with Messenger(Meta Platforms Inc) installed. For each of
the two methods, the participants had to go through 2 types of tasks
regarding text-based communication: (1)Read aloud and (2)Read
aloud and reply.

For the first type of task, the participants were instructed to
read the received message aloud. By reading aloud, the observers
could verify that the message received was understood and not just
skipped.
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Figure 6: Driving simulator used in the experiment, showing HUD and phone usage

For the second type of task, the participants were instructed to read
the received message aloud and reply to it as well. This puts an
additional load on the participants by forcing them to reply to a given
message. The reply had to fit into the context of the message re-
ceived. If the message stated "Where are you right now?" a re-
ply which was related to any location would be accepted, and the
task would be marked as completed. To reply to a message on
the phone, the participants had to write on the touch keyboard in
messenger and send it. For the HUD, the participants had to say
"Besvar"(Reply in English) and then say aloud their reply. When their
answer appeared in the HUD, they had the choice of either sending
the message by saying "send"(Send in English) or editing the mes-
sage by saying "Rediger"(Edit in English). By editing a message,
they had to say the full message again. The button "Afslut"(Close
in English) was also available at this time, but the participants were
told to not to use it when replying to a message.

Each type of task, was performed three times for both the HUD
and the mobile phone giving a total of 12 tasks per participant.

A task would start when the participants grabbed the phone, or
the HUD appeared on the screen. To signal a task was ready on the
phone, the phone notified the participants with a sound and vibra-
tion. When a participant finished the task, they had to put the phone
down or say "afslut" when it was the HUD. However, when the par-
ticipants had replied to a message on the HUD, they would need to
say "send", and the HUD would disappear after 3 seconds.

The researchers used Wizard-of-Oz to send the messages that
the participants had to read aloud and read aloud and reply with
an external computer. Furthermore, the reply to the messages that
the participants would say to a received message on the HUD, was
typed in by a researcher where it would then appear in the HUD.

3.1.4 Procedure
Participants first filled in their demographic information, driving expe-
rience, and quality of vision by questionnaire when starting the ex-
periment. Participants were asked to sit in the driving simulator and
get comfortable with the seating position. When the participant was
comfortable with the driving position, they were asked to accustom
themselves to the driving simulator. When they were comfortable
with driving in the simulator, they would tell us with self-report. To
give the same explanation to every participant, a script was followed,
so every participant got the same information about what they had

to go through in the experiment. Every participant practised using
the HUD and the phone before the experiment started. The practice
consisted of having a test task on the HUD and the phone as it would
be in the experiment.

While doing the tasks, the participants were instructed to follow a
leading vehicle while staying in the same lane and maintaining the
same speed as the leading vehicle. It was also explained that they
had to keep the same speed as the leading vehicle throughout the
experiment. A suburban area with highways, traffic lights, and no
traffic congestion, except for the leading vehicle, was selected as
the environment for the experiment. This was to isolate the effects
of variables to only the leading vehicle and not other vehicles.

The participants all followed the same route with the leading ve-
hicle. However, it was balanced whether they started with the phone
or the HUD and if they had to start with read aloud or read aloud
and answer. When the participants felt ready, they would start with
their assigned task. After the participants had completed their task,
they were asked to assess their subjective workload using the mod-
ified Cooper-Harper rating scale. They were then provided with rest
time to avoid fatigue and simulator sickness. The participants self-
reported when they had enough rest and were ready to continue
the second task. After the participants finished the experiment, a
semi-structured interview was conducted to provide user feedback.

3.1.5 Data Collection & Analysis
Video material from the simulator screen was produced of the partic-
ipant’s eye movements when looking at the screen. This video ma-
terial was produced by OBS and an example can be seen in Figure
7. The eye movement of the participants was manually analyzed for
eye glance behaviour. To guide the data collection for eye glances,
two patterns were identified. For data analysis, the videos with the
eye glances will be examined, and common eye glance behaviour
will be grouped together.

The data collected from the simulator were lane crossings, dis-
tance to the lead vehicle, the speed difference between the leading
vehicle and the participant’s vehicle, crashes, and task completion
times. This data was logged automatically by the simulator with half
a second interval. Task completion time is defined by the descrip-
tion of starting and finishing a task in section 3.1.3 for the mobile
phone and HUD. A crash is defined as when the participant drives
into the leading vehicle or objects in the environment. Lane cross-

4



ings are when the participants unintentionally cross the stripes in the
road. The participants’ subjective workload, using the HUD and the
Phone, was collected with the modified Cooper-Harper rating scale,
where the participants rated their workload from 1 to 10, where 10 is
the highest possible workload. Furthermore, the average word’s Pr.
response when answering a message was also collected and ana-
lyzed. The semi-structured interview at the end of the experiment
was to get the participant’s opinion of interacting with the HUD and
the Phone and what the main differences between the two were.

The data collected during the tasks were cleaned manually and
organized using Excel. For statistical data analysis on the data, Ex-
cel and IBM Statistic was used. We used Shapiro-Wilk to test for
normality distribution in the data. We performed Related-Samples
Wilcoxon Signed Rank Test and Paired-samples t-test on non-
normally distributed data and normally distributed data, respectively,
with the condition of the device used as a within-subject factor.

Figure 7: Screen Snip of A Participants eyes Tracked on Screen

3.2 Results
This section describes the results of the experiment with the HUD,
grouped into the different data collected in the experiment. The
data from speed difference when receiving a message, lane cross-
ing when receiving a message, average words used pr. message,
and subjective workload were not normally distributed. The rest of
the data was normally distributed.

3.2.1 Results of Speed Difference
A Related-samples Wilcoxon Signed Rank Test and paired sampled
t-test was calculated to see if the speed difference between the lead-
ing vehicle and the participants’ vehicle had a statistical significance
while doing a task. The speed difference, when only receiving a
message, was not statistically significant (z = −0.57, p = .57, r =
1) for Phone (M = 11.90, SD = 5.88) and HUD (M = 11.96, SD =
3.23) as seen in Table 3. The difference in mean between the ex-
perimental conditions was 0.06. The variance for the HUD and the
phone is 10.42 and 34.56, respectively.

Table 3: Results of Related-samples Wilcoxon Signed Rank Test for
Speed difference When Receiving a Message

Phone HUD
N 16 16

Mean 11.9 11.96
Variance 34.56 10.42
Standard Deviation 5.88 3.23

Standardized Test Statistics -.57
Total N 16
P-Value (2-sided test) .57

Cohen r 1

The speed difference when receiving and answering a message, for
Phone (M = 11.63, SD = 4.02) and HUD (M = 11.99, SD = 2.69) was
not statistically significant (t(15) = .31, p = .76) as seen in Table 4.
The mean difference between the HUD and the Phone is 0.33, with
HUD having the higher mean. The variance of the HUD and phone
is 7.24 and 16.19, respectively.

Table 4: T-test for Speed Difference when Receiving and Answering
a Message

Phone HUD
N 16 16

Mean 11.63 11.99
Variance 16.12 7.24
Standard Deviation 4.02 2.69

Pearson-Correlation .12
Df 15
T-Statistical .31
P(T<=t) Two-tail .76
T-Critical two-tail 2.13

3.2.2 Results of Lane Crossings
As seen in Table 5, lane crossings when receiving a message only
are statistical significant (z = 2.27, p = .03, r = 0.4) for Phone (Md
= 1.29, SD = 1.05) and HUD (M = 0.67, SD = 0.21). This implies that
the participants had fewer lane crossings when using the HUD to
receive messages. Furthermore, the variance for HUD and Phone
is 0.21 and 1.05, which implies that the participants, in general, had
fewer lane crossings when using the HUD.
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Table 5: Results of Related-samples Wilcoxon Signed Rank Test for
lane Crossing When Receiving a Message

Phone HUD
N 16 16

Mean 1.29 0.67
Variance 1.05 0.21
Standard Deviation 1.03 0.46

Standardized Test Statistics 2.27
Total N 16
P-Value (2-sided test) .02

Cohen r 0.4

The results of the statistical analysis of lane crossings when receiv-
ing and answering messages can be seen in Table 6. The result
showed, that Phone (M = 2.25, SD = 1.63) and HUD (M = 1.21, SD
= .68) it was statistical significant (t(15) = −2.39, p = .03). The
variance of HUD and Phone was 0.46 and 2.64, respectively. This
implies, as with when only receiving a message, that the participants
had fewer lane crossings with the HUD when responding to a mes-
sage.

Table 6: T-test for Lane crossings when Receiving and Answering a
Message

Phone HUD
N 16 16

Mean 2.25 1.21
Variance 2.64 .46
Standard Deviation 1.63 .68

Pearson-Correlation .02
Df 15
T-Statistical -2.39
P(T<=t) Two-tail .03
T-Critical two-tail 2.13

A reason why lane crossings were significant when using the HUD
to text can be found in the interviews from the experiment. Six of the
participants reported in the interview that it had an impact on their
performance that they could have both hands on the steering wheel
while texting, as it was easier for them to hold the vehicle in its lane.

3.2.3 Results of Task Completion Time
To see if participants were faster when doing tasks on the HUD than
on the phone, the task completion time was used. A two-sample
t-test was conducted to see if the completion time for receiving or re-
ceiving and answering had a statistical significance. The statistical
analysis for receiving a message only can be seen in Table 7. The
results show that Phone (M = 8.7, SD = 3.28) and HUD (M = 7.06,
SD = 1.75) task completion time, when only receiving a message, is
not statistical significant (t(15) = −2.40, p = .053). Furthermore,
the variance for the HUD and the phone are 3.07 and 10.75, which
is significantly higher.

Table 7: T-test for Completion Time when Receiving a Message

Phone HUD
N 16 16

Mean 8.7 7.06
Variance 10.75 3.07
Standard Deviation 3.28 1.75

Pearson-Correlation .37
Df 15
T-Statistical -2.10
P(T<=t) Two-tail .053
T-Critical two-tail 2.13

Table 8 shows the results of the statistical analysis for completion
time when receiving and answering a message. The statistical anal-
ysis for Phone (M = 14.98, SD = 3.30) and HUD (M = 13.93, SD
= 4.27) revealed that task completion time was not statistical signif-
icant (t(15) = −0.93, p = .36) when receiving and answering a
message.

Table 8: T-test for Completion Time when Receiving and Answering
a Message

Phone HUD
N 16 16

Mean 14.98 13.93
Variance 10.91 18.24
Standard Deviation 3.30 4.27

Pearson-Correlation .32
Df 15
T-Statistical -.93
P(T<=t) Two-tail .36
T-Critical two-tail 2.13

3.2.4 Average Words Pr. Response
To get a better understanding of how many words a participant chose
to respond to a message, a Related-samples Wilcoxon Signed Rank
Test was conducted. The results show that Phone (M = 1.79, SD =
.34) and HUD (M = 3.1, SD = 3.52) average words, when answer-
ing a message, is statistical significant (z = −2.67, p = .008, r =
0.47), as seen in Table 9. The variance for phone and HUD is .34
and 3.52, respectively. This implies that, in general, a participant
would use longer sentences when answering a message using the
HUD.
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Table 9: Results of Related-samples Wilcoxon Signed Rank Test for
Average Words used pr. Answer

Phone HUD
N 16 16

Mean 1.79 3.1
Variance 0.34 3.52
Standard Deviation .58 1.88

Standardized Test Statistics -2.67
Total N 16
P-Value (2-sided test) .008

Cohen r 0.47

3.2.5 Results of Glance Patterns - HUD
Reviewing the footage of the eye tracker revealed some recurrent
patterns for glance times when using the HUD. The usage of the
patterns can be seen in Table 10.

The first pattern observed was a two-second initial glance fol-
lowed by 2-4 glances using one second or less. The first initial
glance was generally used to acquire an understanding of the text
message as a whole. This was followed by up to 4 glances which
seemed to be used for ensuring that keywords from the text were
understood correctly before terminating the text or replying. The
second pattern was used if a text message consisted of multiple
sentences or was split into multiple lines. The participants used two
glances(one for each sentence/line) followed by 2-4 glances per sen-
tence/line to clarify some words.

Table 10: Demographic Data of the Participants

Glance Patterns Receive Receive & Answer

First Pattern 27 33
Second Pattern 13 8
Other 6 5
Unknown 2 2

The first pattern was used 62.5% of the time(n=60), shared between
the two types of tasks, while the second pattern was used in 21.9%
of the time(n=21) In Table 10, the Other pattern is covering for other
patterns observed while reviewing the footage. Examples of Other
patterns are reading for longer periods without focusing on the traf-
fic(More than 2 seconds) or only using small glances repeatably.
Four of the tasks are unknown with regards to the pattern as the eye
tracker did not fully obtain the information needed.
The interviews in the experiment revealed that every participant re-
ported that the HUD had an advantage over mobile phone. This
advantage was that texting with the HUD while driving, the partici-
pants reported that they could still follow what was going on with the
leading vehicle. Whereas, with the phone, they had to glance away
from the road and would therefore lose their situational awareness.

3.2.6 Results of Subjective Workload Score
Since the collected data for the subjective workload in the modi-
fied Cooper-Harper scale was not normally distributed, it was cho-
sen to do a Paired Related-Samples Wilcoxon Signed Rank Test
for significance. The results of the statistical analysis can be seen
in Table 11. The test shows that the median differences are sta-
tistically significant for the subjective workloads of phone and HUD
(z = 3.54, p =< .001, r = 0.62).

Table 11: Results of Related-samples Wilcoxon Signed Rank Test
for Subjective Workload

Subjective Workload

Standardized Test Statistics 3.54
Total N 16
P-Value < .001

Cohen r 0.62

Comparing the medians of the subjective workload for HUD and
Phone seen in table 12 reveals that the median for HUD and Phone
is two and eight, respectively. This implies that the subjective work-
load decreases when using the HUD for text-based communication.
Furthermore, the upper whisker for the HUD is 2, whereas the lower
whisker of the phone is 4. This implies that the perceived subjective
workload is higher when using the phone for texting than using the
HUD.

Table 12: Box Plot Data for Subjective Workload

Phone HUD
N 16 16

Upper Whisker 10 2
3rd Quartile 9 2
Median 8.5 2
1st Quartile 6.5 1.5
Lower Whisker 4 1

3.2.7 Number of Crashes
An important thing to do while driving a vehicle is not to crash the
vehicle.

Table 13 shows the number of crashes during the different exper-
imental conditions. Every different driving task had crashes. The
driving tasks with the most number of crashes were Phone - Re-
ceive & Answer with four crashes. The overall crash rate during the
experiment was 12.5%, with eight crashes in 64 experiments.

Table 13: Number of crashes according to experimental conditions

Experimental Condition N Number of crashes

HUD - Receive 16 1
HUD - Receive & Answer 16 1
Phone - Receive 16 2
Phone - Receive & Answer 16 4

The number of crashes shows that it happens when driving and do-
ing a task simultaneously. Calculating the likelihood ratio for crashing
with the HUD rather than the phone showed one is 3.5 less likely to
crash.
The video material was further analyzed, and the reasons for ac-
cidents were grouped. Analysis of the video material revealed two
main reasons for crashing. These reasons are; not paying attention
to the leading vehicle and not paying attention to the environment.
As Table 14 shows, six of the crashes were caused by the partici-
pants not paying attention to what the leading vehicle did. The last
two crashes were caused by the participants not paying attention to
where the road was going.
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Table 14: Reasons for crashes

HUD Phone

Not paying attention to leading vehicle 2 4
Not paying attention to the road 0 2

4 DISCUSSION
Overall the results indicate that comparing the HUD for texting rather
than the phone has some impact on the participants driving perfor-
mance. The participants were better to steer the vehicle and have
significantly fewer lane crossings when receiving & receiving and
answering a message. Furthermore, the variance of the lane cross-
ings was also significantly lower when using the HUD. The subjective
workload for the participants was also significantly lower than using
a phone.

It was found by Virginia Research [13] that one texting while driv-
ing was 23 times more likely to crash. In this experiment, we found
that using the phone over the developed HUD for texting one was
3.5 times more likely to crash. This could imply that using the HUD
for texting is safer than the phone when driving. However, the test-
ing environment differs from the one used in our experiment, where
Virginia Research used real vehicles for testing and we used a sim-
ulator with no traffic congestion other than the leading vehicle. This
could have had an influence on the results of this experiment since
higher traffic congestion could lead to the participants needing to
focus differently.

While observing the video material, and the observation of the par-
ticipants under their tasks, it was discovered that the participants
had tendencies of looking at their phones, even though the signal
that a task was ready for the participants was not given. This could
suggest that it had an impact on the participants in the experiment,
that they were always aware and thought of the phone during tasks
that involved the phone. However, the participant’s eyes were not
tracked when they looked away from the screen of the simulator.

In the interview, the participants were asked about the usage of a
mobile phone while driving. Table 15 depicts the results of the inter-
view, regarding what degree the participants use their phones while
driving. Only three of the participants in the experiment have had
heavy usage of their phones while driving, whereas five had no us-
age at all. We tried looking at the collected average of the partici-
pants in each grouping in Table 15, based on the data collected on
lane crossing, task completion time, crashes, and speed difference.
However, this revealed no clear tendencies in driver performances
based on their experience using a mobile phone. This suggests that
experience did not have a factor in how a participant performed in
our simulator with the driving tasks.

Table 15: Degree of Phone usage of Participants

N 16

Heavy Usage (Texting etc.) 3
Light Usage (Change Song, See Notifications etc.) 5
Does Not Use 5
Used Legally (Phone In a Stand) 3

During the interview, the participants were asked about how they felt
driving the simulator and if they could relate it to real-world driving.
Table 16 depicts the participants’ answers grouped into categories.

As the results of the interview show over half of the participants felt
that the simulator was realistic, but had some shortcomings, such
as missing the mirrors on the side of each car. However, the partici-
pants who expressed this still believed that the simulator had a high
enough fidelity for the objective of the experiment. The participants,
that felt it was not realistic, explained it by stating they felt like they
were in a video game. One participant expressed that they would
have been more careful if driving a real car. This could have had an
influence on the results, that some of the participants did not believe
it was realistic and therefore possible made some choices, that they
would not have normally.

Table 16: Realistic Degree of Simulator from Participants View

N 16

Not Realistic 4
Realistic, But Had Shortcomings 10
Realistic 2

The completion time of the tasks between the phone and the HUD
showed no significance in the statistics test since the mean com-
pletion time for both tasks when using the HUD or the phone had a
small difference. However, there is a significant difference in how the
participants answered the messages. The results revealed that the
participants had a tendency to give longer answers when using the
HUD over the phone. This could imply that the participants feel safer
when using the HUD and therefore gives more detailed answers.

5 CONCLUSION
In this paper, we showed that using a HUD over a phone for texting
has an impact on driving performance. This impact is seen in lane
crossings, where participants had fewer of those when using the
HUD. Furthermore, the risk of being in a crash with the HUD was
3.5 times less likely. Completion time of the tasks showed no signif-
icance when using the HUD or the Phone, however, the participants
used more words to write their messages when using the HUD. The
participants reported that their subjective workload was significantly
lessened when using the HUD.

5.1 Limitations
A Limitation to this study, is that the experiment was conducted in
a controlled environment using a simulator. Therefore, the results
of the study can first be confirmed, if the HUD is being tested in
a real-life setting, with a real automotive vehicle. Furthermore, the
environment used in the study for testing the HUD had no traffic
congestion other than the leading vehicle. To further confirm our re-
sults, more research is needed with more life like traffic congestion,
with more vehicles, pedestrians, and cyclists. Furthermore the HUD
should also be tested with more variation to road types.

5.2 Future Work
For future study, it could be interesting to test the HUD with more
variables, such as glance behaviour with both the phone and the
HUD and see what effect the HUD would have on the user’s reac-
tion time. Furthermore, it could also be interesting to test the HUD in
a setting with different intensities of traffic congestion, such as low,
medium, and high, to see what effects it would have on the driver’s
performance.
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