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Abstract 

Background: Cisplatin is an efficient antitumor agent used as salvage treatment for DLBCL patients 

that have relapsed or become refractory to their first-line treatment (rrDLBCL). However, 

approximately 70% of rrDLBCL patients will again experience relapse of their disease after salvage 

treatment caused by various factors, such as resistance towards the drugs, including cisplatin. This 

leaves the patients with few therapeutical options and poor prognosis. Cisplatin resistance has been 

linked with overexpression of components of the DNA damage response (DDR), thus, inhibiting 

DDR during cisplatin exposure could plausibly improve cisplatin efficacy and response. 17AAG is a 

potent Hsp90 inhibitor that through binding to the Hsp90 complex leads to degradation of its clients 

including components of the DDR and have therefore been considered as an add-on drug to cisplatin 

treatment.     

Hypothesis: We hypothesize that 17AAG can sensitize DLBCL cells to cisplatin, whereby cisplatin 

resistance can be overcome.  

Methods: Two DLBCL cell lines, RIVA and SU-DHL-5, were investigated after treatment with 

cisplatin and 17AAG as single drugs and in combination, along with vehicle controls for effect on 

DNA damage, cell cycle distribution and apoptosis activity with flow cytometry. Additionally, cell 

viability was determined with cell counting assay and differential DDR protein expressions were 

investigated with quantitative proteomic analysis in the treated DLBCL cells through time. 

Results: Synergistic effects of combining 17AAG with cisplatin was observed in RIVA characterized 

by increased DNA damage, disturbed cell cycle distribution, increased apoptosis and decreased cell 

viability. However, synergistic effect in SU-DHL-5 was not observed, suggesting a cell line specific 

combinatory effects in resistant DLBCL cells, such as RIVA. Furthermore, tendencies of decreasing 

effect on expression of the DDR proteins MSH2 and MSH6 was observed for both cell lines after 

treatment with 17AAG, implying that the synergistic effects of cisplatin and 17AAG could at least 

partly be based on 17AAG’s inhibitory effect on DDR proteins.  

Conclusion: This thesis has discovered that 17AAG sensitizes cisplatin resistant DLBCL cells to 

cisplatin. Thus, constituting a potential treatment strategy to overcome cisplatin resistance.  
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1. Introduction 
1.1 B-cell development 

B-cells are a type of lymphocyte and key players in the humoral adaptive immunity by producing 

antibodies, also known as immunoglobulins (Igs) which identify, neutralize and clear antigen 

expressing pathogens [1]. The Igs produced by the B-cells are either secreted or expressed as a part 

of the surface transmembrane protein named the B-cell antigen receptor (BCR), depending on the 

differentiation step of the B-cell. Both forms of Igs can bind to antigens and in that way initiate the 

humoral immune response [2]. The BCR contains two heavy chain and two light chain Ig 

polypeptides that are linked by disulfide bridges (Figure 1A) [3]. The B-cells’ ability to bind a variety 

of antigens lies in the diversity and specificity of the BCR which is unique for each B-cell [2]. The 

BCR diversity is generated during early developmental stages of B-cells by rearrangement of the  

variable (V), diversity (D), and joining (J) Ig-gene segments, that constitute BCR’s heavy and light 

chains (Figure 1B) [4]. B-cell development starts in the bone marrow where pluripotent hematopoietic 

stem cells differentiate into precursor B-cells in  the developmental stages called early and late pro-

B-cells, pre-B-cells, immature B-cells and naïve B-cells (Figure 1C) [5]. At the early pro-B-cell stage, 

the first rearrangement of Ig-gene segments of the heavy chain is performed between the D and J 

segments. If the rearrangement of D and J segments is successful, the cell is considered as a late pro-

B-cell whereafter the D and J segment is recombined with a V segment. The generated functional 

VDJ segment will be spliced to the constant Igµ gene, generating the heavy chain that will be 

expressed along with surrogate light chain proteins as a pre BCR on a pre-B-cell [6,7]. If the pre BCR 

can bind to ligands in the bone marrow microenvironment it is rescued from apoptosis by positive 

selection confirming a functional Igµ chain. This induces signaling activation of proliferation and 

rearrangement of the V and J segments of the light chain to generate a complete BCR. An immature 

B-cell is characterized by a complete BCR with functional heavy and light chains and the immature 

B-cell will go through a negative selection to eliminate cells with autoreactive BCRs where the 

remnant cells will be considered mature naïve B-lymphocytes that can leave the bone marrow to the 

blood vessels and enter secondary lymphoid tissue for activation.  
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A                                B 

 
 

Figure 1: B-cell development and B-cell receptor (BCR) diversity process. A: The BCR is composed of two heavy 

chains and two light chains, constituting various Ig-gene segments (Variable (V), diversity (D) and joining (J) 

segments). The heavy and light chains are linked by disulfide bridges. B: The VDJ rearrangement process when heavy 

and light chains are generated under B-cell development. C: The B-cell developmental stages are early pro-B-cell, late 

pro-B-cell, pre-B-cell, immature B-cell and naïve B-cell. 

 

If the naïve B-lymphocytes encounter an antigen in the secondary lymphoid tissue, they become 

activated with help from antigen-specific T-cells, priming the germinal center (GC) that consists of a 

dark and a light zone (Figure 2). Upon activation, the B-cells differentiate into centroblasts that 

proliferate at high speed and generate the dark zone of the GC. Simultaneous to the high level of 

proliferation, the centroblasts undergo somatic hypermutation (SHM) of the V segments of the BCR 

[8]. SHM is initiated by the enzyme Activation-Induced Cytidine Deaminase that introduces 

mutations to the V-segment by deaminating the DNA nucleobase cytosine into deoxy-uracil (U). 

Normally, this mutation can be sufficiently repaired by the DNA damage repair (DDR) system of the 

cells. However, the B-cells exhibit higher tolerance for mutations induced during SHM, restricting 

the DDR to respond as the generated mutations lead to variations in the BCR affinity [9]. 

C 
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Subsequently, the centroblasts become centrocytes with hypermutated BCR expression and migrate 

from the dark zone and to the light zone of the GC [8]. Here, the centrocytes reencounter the antigen 

where only the centrocytes expressing BCRs with improved affinity to the antigen will survive 

whereas centrocytes that have developed lower BCR affinity will undergo apoptosis - a process called 

affinity maturation [8,9]. The centrocytes can go through this process multiple times by recycling 

between the dark and the light zone. Following affinity maturation, the centrocytes undergo class 

switch recombination (CSR) enabling a switch of the constant Ig gene that encodes the isotype of the 

cell resulting in change of which antibodies are produced (IgM, IgG, IgA, IgE or IgD) [9,10]. 

Ultimately, the B-cells can leave the GC and progress and mature into antibody-secreting plasma 

cells or memory B-cells (Figure 2) [7].   

 

Figure 2: Upon activation of a B-cell, the germinal center is generated where the B-cell differentiate into centroblasts 

that proliferate at high speed and undergo somatic hypermutations (SHM) resulting in centrocytes with various antigen 

affinity. The centrocytes travel from the dark zone and to the light zone where only the ones with improved affinity 

bind to an antigen and survive. The remainder centrocytes undergo class switch recombination (CSR) and ultimately 

differentiate into antibody-secreting plasma cell or memory B-cell.  
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Accordingly, the development of antigen-specific B-cells involves double stranded DNA breaks with 

three rearrangements of the Ig-gene segments in the bone marrow in addition to SHM and CSR in the 

GC, exposing B-cells to high levels of DNA damage. In addition, B-cells have high DNA damage 

tolerance with restricted DDR response where proliferation is maintained despite occurred mutations 

[9]. This increases the risk of malignant transformation where the tolerated genomic instability of the 

B-cells can lead to retained oncogenic mutations which can result in lymphomagenesis [11,12]. 

1.2 Lymphomas 

Lymphomas are a group of hematological malignancies arising from lymphocytes that constitute 

important cells of the immune system, such as B-cells, T-cells and natural killer cells [13,14]. 

Lymphomas are characterized by uncontrolled growth of cells that can invade surrounding tissues 

and organs [15]. The cancer cells acquire these capabilities by a series of genetic mutations and 

epigenetic changes that enable the cancer cells to thrive [16]. These capabilities have been described 

as the hallmarks of cancer [11], and include sustained proliferative signaling, enabled replicative 

immortality, resistance of cell death, evasion of growth suppressors, induced angiogenesis, and 

activated invasion and metastasis. Furthermore, two additional emerging hallmarks have been 

proposed, namely altered cellular metabolism and avoidance of immune destruction [18]. The 

hallmarks can be acquired by lymphocytes at various stages of their differentiation, resulting in 

lymphomas [14]. 

Lymphomas are broadly divided into two main groups termed Hodgkin lymphomas and non-Hodgkin 

lymphomas (NHLs), with the latter having a higher prevalence of approximately 90% [19,20]. In 

Denmark, approximately 1400 new cases of NHLs are registered every year [21]. A minimal number 

of NHL cases originates in T- and natural killer cells, whereas malignant B-cells account for 85% of 

the cases, of which the majority are diagnosed with diffuse large B-cell lymphoma (DLBCL) [19].  

1.3 Diffuse Large B-cell Lymphoma 

DLBCL is the most common type of NHL and accounts for 30-40% of NHL globally, making it the 

most prevalent lymphoid malignancy in adults [22]. Approximately 450 new DLBCL cases are 

diagnosed in Denmark every year [23]. The incidence of DLBCL is more prevalent in males and 

increases with age, thus, patients diagnosed are primarily elderly patients with a median age of 67 

years in Denmark [24,25]. The etiology of most DLBCL cases remains unknown. Distinctions are 

made between cases where the tumor arises de novo, referred to as primary disease, and where the 
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tumor arises by progression or transformation of indolent lymphoma, referred to as secondary [24,26]. 

DLBCL originates from medium or large-sized B-cells with large nuclei and grow in a diffuse pattern 

[27]. It is an aggressive disease usually involving single or multiple lymph nodes typically located on 

the neck, mediastinum, or abdomen. However, extranodal sites such as the gastrointestinal tract, skin, 

and head are seen in 40% of cases [22,24,28]. Approximately 30% of patients display B-symptoms 

including fever, night sweats and weight loss, as well as symptoms related to organ involvement. The 

patient’s blood sample can show increased serological protein biomarkers, including lactate 

dehydrogenase (LDH) and beta-2-microglobulin, which can help with diagnosis of DLBCL [22,24].  

1.3.1 Diffuse Large B-cell Lymphoma subclassifications 

DLBCL is a clinical, pathological and molecular heterogeneous disease, reflected in largely diverse 

patient groups with a 5-year survival rate variation of 30-80% [28]. Risk-stratification assessment of 

DLBCL patients have been developed with a clinical scoring system called International Prognostic 

Index (IPI) that is widely used in clinical practices for prognosis assessment and selection of treatment 

strategies [29,30]. The IPI scoring system is based on five risk factors related to pretreatment clinical 

characteristics where presence of each risk factor gives a score of 1. The five risk factors are: age >60 

at diagnosis, elevated LDH, extranodal involvement, Ann Arbor stage III or IV (determined by tumor 

localization) and Eastern Cooperative Oncology Group performance status >2 (determined by the 

extent of symptoms). The IPI (0-5) is scored according to numbers of present IPI risk factors, and 

assigns the patients into one of four risk groups: low risk (score 0-1), low intermediate risk (score 2), 

high intermediate risk (score 3) or high risk (score 4-5) [29]. Revised versions of IPI have been  

developed and introduce variances of the risk factor subcategorization, however, they have not 

replaced the original IPI which is still used as a standard procedure in clinical practice [30–33].  

Because of the molecular heterogeneous entity of the disease, numerous subclassifications of DLBCL 

exist based on gene expression and genetics [34–40]. The most frequently used classification system 

is based on gene expression profiling (GEP) of the tumor and divides DLBCL into cell-of-origin 

subclassifications: Activated B-cell-like (ABC) and Germinal Center B-cell-like (GCB), where 

patients assigned to the latter show superior prognosis after treatment with standard chemotherapy 

[22,34,41]. A small group of cases cannot be classified as either of those subclassifications and are 

consequently termed unclassifiable [14]. ABC and GCB present distinct stages in the B-cell 

development where GCB resembles centroblasts and centrocytes found in the GC, while the ABC 

resembles activated B-cells in the peripheral blood [34,42]. In addition to differences in clinical 
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outcome, the two subclasses differ in genetic alterations and pathogenesis [34,43].  

The transcriptional profile of GCB DLBCL patients resembles germinal B-cells that undergo ongoing 

SHM and CSR in the GC and are therefore characterized by highly mutative Ig-genes. Furthermore, 

mutations in genes involving histone methylation or acetylation such as gain of function of EZH2 and 

loss of function of EP300 are frequently detected in patients of the GCB subclassification as well as 

genes involved in B-cell homing pathway signaling, such as GNA12 and SIPR2 [22,39,40]. 

Moreover, the PI3K pathway and the JAK-STAT pathway are often mutated in GCB-DLBCL patients 

[22,40] (Table 1).   

Mutations observed in ABC DLBCL patients include alterations related to the BCR where somatic 

gain of function mutation in CD79B, which in complex with CD79A generates BCR signaling, is 

detected in 20% of cases [39]. Moreover, constitutive activation of the apoptotic nuclear factor kappa 

is a hallmark of ABC-DLBCL, which is caused by mutations in the Toll-like receptor signaling 

pathways. More than 20% of these cases are caused by somatic gain of function mutation of the 

MYD88 gene (Table 1) [22,39,40,44]. 

Chromosomal alterations are frequent in DLBCL and translocations of BCL6 are seen in 35% of 

DLBCL patients with two- to three-fold higher frequencies in the ABC subclassification. 

Translocations of BCL6 or BCL2 in addition to translocation of MYC are considered as double-hit 

lymphoma and triple-hit lymphoma if all three loci are affected where both cases present a particularly 

aggressive DLBCL [39,40]. 

 ABC GCB 

Prognosis Inferior prognosis Superior prognosis 

Origin Activated B-cells Germinal center B-cells 

Frequent 

mutations 

Activation of the B-cell receptor signaling 

(CD79B), Toll-like receptor signaling 

pathways (MYD88) and BCL6. 

Highly mutative Ig-genes, genes involving 

histone methylation or acetylation (EZH2, 

EP300), genes involved in B-cell homing 

pathway (GNA12 and SIPR2), P13K and 

JAK-STAT signaling pathway. 

Table 1: The main characterizations of Activated B-cell-like (ABC) and Germinal Center B-cell-like (GCB) cell-of-origin 

subclassifications based on gene expression profiling.  

Additional subclassification methods have been developed constituting genetic subclassifications for 

further guidance of prognosis and treatment stratification. These include a subclassification of 
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DLBCL based on genetic driver alterations that by integration with consensus clustering have 

subdivided DLBCL into 5 distinct clusters (C1-C5) [36] as well as the subclassification system based 

on genetic features within DLBCL that by a LymphGen algorithm have identified seven distinct 

genetic subclassifications [37]. 

The many subclassification strategies of DLBCL emphasize the molecular and clinical heterogeneity 

of the disease, which results in patient groups with highly variable biology, treatment response and 

outcome. The common aim of the subclassification systems is to provide insight to the pathology 

underlying the malignancy, which can aid the management of the different DLBCL cases to improve 

patient outcome. Accordingly, the first-line standard treatment of DLBCL includes a combination of 

multiple drugs in order to take in account inter- and intra-patient heterogeneity, and thus targeting 

multiple pathological factors within each tumor and between tumors [41].   

1.4 Treatment of Diffuse Large B-cell Lymphoma 

The first-line treatment of DLBCL is the immunochemotherapy regimen R-CHOP. It has been the 

standard therapy for DLBCL patients for over a decade and consists of rituximab (R), 

cyclophosphamide (C), doxorubicin (H), vincristine (O) and prednisolone (P) [22,45]. Despite the 

aggressive entity of DLBCL, approximately 60-70% of DLBCL patients are cured of the disease after 

treatment with the R-CHOP regimen [22]. However, 30-40% of the patients treated with R-CHOP 

will not be cured of the disease but relapse or develop refractory disease (rrDLBCL) [41]. Currently, 

the only curative options for these patients are salvage platinum-containing chemotherapy regimens 

followed by autologous stem cell transplantation [46,47]. The salvage regimens used in Denmark are 

most commonly R-DHAP (rituximab, dexamethasone, cytarabine/Ara C and cisplatin), R-ICE 

(rituximab, ifosfamide, carboplatin and etoposide phosphate) or R-GDP (rituximab, gemcitabine, 

dexamethasone and cisplatin) [24,48]. The drug cisplatin is involved in two-thirds of the common 

salvage treatment regimens for rrDLBCLs and is also used as a first-line treatment for several other 

cancer types because of its documented efficiency as an antitumor agent [49,50]. 

1.5 Cisplatin 

Cis-diamminedichloroplatinum(II) (cisplatin) was approved by the Food and Drug administration in 

1978 and has since been widely used as an effective anticancer drug. Cisplatin is a small molecule 

composed of one platinum atom bound to two labile chloride groups and two amides [49,50]. Upon 

administration, cisplatin travels through the blood and enter cells by passive or facilitated diffusion 
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and by active transport. Numerous transporters have been linked to uptake of cisplatin, such as 

SLC22, CTR1 and CTR2 [49]. When cisplatin enters the cells, it undergoes an aquation process as a 

consequence of the low chloride concentration in the cytosol (Figure 3A). By this process, one or two 

chlorides are replaced with water molecules which makes cisplatin a potent electrophile enabling it 

to react with a variety of biomolecules in the cell, primarily the DNA, forming DNA adducts. In more 

details, the platinum atom of cisplatin covalently binds to the N7-sites of purine bases resulting in 1,2- 

or 1,3-intrastrand crosslinks if the purines are on the same strand, and interstrand crosslinks if the 

purines are on opposite strands (Figure 3B)  [49,50]. The inter- and intrastrand crosslinks disrupt the 

structure of the DNA and subsequently block transcription and initiate cell cycle arrest to repair the 

cisplatin-induced DNA damage [49,50]. The cytotoxic effect of cisplatin lies in the large extent of 

DNA damage leading to unsuccessful DNA reparation that signals for apoptosis of the cell [50]. In 

that way, cisplatin causes apoptosis of tumor cells through inducing extensive DNA damage that 

activates DNA reparation and subsequently apoptosis when the DNA damage remains unrepaired. 

Thus, the DDR system is an important part of the antitumor effect of cisplatin [49]. 

A 

 

B 

 
Figure 3: Cisplatin mechanisms of action. A: The aquation process when cisplatin enters the cells involving a switch 

of cisplatin’s two chlorides with water molecules. This makes cisplatin a potent electrophile able to react with DNA 

of the cells. B: Cisplatin binds to the purine bases on the DNA resulting in intra- and interstrand crosslinks.  

The figure is adapted from [50]. 
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1.6 DNA damage repair  

The DDR system is a cellular tool to maintain human genomic stability accomplished by a network 

of cellular pathways that sense, signal and repair DNA lesions. Surveillance proteins monitor DNA 

integrity and activate DNA repair pathways as well as cell cycle checkpoints in response to DNA 

damage, to prevent potential harm to the cell [51,52]. DDR is an extremely important system in B-

cells because of their normal B-cell development involving rearrangement of the Ig-gene segments 

along with SHM and CSR that exposes B-cells to high levels of DNA damage, as stated in the first 

section [53]. In accordance, DLBCL is characterized by having the highest somatic mutational 

frequency among hematological cancers [54] and by having alteration frequencies in DDR genes in 

around 20% of cases [55].  

The DDR constitutes five major DNA repair pathways that are active through different stages of the 

cell cycle, allowing cells to repair DNA damage by activation of more than 250 different DDR related 

genes [51,52]. The five major pathways are termed base excision repair (BER), homologous 

recombination (HR), non-homologous end joining (NHEJ), nucleotide excision repair (NER) and 

mismatch repair (MMR) (Figure 4) [56]. Of the five major DDR pathways, NER and MMR are 

suggested to be most involved in cisplatin’s mechanism of action [50].  

 

Figure 4: An overview of the five major DNA damage repair (DDR) pathways: base excision repair (BER), homologous 

recombination (HR), non-homologous end joining (NHEJ), nucleotide excision repair (NER) and mismatch repair 

(MMR). The figure is adapted from [57] and modified.  
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The BER pathway is responsible for repairing small base lesions and single-strand breaks that do not 

significantly disrupt the structure of the DNA [58,59]. These lesions result from deamination, 

oxidation, or methylation, caused by spontaneous decay of DNA, environmental chemicals or 

radiation [58]. Briefly, BER is initiated by a damage-specific DNA glycosylase that removes the 

damaged base resulting in an abasic (AP) site that is cleaved by AP endonuclease 1 resulting in single 

strand breakage which is repaired by filling the gap with deoxyribonucleoside monophosphates by 

the DNA polymerase and subsequently sealed with DNA ligase [59,60]. This process is regulated by 

various proteins, mainly XRCC1, PARP1, and PARP2 [60]. 

In contrast to the BER pathway, HR and NHEJ pathways repair double-strand breaks (DSBs). Many 

DSBs are thought to arise endogenously mainly from ionizing radiation or ROS-induced DNA 

damage, which is elevated in cancer cells. NHEJ repairs up to 85% of DSBs induced by ionizing 

radiation (e.g., in anti-cancer treatment) by ligating DSBs, however, it is suggested to be an error 

prone process. It is active in all cell cycle phases, primarily in G0- and G1-phases. Through the NHEJ 

pathway DSBs are identified with ATM and MRN complexes (including MRE11, RAD50, and NBS1 

proteins) whereafter KU70 (also termed XRCC6) and KU80 (XRCC5) bind around the broken ends 

and recruit DNA-dependent protein kinase catalytic subunit (DNA-PKcs), forming the DNA-PK 

complex that generates DSBs rejoining [61,62]. In accordance, the HR pathway also utilizes the ATM 

and MRN complexes to identify DSBs but contrarily to NHEJ, is most active in S and G2-phases of 

the cell cycle. During HR, endonucleases remove one strand of the DNA duplex, located at the broken 

ends of a DSB to get a single strand that can be used for template for accurate resynthesis of DNA. 

The single strand anneals with the homologous regions in another DNA duplex and subsequently the 

gap, left by the damaged nucleobase, is filled. Thus, in a presence of homologous strand the DNA 

damage will be repaired via HR pathway and otherwise the NHEJ pathway [63]. 

The NER pathway repairs bulky DNA adducts generated by UV or platinum-based agents and is 

therefore one of the main mechanisms utilized through the cisplatin mechanism of action [50]. NER 

is divided into two sub-pathways termed global genome repair (GGR) and transcription-coupled 

repair (TCR) that differ in the process of recognizing the DNA damage whereafter they function 

analogously [50]. In GGR the entire genome is investigated for distortion in the DNA helix where 

the XPC protein in complex with RAD23B and CETN2 proteins recognize DNA lesions. 

Alternatively, if the lesion is not as destabilizing, it is recognized by the DNA damage binding 

proteins DDB1 which subsequently stimulates the binding of XPC [50,56]. The TCR sub-pathway is 

only activated during transcription when an RNA polymerase II is stalled by a lesion, which initiates 
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recruitment of the TC-NER specific protein CSA and CSB that further recruit additional proteins such 

as UVSSA, XAB2, and HMGN1. The CSA-CSB complex and additional components reverse 

translocate the RNA polymerase II resulting in an exposed lesion site [56]. After DNA damage 

recognition through either GGR or TCR, the TFIIH complex is recruited, and the pathway becomes 

shared. The TFIIH with additional XPB and XPG subunits unwind the DNA and recruit the 

endonuclease XPF/ERCC1. The XPG cleaves the phosphodiester chain at the 3’end and XPF/ERCC1 

cleaves the 5’end resulting in dual incision. Lastly, the oligonucleotide fragment that contains the 

lesion is excised, leaving behind a gap that signals for repair synthesis. Here DNA polymerase Ɛ and 

δ, with help of the accessory proteins RFC, PCNA, and RPA, fill the gap by using the intact strand 

as a template, followed by ligation by LIG1 or XRCC1-LIG3 [50,56].  

The MMR pathway is activated when single-strand DNA errors, including mismatched bases and 

insertions or deletions loops (IDLs), arise during replication. This pathway constitutes an important 

DDR pathway in B-cells, as it is activated during SHM and CSR in the course of normal B-cell 

development [56]. Furthermore, MMR identifies lesions caused by alkylating agents such as cisplatin 

that generates post replicative mispairing. However, MMR cannot fully repair these lesions as MMR 

targets the bases opposite the cisplatin DNA adduct, resulting in that MMR pathway repeatedly 

replaces the opposite base. This ultimately leads to DSBs which activates DNA damage signaling 

factors, initiating apoptosis. In that way, MMR is an important factor in the cytotoxic effect of 

cisplatin on cancer cells [50]. The general repair process through the MMR pathway is initiated by 

the MutSα (MSH2/MSH6) and the MutSβ heterodimer (MSH2/MSH3), which recognize 1-2 

nucleotide IDLs and large IDLs, respectively. Next, the MutLα dimer (MLH1/MSH2) forms a 

complex with MutSα or MutSβ and slides up and down the DNA in an ATP-dependent manner until 

it encounters the replication machinery proteins PCNA and RFC which activates an exonuclease, 

EXO1, to cleave the DNA strand containing the nucleotide mismatch. The gap is subsequently filled 

by DNA polymerase Ɛ and δ, followed by ligation through LIG1 [50,56].  

Besides the five major DDR pathways presented, several additional repair mechanisms exist, such as 

direct repair, interstrand cross-link repair, and translesion synthesis [56,62]. However, this thesis will 

focus on the major DDR pathways, specifically the NER and MMR pathways as they constitute the 

main pathways that are involved in cisplatin’s molecular mechanism of action.  
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1.7 Resistance 

Although cisplatin is defined as one of the most effective antitumor drugs for treating rrDLBCL 

patients, a substantial subset (70%) of patients receiving cisplatin-containing salvage regimens will 

experience continuous relapse of their disease leaving them with few treatment options and poor 

prognosis [22,46,47]. Generally, poor response of DLBCL tumors towards therapy is caused by a 

complex process with variety of causative elements related to the inter- and intra-heterogeneity of the 

disease.  

There can be patient-specific causes of poor response involving host factors that affect 

pharmacokinetics and pharmacodynamics of the drug. The pharmacokinetic element includes 

absorption, distribution, metabolism, and elimination of the drug that can limit the amount of drug 

reaching the tumor. The pharmacodynamics of the drug presents the antitumor activity of a drug when 

it has reached the tumor site and is associated with drug influx/efflux, activation of the drug within 

the cell, alterations of expression of the drug target, adaptive pro-survival responses and evasion of 

cell death [64,65]. Some of these factors are included in the hallmarks of cancer, elucidating the 

continuous challenge of effective cancer treatment [18].  

In addition to pharmacokinetics and pharmacodynamics aspects, treatment resistance constitutes 

another element with great impact on clinical outcome. This is the molecular background within 

tumor cells which is related to various epigenetic and genetic alterations as well as transcriptional and 

translational aberrations. The molecular drug resistance within the tumor cells can be present before 

or after the drug treatment. Intrinsic resistance is present before anti-cancer therapy and is mediated 

by pre-existing factors within the tumor which can be caused by germinal or somatic genetic 

mutations that decrease the effect of the therapy, resulting in primary refractory disease [64–66]. 

Contrarily, acquired drug resistance can be developed during therapy in initially sensitive DLBCL 

tumors. This can be caused by clonal expansion where mutations or epigenetic alterations in a 

subpopulation of cells outgrow the sensitive cells within the tumor leading to relapsed DLBCL 

[64,65].  

Resistance to cisplatin is primarily associated with the components involved in the drug’s mechanism 

of action. The efficacy of cisplatin is not only dependent on inducing DNA damage but also on the 

cell’s ability to identify and respond to the damage. Thus, the DDR mechanism, responsible for the 

signaling pathways that regulate repair of the DNA damage and apoptosis, has high impact on how 

the cells respond to cisplatin [49]. As stated previously, one of the main DDR pathways activated 
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through cisplatin-induced DNA damage is the NER pathway which attempts to repair the intrastrand 

crosslink lesion. Overexpression of ERCC1 and XPA proteins involved in the NER pathways have 

been linked to cisplatin resistance through increased repair of the cisplatin-induced lesion [49]. 

Corroborating this finding, a double knockdown of XPF/ERCC1 complex in functional in vitro 

studies has been shown to enhance sensitivity to cisplatin [67]. Moreover, the MMR pathway is 

involved in cisplatin-mediated cytotoxicity as it integrates the signaling process that triggers 

apoptosis after recognizing cisplatin-induced DNA damage. Consequently, mutations in MSH1 or 

MRLH1 genes leading to MMR deficiency have been shown to have resistant effects on tumor cells 

[49,68,69].  

Accordingly, the DDR system is associated with cisplatin response and thus using a drug targeting 

the DDR in combination with cisplatin has been suggested as a plausible way to overcome cisplatin 

resistance [49]. 

1.8 Targeting the DNA damage repair system  

Multiple components of the DDR system have been reported to be heat shock protein 90 (Hsp90) 

chaperone clients meaning that Hsp90 stabilizes and activates many of the DDR proteins and in that 

way regulates the different DDR pathways. In that context, inhibition of Hsp90 would affect the DDR 

pathways and could potentially be used to sensitize cancer cells to cisplatin treatment. In addition, 

Hsp90 has been suggested to be a crucial facilitator of oncoproteins and is expressed in two- to ten-

fold higher levels in cancer cells, compared to normal cells. Hence, Hsp90 is also a valid anti-cancer 

drug target on its own [70]. 17-allylamino-17-demethoxy-geldanamycin (17AAG) is a well-studied 

chemical inhibitor of Hsp90 that through binding to the ATP-binding region inhibits formation of the 

Hsp90 complex. This inhibits the chaperone function, resulting in degradation of its clients, including 

DDR proteins [70,71].  

Synergism of cisplatin and 17AAG have been evaluated in DLBCL in our research group with data 

fundamental for this thesis. The data is published in the article “Hsp90 inhibition sensitizes DLBCL 

cells to cisplatin” [72] (Suppl. Material 1) and will briefly be presented below [72].  
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2. Previous results of relevance for this thesis 

The experiments in this thesis are based on previously performed drug screens in a panel of DLBCL 

cell lines [72]. Initially, cisplatin and 17AAG single drug dose-response screens were carried out in 

seven DLBCL cell lines in our laboratory (Figure 5A and B) [72]. In short, the experiments were 

performed by seeding cells in cell line-specific concentrations, exposed to treatment for 48 hours and 

analyzed for cell viability using an MTS assay. Five different concentrations, each with four 

replicates, were used for each drug. Cell viability relative to vehicle treated control was plotted in 

dose-response curves (Figure 5A) and the Area Under the dose-response Curves (AUC) were 

estimated to rank the cell lines according to sensitivity (Figure 5B). A high AUC value indicates 

higher cell viability resembling cells that are more resistant to the drugs compared to the cell lines 

with low AUC value (Figure 5B). RIVA is one of the cell lines with the highest AUC value in contrast 

to SU-DHL-5 displaying one of the lowest AUC. Furthermore, RIVA and SU-DHL-5 are 

characterized as ABC and GCB DLBCL subclassifications, respectively, and because of the 

biological differences in both subclassifications and drug responses they were chosen for this thesis.  

A 

 
B 

 
Figure 5: Cisplatin and 17AAG single drug screening in seven DLBCL cell lines. A: Dose-response curves for each 

DLBCL cell line for cisplatin and 17AAG, respectively. Viability ratios were estimated by response of treatment 

relative to vehicle controls. B: The cell lines were ranked according to AUC value after treatment of cisplatin and 

17AAG, where high AUC values display better cell viability and less sensitivity to the drug, opposed to low AUC 

values presenting lower cell viability and more sensitivity towards cisplatin and 17AAG treatment.  
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As previously discussed, 17AAG indirectly effects the DDR system via inhibition of Hsp90, therefore 

it was tested as an add-on drug to cisplatin in the panel of seven DLBCL cell lines. To be able to 

analyze a broad drug interaction, cells were exposed to five drug concentrations for all cell lines, 

resulting in 25 (5x5) combination drug concentrations for cisplatin+17AAG for each cell line. To 

evaluate the synergy of the combined drugs the Bliss Independence Model was used [73,74] where 

the observed combination drug response (WAB) was compared to the theoretical response, using the 

single dose responses from cisplatin and 17AAG (WA+WB), presented above. The drug response was 

estimated with cell viability assessed by an MTS assay [72]. Subsequently, Bliss score (ε) for each 

combination was calculated with the MTS assay values with the formula: ε = WAB -WAWB. 

Resulting values close to zero indicates an additive effect (ε=0), a positive value resembles 

antagonism (ε>0) and a Bliss score with negative value indicates synergy (ε<0). The viability ratio 

and the calculated Bliss scores in RIVA and SU-DHL-5 are presented in Figure 6 [72]. The cisplatin 

and 17AAG doses giving the highest synergism for each of the cells were used in this thesis.  

In summary, the presented previous results relevant for this thesis reveal the response of numerous 

DLBCL cell lines to cisplatin where the two cell lines used for this thesis, RIVA and SU-DHL-5 are 

categorized as resistant and sensitive to cisplatin, respectively. Moreover, the synergism of cisplatin 

and 17AAG was evaluated with MTS assay where the most synergistic doses of cisplatin and 17AAG, 

further used in this thesis, where identified by using Bliss Independence Model.   

 

Figure 6: Drug combination viability ratios of treatment relative to control (left red panel), Bliss scores (mid blue panel) 

for RIVA and SU-DHL-5 along with example of dose response curves for the marked combination (right panel). The 

red viability panel show darker red for higher viability. The blue Bliss score panel show darker blue for low Bliss score, 

that is more synergy. The horizontal line (right panel) shows one 17AAG concentration and the 5 different results from 

this one 17AAG concentration combined with 5 cisplatin concentrations.  
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3. Hypothesis, aims and objectives 

rrDLBCL constitute 40% of all DLBCL cases [41] and most of these patients are treated with salvage 

platinum-based chemotherapy [46,47] of which cisplatin is the most commonly used compound [24]. 

Unfortunately, a substantial subset of patients experience resistance to cisplatin and the exact 

molecular mechanism behind the resistance is yet to be elucidated [22,46]. However, DDR has been 

associated with cisplatin resistance since the DDR system is involved in cisplatin’s mechanism of 

action [49]. 17AAG, a Hsp90 inhibitor, is suggested to affect various components of DDR and 

constitutes therefore a potential agent to be combined with cisplatin to overcome resistance [72].  

Based on this, the main hypothesis of this thesis is that 17AAG can sensitize DLBCL cells to cisplatin, 

whereby cisplatin resistance can be overcome.  

The overall aim is therefore to evaluate the combinatory effects of 17AAG and cisplatin treatment in 

DLBCL focusing on DNA damage, cell cycle progression, apoptosis, and cell viability after treatment 

as well as the effect on DDR protein expression after treatment.  

To pursue this, experiments will be conducted in the following objectives: 

• Functional assays utilizing flow cytometry to examine DNA damage, cell cycle distribution, 

and apoptosis, along with cell viability assay in DLBCL cell lines after treatment. 

• Differential protein expression analysis of DDR related proteins in both treated and untreated 

DLBCL cell lines. 
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4. Materials & Methods 

The effects of combining cisplatin and 17AAG in DLBCL were investigated with assessment of 

functional assays including DNA damage, cell cycle and apoptosis, analyzed with flow cytometry on 

two DLBCL cell lines that had been treated with both drugs. Furthermore, cell viability assay was 

conducted, and differential protein expression of DDR related proteins were analyzed on the treated 

DLBCL cell lines.    

4.1 Cell lines 

Two human DLBCL cell lines, RIVA and SU-DHL-5, were used for experimental analysis in this 

thesis. RIVA was kindly provided by Dr. Jose A. Martinez-Climent, Molecular Oncology Laboratory, 

University of Navarra, Spain and SU-DHL-5 was obtained from the German Collection of 

Microorganisms and Cell Cultures GmbH (DSMZ). RIVA and SU-DHL-5 cell lines were chosen for 

experimental analysis because they are different from each other regarding cisplatin response [72] 

and DLBCL subtype (Table 2). Both cell lines are suspension cells, cultured in growth medium 

consisting of RPMI-1640 complete medium (Gibco, Ref: 52400-025) supplemented with 10% 

(RIVA) or 20% (SU-DHL-5) Fetal Bovine Serum (FBS) (Applied Biosystems, Cat#10270106), and 

1% penicillin/streptomycin (Applied Biosystems, Cat# 15140122) (Table 2). The cells were 

maintained at 37°C in a humidified atmosphere with 5% CO2 and passaged every two-three days to 

ensure optimal cell density and access to fresh nutrients.  

Cell line  Culture medium DLBCL subtype T2 Cisplatin response 

RIVA RPMI-1640+10% FBS+1% P/S ABC 36 h Resistant 

SU-DHL-5 RPMI-1640+20%FBS+1% P/S GCB 34 h Sensitive 
Table 2: Cell line characteristics. FBS: Fetal Bovine Serum. P/S: Penicillin/streptomycin. ABC: Activated B-cell like. 

GCB: Germinal center B-cell like. T2: Doubling time. h: hours. 

 

At each passage the cells were counted to determine the cell viability and seeding density of the cell 

culture. For this a NucleoCounter NC-200 (ChemoMetec, Allerød, Denmark) was used, which is an 

automated cell counter. It uses Vial-Cassettes™ pre-loaded with two fluorescent dyes, Acridine 

Orange which stains all cells by binding to their nucleic acids and DAPI, staining dead cells with 

permeable cell membranes. The NucleoCounter detects the stained nuclei and analyzes a fluorescent 

image of the cells, recording their intensity and size [75,76]. After counting, the passage process was 

routinely continued by centrifuging the cell suspension at 300 g for 5 minutes to discard the old 

culture medium and the cell pellet was resuspended in fresh culture medium giving a cell density of 

0.5×106 cells/mL. Each cell line culture was passaged no more than 25 times to prevent genetic 
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aberration that can occur with prolonged culturing [77]. Moreover, continuous culturing of the cell 

lines introduces the risk of cross-contamination and mycoplasma infection during routine handling, 

which can affect the validity of the experiments conducted using the cell lines. Accordingly, cell lines 

were authenticated by DNA barcoding to ensure correct cell line identity and tested for mycoplasma 

infection when the cell lines were thawed and brought into culture and at the end of the culturing 

period.  

For DNA barcoding, 1 mL of the cell suspension was centrifuged at 300 g for 5 minutes, the 

supernatant discarded, and the pellet was washed twice with phosphate-buffered saline (PBS) (Gibco, 

Cat#14200-067) and stored in -20°C freezer. Upon analyzing, the pellet was thawed and used for 

DNA purification with DNeasy blood and tissue kit (Qiagen, Cat#69504) and subsequently used as 

input for amplification of the genomic DNA using AmpFISTR Identifiler polymerase chain reaction 

(PCR) amplification kit (Applied Biosystems, CA, USA), followed by analysis of the amplified 

product using capillary electrophoresis (Eurofins Medigenomix GmbH, Applied Genetics, Germany). 

With electrophoresis, short tandem repeats were registered and compared to the German Collection 

of Microorganisms and Cell Culture database [78,79] to confirm the cell line identity. 

For mycoplasma screening, 1 mL of the cell suspension was centrifuged for 30 seconds at 250 g and 

the supernatant was kept whereas the pellet was discarded. The supernatant was centrifuged for 10 

minutes at 20000 g. Hereafter, the supernatant was discarded, and the pellet was resuspended in 50 

µL mycoplasma buffer (Biological Industries, Ref: 20-700-20B), heated at 95°C for 3 minutes and 

stored in a -20°C freezer until screening. The sample was screened for mycoplasma using PCR 

followed by gel electrophoresis with primers specific for the 16S rRNA gene region on mycoplasma 

(EZ-PCR Mycoplasma Test Kit, Biological Industries, Ref: 20-700-20). 

4.2 Drug treatment of the cell lines  

The effect of combining cisplatin and 17AAG was investigated by exposing RIVA and SU-DHL-5 

to cisplatin alone, 17AAG alone and a combination of the two drugs. For all drug experiments, cells 

were seeded 24 hours prior to treatment at a concentration of 0.5×106 cells/mL per well in 12-well 

plates (Greiner Bio-One, Cat# 665180), each well containing 950 µL cell suspension with desired 

end volume of 1 mL, with added 50 µL of drug. Cisplatin was supplied from Aalborg Hospital in a 1 

mg/mL solution in isotonic water. 17AAG was purchased from Sigma Aldrich (Cat#A8476) and 

supplied as 500 µg lyophilized powder. The powder was dissolved in 100 µl 100% dimethyl sulfoxide 

(DMSO) and aliquoted to multiple 5 mg/mL mother stocks. From this stock, an intermediate stock 
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with a concentration of 250 µg/mL was freshly made on the day of drug exposure to be used for 

experiments. Both cisplatin and 17AAG were diluted in cell culture media and then added to the wells 

with a cisplatin concentration of 1.7 µg/mL for RIVA and 0.415 µg/mL for SU-DHL-5 and 0.68 

µg/mL 17AAG for RIVA and 0.34 µg/mL 17AAG for SU-DHL-5 (Table 3). The chosen drug 

concentrations were based on the most synergistic doses between cisplatin and 17AAG (Suppl. 

Material 1) [72]. Prior to drug experiments, the effect of DMSO (solvent for 17AAG), on cells was 

examined by exposing cells to the same DMSO concentration as used for 17AAG mother stocks for 

48 hours, revealing no effect on the number of metabolic active cells using an MTS assay. 

Accordingly, vehicle controls containing DMSO and isotonic water were included for corresponding 

17AAG and cisplatin treatments, respectively. The cells were subjected to drug exposure for 0, 24 

and 48 hours (Table 3). At each timepoint the cells were analyzed for DNA damage, cell cycle 

distribution, and apoptosis with flow cytometry, as well as cell viability assay and quantitative 

proteomics (Figure 7).  

Cell line Cisplatin (µg/mL) 17AAG (µg/mL) Cisplatin+17AAG (µg/mL) 

RIVA 1.7 0.68 1.7+0.68 

SU-DHL-5 0.415 0.34 0.415+0.34 

Exposure time: 0, 24 and 48 hours 

Table 3: Drug concentrations and exposure times applied to RIVA and SU-DHL-5 cells.  

 



27 
 

 

 

Figure 7: The workflow of the experiments conducted on RIVA and SU-DHL-5 after treatment with cisplatin and/or 

17AAG. PI: Propidium Iodide. γH2AX: Phosphorylated histone variant H2AX.  
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4.3 Flow cytometry 

Flow cytometry was used for DNA damage, cell cycle and apoptosis analysis of the drug treated 

RIVA and SU-DHL-5 cells and corresponding vehicle controls. Flow cytometry is a laser-based 

method that can detect and measure characteristics of particles, such as cells [80]. The procedure 

consists of injecting cell samples into the flow cytometer instrument where the cells flow one at a 

time through a laser beam, helped by a sheath fluid [81]. Light scattered from each cell is detected 

and measured in two different directions, forward and side, as the cells flow through the laser beam 

(Figure 8). These standard measurements are called the Forward Scatter (FSC), which measures the 

size of the cells and the Side Scatter (SSC), which measures the granularity of the cells. Additionally, 

each cell can be analyzed for one or multiple fluorescence parameters when the samples are stained 

with fluorescent dyes (e.g. Propidium Iodide) or fluorescently conjugated antibodies (e.g. Annexin 

FITC V) [80]. When stained cells pass through the laser in the flow cytometer, the laser light 

illuminates the dye molecule causing emission of light at a longer wavelength, registered by detectors. 

The intensity that is emitted and detected from the fluorescent dyes depends on the amount of dye or 

fluorochrome content in the cells and in that way can measure the amount of the targeted molecule 

[82]. In this study, flow cytometry was used to analyze RIVA and SU-DHL-5 cells for DNA damage 

with an anti-γH2AX antibody, cell cycle effect by staining with Propidium Iodide (PI) and apoptosis 

using an Annexin V antibody in combination with PI. All analyses were conducted on cells treated 

with cisplatin and/or 17AAG for 0, 24 and 48 hours. BD FACSCanto™ II Cell Analyzer (Biosciences, 

USA) was used for DNA damage and cell cycle analysis, whereas for the apoptosis assay a SH800S 

Cell Sorter, Sorting Made Simple™ (SONY) was used.  

 

Figure 8: Simplified visualization of a flow 

cytometer. Sheath fluid directs the cell sample 

to flow past the laser beam, cell by cell. 

Forward Scatter (FSC) and Side Scatter (SSC) 

light is detected from all cells passing through 

the laser beam. Fluorescence emitted from 

stained cells are detected and quantified.  
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4.3.1 DNA damage analysis 

After cisplatin and 17AAG exposure for 0, 24 and 48 hours, technical duplicates of the treated cell 

samples and one replicate of corresponding vehicle controls were fixed using ethanol. Initially, the 

cells were centrifuged at 400 g for 5 minutes. The supernatant was discarded, and the pellet washed 

once with PBS followed by second centrifugation at 350 g for 5 minutes. The supernatant was 

discarded, and 70% ethanol was added to the pellet drop by drop while vortexing. The fixed cells 

were then incubated at -20°C for at least 60 minutes before staining. 

For detection of DNA damage, a FITC anti-H2A.X Phospho (ser139) antibody (anti-γH2AX 

antibody) (Biolegend, Cat#613404) was used. When dsDNA damage occur in mammalian cells, the 

H2AX subtype of histone H2A becomes phosphorylated in the Ser139 residue [83,84]. Thus, the 

phosphorylated H2AX, also called γH2AX, can be used as a marker for quantifying DNA damage in 

the form of DSBs in cells and tissues [84]. To stain the cell samples with γH2AX antibody, the fixed 

cells were washed three times with staining buffer (BD Pharmingen, Cat#554657) and centrifuged at 

350 g for 10 minutes after each wash. Samples were then resuspended in 100 µL consisting of 2.5 µL 

anti-γH2AX antibody and 97.5 µL staining buffer and subsequently incubated for 45 minutes at 4°C 

in the dark. After incubation, the samples were washed twice with staining buffer to remove unbound 

antibody and then resuspended in 300 µL staining buffer for flow cytometry.  

The γH2AX antibody concentration was determined by performing antibody titrations with dilution 

series of 1:1, 1:2, 1:4, 1:8, 1:16 and 1:32, followed by calculating which dilution had the highest 

staining index (Suppl. Figure 1 and Suppl. Table 1).  

4.3.2 Cell cycle analysis 

When samples had been analyzed for DNA damage with γH2AX antibody staining, the remaining 

ethanol fixed cells in the samples were used for analysis of cell cycle distribution. The technical 

duplicates of each sample were centrifuged at 350 g for 10 minutes and resuspended in 250 µL 

staining buffer, followed by addition of 1 µL 100 mg/mL Ribonuclease A solution (QIAGEN, 

cat#69504) to each sample and incubation for 30 minutes at 37°C to degrade RNA in the samples. 

Subsequently, 5 µL PI (Biolegend, Cat#421301) was added to each sample and samples were 

analyzed on the flow cytometer. PI is a fluorescent intercalating agent that binds to both DNA and 

RNA, hence the RNase treatment. Once PI is bound to DNA by intercalating between base pairs it 

emits light at 488-617 nm after excitation, whereby the DNA content of each cell can be quantified. 

At each cell cycle a somatic diploid (2n) cell will prepare for DNA synthesis in G1-phase and proceed 
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to DNA replication in the S-phase where the cell doubles its amount of DNA (to 4n) prior to the G2- 

and M-phase. Therefore, the quantified DNA content by PI can define the cell cycle phases of the cell 

population [83–86]. 

4.3.3 Apoptosis analysis 

The apoptosis analysis was performed by staining the cell samples with FITC Annexin V (Biolegend, 

Cat#640906) and PI. Annexin V is a cellular protein which binds to phosphatidylserine on the surface 

of apoptotic cells in a calcium-dependent manner. Normally, phosphatidylserine is found 

intracellularly but during early apoptosis the membrane becomes more asymmetric resulting in 

phosphatidylserine translocation to the external surface of the cell. In that way, Annexin V is an 

excellent marker for identifying and measuring early apoptotic cells [85]. PI is often used in 

combination with Annexin V for apoptosis analysis. PI binds to nucleic acids of dead or fixed cells 

with permeable cell membranes, but do not enter viable or early apoptotic cells with intact plasma 

membranes. Therefore, PI can be used as a viability marker and in conjunction with Annexin V, PI 

makes it possible to distinct early apoptotic cells (Annexin V+, PI-) from late apoptotic (Annexin V+, 

PI+) and necrotic cells (Annexin V-, PI+) [86]. 

Technical duplicates of samples treated with cisplatin and/or 17AAG and vehicle controls, along with 

four heat-induced positive control samples were used for the analysis. The heat-induced samples had 

been incubated at 60°C for 15 minutes to induce apoptosis and were used as positive controls. One 

of the four samples was left unstained while the other three samples were stained with only Annexin 

V, only PI, and both Annexin V and PI, respectively (Suppl. Figure 2). The cisplatin and/or 17AAG 

treated samples and the vehicle controls were stained with both Annexin V and PI. Briefly, all the 

samples were freshly harvested and centrifuged for 5 minutes at 300 g, followed by a washing step 

with PBS. After a second centrifugation the supernatant was discarded, and the cells were 

resuspended in a FACS tube with Annexin V Binding Buffer (Biolegend, Cat#422201). To the FACS 

tubes, 5 µL FITC Annexin V and PI were added, resulting in a staining volume of 110 µL. After 

staining, the samples were incubated for 20 minutes at room temperature in the dark. Hereafter, 400 

µL Annexin Binding Buffer was added and the cells were analyzed immediately on the flow 

cytometer.  
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4.3.4 Analysis of flow cytometry using FlowJo 

The program FlowJo v.10.7.1 was used to analyze the flow cytometry output. For each experiment, 

data analysis with a specific gating strategy was used to get a filtered output. First, the cell population 

of interest was identified. For the DNA damage and cell cycle analysis the viable cell population was 

of interest and apoptotic cells were filtered out along with debris. On the contrary, the apoptotic cells 

were of interest for the apoptosis analysis where only debris was filtered out. The gated cell 

population in each experiment was then plotted to discriminate doublets from singlets where gating 

was performed to exclusively include single cells. This filtered population was used to analyze the 

intensity of the stained samples (Figure 9).  

For the DNA damage analysis, the negative controls (without antibody), presenting the true negative 

γH2AX intensity signals were used to determine the cutoff between negative and positive γH2AX 

intensity signals from the treated samples and vehicle controls. In that way, all γH2AX signals above 

the negative control signal were regarded as positive γH2AX signal in the samples. 

The fluorescence signal emitted from PI in the cell cycle analysis was analyzed by plotting the PI 

intensity which peaks of intensity indicates G1 and G2/M phases of the cell cycle. The signals 

between the two peaks indicate the S phase of the cell cycle. An univariate cell cycle model with 

Watson Pragmatic algorithm was used to automatically gate the cell cycle phases for SU-DHL-5. In 

contrast, the RIVA cells were manually gated due to the extreme effect of cisplatin on the cell cycle 

that hindered the algorithm to recognize the cell cycle phases.  

For the apoptosis analysis, Annexin V and PI fluorescence intensities were analyzed by an Annexin 

V vs. PI plot. The margins for Q1, Q2, Q3 and Q4, were determined from the analysis of the heat-

induced apoptotic positive controls (Suppl. Figure 2). Q1 presents PI positive (necrotic cells), Q2 

presents Annexin C and PI positive (late apoptotic cells), Q3 presents Annexin positive cells (early 

apoptotic cells) and Q4 presents viable cells, negative for both. 
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Figure 9: Overview of the gating strategy conducted on the flow cytometry analyzed cell samples resulting in filtered 

population that was analyzed for staining intensity. 

4.4 Cell viability assay 

Cell counting analysis was performed to elucidate the viability of the cell lines at each timepoints 

after the different treatment exposures, in duplicates. Trypan blue exclusion assay was performed to 

identify and count both live and dead cells. A cell suspension aliquot was diluted 1:1 with Trypan 

Blue Solution (Gibco, Cat# 15250061) and pipetted on a hemocytometer and placed under Nikon 

Eclipse TS100 light microscope. In this assay the dye is only taken up by dead cells as their membrane 

is disrupted and permeable, differentiating them from live cells. The hemocytometer is constructed 

with four chambers with grids to ease the manual counting. If total live cell count were >100 in the 

first two chambers of the hemocytometer, an average of the cell count from these two chambers were 

used, whereas average of cell count from all four chambers were used if the total live cell count of 

the first two chambers were <100. Nucleocounter NC-200 was also used to count total cells and live 

cells to validate and compare with cell count from the hemocytometer.  

4.5 Proteomics 

4.5.1 Sample preparation for protein analysis 

RIVA and SU-DHL-5 cell samples were harvested after 0, 24 and 48 hours of cisplatin and/or 17AAG 

exposure along with vehicle controls for differential protein analysis. The harvesting of the samples 

included washing with centrifugation steps at 300 g for 5 minutes, followed by pipetting 10 µL 1 M 
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triethylammonium bicarbonate (TEAB) (Sigma Aldrich, CAS#15715-58-9) to the cell pellets that 

were subsequently stored in -80°C freezer until use for mass spectrometry. To be able to analyze on 

the mass spectrometer, the samples were prepared by digesting the proteins into smaller peptides. 

First 50 µL 0.1% RapiGest were added to the frozen samples and then heated to 60°C for 10 minutes, 

followed by sonicating for 15 minutes to denature proteins. This was followed by centrifugation at 

15000 g for 5 minutes to sediment any insoluble material resulting in a visible pellet. The supernatant 

was transferred to a LoBind Tube. Hereafter, 1.2 µL of Tris (2-carboxyethyl) phosphine hydrochlorid 

(Sigma-Aldrich, CAS#51805-45-9) and 6 µL of 0.5 M chloroacetamide was added pr. 50 µL sample, 

followed by incubation for 30 minutes at 37°C. After incubation, 0.5 µg trypsin in 50 mM TEAB was 

added, now incubated at 37°C overnight. The day after, 1 µL of 100% Trifluoroacetic acid (Thermo 

Fisher, CAT#85183) was added, and the samples were incubated at 37°C for 30 minutes. Now the 

samples consisted of small peptides which concentrations were detected before it was used for liquid 

chromatography tandem mass spectrometry (LC-MS/MS).  

4.5.2 LC-MS/MS data acquisition 

Two replicates of each sample, each containing 500 ng of peptides was injected onto Dionex Ultimate 

3000 nanoLC (Dionex and Thermo Scientific, Waltham, USA) system, connected to timsTOF Pro 

(Bruker, USA) mass spectrometer equipped with CaptiveSpray ion source (Bruker, USA). The 

samples were loaded with 60-minute gradient to a 25 cm IonOpticks column. Two LC buffers were 

used, buffer A (0.1% formic acid (FA)) and buffer B (99.9% Acetonitrile (AcN) 0.1% FA). The 

resulting quantitative proteome analysis provides the mass-to-charge ratios of the precursor peptides 

(MS1) and the fragments generated from these peptides (MS2). The two mass spectra could then be 

investigated, and proteins identified using search engines that matched the two MS spectra to protein 

sequence databases, described below. 

4.5.3 Protein identification and Quantification 

Spectronaut (v. 15) was used for protein identification. The program searches the data from the mass 

spectra against Uniprot human protein sequence database (10. January 2022; human reference 

proteome). Settings in Spectronaut included the Protein Quant 2.0 algorithm, peptide and protein 

FDR of 1% and at least two peptides matched for protein quantification. Reversed sequences as 

decoys were filtered automatically by Spectronaut.  
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4.5.4 Protein data processing and data analysis 

The output data from Spectronaut was processed and analyzed in the computer software Perseus 

(v.1.6.10.43). Proteins identified were in total 5429 for all RIVA and SU-DHL-5 samples before 

filtering. The samples were categorized into replicates and cell lines, followed by calculating the 

quantitative protein value average of both replicates for each sample. Each protein from the 

MaxQuant/Spectronaut LFQ were log2 transformed whereafter histograms were made presenting the 

intensities of each sample for visualization and ensuring normally distributed data. Hereafter, missing 

values were imputed from a normal distribution and potentially contaminated hits were filtered by 

manually selecting all keratin variants that are thought to come from skin, hair, or nails under sample 

preparation. Ultimately, the quantitative protein values for DDR proteins of interest were extracted 

from Perseus to be analyzed for expression differences after drug treatment.  

4.6 Statistical analysis  

Statistical analysis and graphs, presenting data from flow cytometry analyses, cell viability assay and 

proteomics were performed and constructed with GraphPad Prism v.8. The DNA damage analysis 

was performed with four biological replicates, whereas the cell cycle analysis and apoptosis assay 

were performed in biological duplicates. The cell viability assay and quantitative proteomic analysis 

was performed in one biological duplicate (Suppl. Table 2-6). One representative biological replicate 

for each experiment will be presented in the results were each include technical duplicates of all 

samples, except for the vehicle samples in the DNA damage analysis. Statistical analysis was 

performed with two-way Analysis of variance (ANOVA) with multiple comparisons where treatment 

parameters of cisplatin single drug, 17AAG single drug, combination of cisplatin and 17AAG and 

vehicle controls were all compared for effect on DNA damage, cell cycle distribution, apoptosis, cell 

viability and expression of DDR proteins. The significant differences are presented on the graphs 

with * symbols, where *p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001, and **** p ≤ 0.0001.  
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5. Results 
The main mechanism of action of cisplatin is induction of DNA adducts and double stranded DNA 

(dsDNA) breaks that can trigger cell cycle arrest, ultimately leading to apoptosis [50]. Resistance to 

this effective antitumor agent has been associated with dysfunctional DDR that can repair the 

cisplatin-induced DNA damage and prevent apoptosis of the cancer cells. Therefore, inhibition of 

DDR during cisplatin exposure have been proposed to enhance its cytotoxic effects. 17AAG, a 

suggested indirect DDR inhibitor, have been found to act synergistically with cisplatin. To evaluate 

the molecular effects behind the synergism, this thesis investigated DNA damage, cell cycle 

distribution, apoptosis activity, cell viability and quantitative proteome analysis of DDR related 

proteins, upon treatment with cisplatin and 17AAG as single drugs and in combination, along with 

corresponding vehicle controls. The occurrence and distribution over time of these effects were 

investigated in two different DLBCL cell lines, RIVA and SU-DHL-5, which have been categorized 

as resistant and sensitive to cisplatin, respectively (Suppl. Material 1) [72]. Optimization experiments 

were initially conducted and evaluated for acquisition of the most optimal experimental setup of the 

final experiments presented in this chapter where each final experiment represent one biological 

replicate. All experiments are listed in Suppl. Table 2-6.  

5.1 Combinatory treatment enhances cisplatin induced dsDNA damage in RIVA 

Drug induced DNA damage in terms of dsDNA breaks were investigated in cisplatin- and/or 17AAG-

exposed RIVA and SU-DHL-5 cells, along with vehicle controls, by γH2AX signal quantification 

with flow cytometry. One plausible confounding factor in the experimental set up was that apoptosis 

can induce DNA fragmentation that results in dsDNA breaks thus also emitting γH2AX signal 

[87,88]. To take this in to account, an initial experimental setup was performed where γH2AX was 

quantified 4 and 8 hours after cisplatin exposure which is limited time for cells to have undergone 

apoptosis. In this experiment, both RIVA and SU-DHL-5 cells showed increased percentage of 

γH2AX positive cells compared to the vehicle control already after 4 and 8 hours implying that the 

γH2AX signal was caused by cisplatin-induced DNA damage and not apoptosis-induced DNA 

fragmentation (Suppl. Figure 3-4). Additionally, cisplatin induced DNA damage in a time dependent 

manner with 24.4%, 56.4%, and 78.9% γH2AX positive RIVA cells after 4, 8 and 24 hours, 

respectively (Suppl. Figure 3). The same tendency was observed for SU-DHL-5 (Suppl. Figure 4) 

and therefore longer time exposure were chosen in the following experiments i.e., 24 and 48 hours, 

along with 0 hours for baseline reference. The most synergistic doses for each cell line were chosen 

based on previous MTS assay and Bliss score results [72] and used for final subsequent experiments 
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with cisplatin concentrations of 1.7 µg/mL for RIVA and 0.415 µg/mL for SU-DHL-5 as well as 0.68 

µg/mL 17AAG for RIVA and 0.34 µg/mL 17AAG for SU-DHL-5, along with vehicle controls. The 

dsDNA damage experiment was conducted in biological quadruplicate (Suppl. Table 2) each 

containing technical duplicates except for the vehicle control which only contains one technical 

replicate. The following results were based on the technical duplicates of the final experiment (one 

representative biological replicate). 

The defined cut-off based on unstained samples divided the fluorescence signal of each sample into 

positive (γH2AX+) and negative (γH2AX-) populations (Figure 10A and D, Suppl. Figure 5-6). 

Percentages of counts included in the γH2AX+ populations were plotted in histograms (Figure 10B 

and E) enabling direct comparison between treatments at individual time point. All 0-hour samples 

presented very similar γH2AX+ percentages documenting valid baseline values prior to the drug 

effects (Figure 10B and E).  

In RIVA cells, high percentages of dsDNA damage were generally observed in cisplatin and 

combination treated cells at both 24 and 48 hours with a total range of 51.9-88.8% γH2AX+ cells 

(Figure 10B, Suppl. Figure 5). These could not be statistically compared with the vehicle control as 

the control only contained one replicate. However, both cisplatin- and combination-treated RIVA 

cells showed statistically higher γH2AX+ compared to 17AAG after 24 and 48 hours (Figure 10B), 

implying that the DNA damage detected through γH2AX was induced primarily by cisplatin. In RIVA 

cells, no significant differences of the percentages of γH2AX+ cells after cisplatin treatment 

compared to combination treatment was observed (Figure 10B). On the contrary, the left γH2AX 

fluorescence intensity histogram (Figure 10A) showed that the combination treatment have higher 

γH2AX intensity compared to cisplatin alone which indicates higher number of γH2AX foci per cell 

and thus a higher total degree of DNA damage [72]. To visualize this, mean intensities of γH2AX+ 

populations were plotted for both cell lines (Figure 10C and F) and showed significantly higher 

γH2AX+ level after 24 and 48 hours of combination treatment, compared to cisplatin single drug 

treatment (approximately 1,5-fold change at both timepoints). This supports that cisplatin induced 

DNA damage in cisplatin-resistant RIVA cells is increased when combined with 17AAG.  

In SU-DHL-5 cells, single drug treatment of cisplatin had the highest amount of γH2AX+ percentages 

after both 24 hours (44.2-45.7%) and 48 hours (31.4-36.3%) of treatment exposure with significantly 

higher percentage compared to combination after 24 and 48 hours (Figure 10E and Suppl. Figure 6). 

Thus, these results suggest that the DNA damage effect of cisplatin on SU-DHL-5 is highest when 
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given as single drug and that the combination of cisplatin and 17AAG does not have a synergistic 

DNA damage effect in SU-DHL-5 cells, contrary to RIVA which moreover suggests a cell type 

specific effect of 17AAG as the addition of 17AAG did not enhance cisplatin-induced DNA damage 

at used concentrations in SU-DHL-5. In accordance with RIVA cells, 17AAG single drug did not 

show noticeable effect on DNA damage with significant lower γH2AX+ percentages, compared to 

combination after 24 hours and compared to cisplatin after 48 hours (Figure 10E). This emphasizes 

that 17AAG alone is not responsible for induction of DNA damage. Oppose to RIVA cells, SU-DHL-

5 cells showed no significant differences of the mean intensities of γH2AX+ population (Figure 10F).  

In summary, cisplatin-induced DNA damage in form of dsDNA breaks were detected through anti-

γH2AX staining with high amount of γH2AX+ population after treatment with cisplatin as single 

drug in both cell lines. The DNA damage was observed as soon as 4 hours after drug exposure, thus 

supporting that cisplatin induces dsDNA breaks prior to induced apoptosis. The combination of 

cisplatin and 17AAG showed increased DNA damaging effect in RIVA cells, compared to cisplatin 

single drug visualized by the difference of the mean intensity of γH2AX+ between cisplatin and 

combination. This suggests that the synergism of cisplatin and 17AAG can at least partially be based 

on the enhancement of DNA damage, which is however, not observed in SU-DHL-5, thus, exhibiting 

cell type specific synergistic effects. 
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Figure 10: DNA damage measured by anti-γH2AX staining in RIVA and SU-DHL-5 treated with cisplatin and 17AAG as 

single drugs and in combination for 0, 24 and 48 hours, along with vehicle controls. A and D: Representative samples of 

fluorescent γH2AX intensity histograms showing an unstained sample as well as all 24- and 48-hour treated and vehicle 

SU-DHL-5 and RIVA samples, respectively. The plotted cut-off based on the unstained sample, defines positive (γH2AX+) 

and negative (γH2AX-) populations. The fluorescent γH2AX intensity histograms of the other samples are presented in 

Suppl. Figure 5 and 6. B and E: Percentages of γH2AX+ cells in each drug and vehicle treated samples at each timepoint. 

C and F: Mean intensity of γH2AX+ signals emitted in all samples.  

Two-way ANOVA was used to compare all treatments at each timepoint. The experiment was conducted in biological 

quadruplicate and technical duplicate except for the vehicle control sample containing only one replicate and was therefore 

not qualified for statistical analysis. Significant differences are showed with: *p value≤ 0.05, ** p value≤ 0.01, *** p 

value≤ 0.001, and **** p value≤ 0.0001.  

 

5.2 Cisplatin disrupted the cell cycle distribution of RIVA and SU-DHL-5 

Cell cycle distribution was investigated in RIVA and SU-DHL-5 after treatment with cisplatin and 

17AAG as single drugs and combination of the two drugs, along with vehicle controls, using PI 

staining and subsequent flow cytometry. Cell cycle algorithm models, automatically defining the 

distribution of cells in the G1-, S-, and G2/M-phases of the cell cycle based on PI staining are 

commercially available. However, RIVA cells treated with cisplatin at used concentrations for 24 and 
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48 hours revealed highly affected cell cycle distribution due to the high levels of DNA damage (Suppl. 

Figure 7), which hindered the algorithm to recognize the cell cycle phases. Therefore, the 

subsequently presented results of cisplatin’s effect on cell cycle distribution in RIVA will only be 

analyzed in a qualitative manner. In contrast, less DNA damage was induced in SU-DHL-5 with less 

affected cell cycle distribution (Suppl. Figure 8) and therefore a univariate cell cycle model with 

Watson Pragmatic algorithm available in FlowJo was applied for defining the cell cycle phases in 

SU-DHL-5 cells. This analysis was conducted in biological duplicates (Suppl. Table 3) each 

containing technical duplicates where following results contain the technical duplicates of one 

representative biological replicate.  

The PI intensity histograms in Figure 11A show the effect on cell cycle of drug and vehicle treated 

RIVA cells after 48 hours with noticeable disturbed cell cycle distribution in cisplatin single drug 

treated cells. The first peak on the graph indicates G1-phase, however it is difficult to define and 

distinguish the S- and G2/M-phases. Additionally, the histograms present a post-G2/M phase in the 

vehicle control (Figure 11A) which plausibly show the biological aneuploidi of RIVA cells. Same 

tendencies of cell cycle phase distributions were noticed for both cisplatin- and combination-treated 

RIVA cells at 24 hours (Suppl. Figure 7B). The indistinguishable S- and G2/M-phases support the 

DNA damage results presented above exhibiting high levels of cisplatin-induced DNA damage at 

both timepoint as this intercalating effect of cisplatin is suggested to mainly affect the S and G2/M 

cell cycle phases [89]. The intercalating effect resulting in DNA damage can activate cell cycle 

checkpoints that delay cell cycle progression to gain time for DDR, making cells stuck in these phases 

leading to increased number of cells in the S- and G2/M-phases [49]. This is further suggested with 

the presented bar plots where the most prominent difference was the increase of G2-phase in cisplatin 

and cisplatin combined with 17AAG treated RIVA samples for 48 hours (Figure 11B). Furthermore, 

the bar plots show a general effect on the cell cycle after 24 and 48 hours where the drug treated 

RIVA cells display differences of cell cycle phase distribution compared to the corresponding vehicle 

samples which is not present in the baseline 0-hour exposure (Figure 11B).   
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Figure 11: Effect of cisplatin and 17AAG on RIVA and SU-DHL-5 cell cycle distribution after treatment as single 

drugs and in combination, along with vehicle controls. A and C: Propidium Iodide intensity histograms presenting 

DNA content of the cells and thereby cell cycle phases that were manually guided for RIVA and automatically guided 

with univariate cell cycle model using Watson Pragmatic algorithm for SU-DHL-5. B and D: Bar plots presenting the 

cell cycle distribution in percentages for the duplicate average of each sample. Statistical analysis were not conducted 

between the cell cycle distribution after treatment/vehicle due to the uncertainty of the actual values.  
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In SU-DHL-5, the univariate cell cycle model showed disruption of the cell cycle distribution after 

cisplatin treatment for 24 hours, as observed in RIVA cells (Figure 11C). Furthermore, the analysis 

showed increased percentages of cells in G2-phase after cisplatin single drug exposure for 24 hours 

as well as for cisplatin and combination treatment for 48 hours, compared to corresponding controls 

(Figure 11D) which is comparable to the cell cycle distribution of cisplatin treated RIVA cells. 

Generally, the highest effect on the cell cycle distribution was seen in SU-DHL-5 after cisplatin single 

drug treatment for 24 hours with increased G2-phase constituting up to 32.2% of the cells, compared 

to corresponding vehicle control constituting up to 7.93% of the cells in G2-phase (Figure 11D and 

Suppl. Figure 8B). This shows that 17AAG does not enhance the effect of cisplatin on cell cycle 

distribution which is in accordance with the previous DNA damage results in SU-DHL-5. 

Even though the cell cycle phases are difficult to distinguish from each other, especially for RIVA, 

the results support that cisplatin alters the cell cycle distribution of RIVA and SU-DHL-5 through 

induction of DNA damage with cell cycle arrest in post G1-phase.  

5.3 Cisplatin and 17AAG showed synergistic effects on apoptosis in RIVA cells 

To investigate RIVA and SU-DHL-5 cells for apoptotic response to cisplatin as a single drug and in 

combination with 17AAG, the treatment exposed cells were, along with vehicle controls, stained with 

Annexin V and PI and analyzed with flow cytometry. The cell population in each replicate were 

distributed into necrotic (Q1), late apoptotic (Q2), early apoptotic (Q3), and viable cells (Q4) that 

were defined by gating positive controls for Annexin V and PI (Suppl. Figure 2 and 9-10). In that 

way, the percentages of cells present in each quadrant were found as presented in Figure 12A-B with 

representative 24- and 48-hour samples for SU-DHL-5 and RIVA, respectively.  

Noticeably, SU-DHL-5 cells had large amount of early apoptotic cells in vehicle controls after 24 and 

48 hours (Figure 12B and Suppl. Figure 10) and in all samples after 0 hours of drug exposure (Suppl. 

Figure 10) stating high apoptotic levels in unaffected SU-DHL-5 cells not exhibited in RIVA. Both 

biological duplicates of this experiment resulted in analog results with high levels of apoptotic cells 

in unaffected SU-DHL-5 cells and not in unaffected RIVA cells which suggests a biological baseline 

pro-apoptotic disturbance in SU-DHL-5 cell line. For all treated samples at the different time points, 

<2% of the cells were detected in late apoptotic (Q2) and necrotic phases (Q1), while the largest effect 

of drug treatment was observed in the percentage of early apoptotic cells (Q3) (Suppl. Figure 9-10). 

The replicative average percentages of each quadrant were used to calculate the levels of apoptotic 
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cells (both early: Q3 and late: Q2) in drug affected samples relative to vehicle controls at each 

timepoint (Figure 12C-D) 

For RIVA cells, exposure of all drug treatments for 24 and 48 hours showed significantly higher level 

of apoptotic cells compared to corresponding vehicle treatment, with most prominent difference in 

combination treatment for 48 hours constituting approximately seven-fold increase, compared to 

corresponding vehicle control (Figure 12C). Furthermore, the combination treatment showed 

significantly higher levels of apoptotic cells compared to cisplatin single drug treatment alone after 

both 24 and 48 hours of drug exposure, suggesting a synergistic effect of cisplatin and 17AAG on 

apoptosis in RIVA cells (Figure 12C) which is in accordance with their synergistic effect on induction 

of dsDNA damage presented above. 

In SU-DHL-5 the apoptotic levels were not as affected by drug exposure as seen for RIVA. However, 

statistically higher levels of apoptotic cells were seen for all 24-hour drug treated cells, compared to 

corresponding vehicle control, where the combination constituted the highest level with 

approximately two-fold change (Figure 12D). The lower apoptotic effect of cisplatin and 17AAG on 

SU-DHL-5, compared to RIVA, could be explained in the high number of apoptotic cells in 

unaffected cells, masking the apoptotic effect of cisplatin.  

As for the dsDNA damage results in RIVA, the apoptotic assay displayed results that support the 

supposition of the synergistic effects of cisplatin and 17AAG, having increased cytotoxic effect 

compared to cisplatin alone in RIVA and with less confidence in SU-DHL-5. The aberrant levels of 

apoptotic cells in unaffected SU-DHL-5 cells raised the question if the early apoptotic cells do present 

cells that will in fact terminate the apoptotic process and die. Therefore, a cell viability assay was 

conducted for SU-DHL-5 and RIVA vehicle samples and cisplatin and/or 17AAG treated samples. 
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Figure 12: Effect on apoptosis in RIVA and SU-DHL-5 after cisplatin and/or 17AAG treatment. A and B: Intensity 

plot of Annexin V (x-axis) and PI (y-axis) with gated defined apoptotic phases; necrotic (Q1), late apoptotic (Q2), 

early apoptotic (Q3) and viable cells (Q4). C and D: Histograms of the early and late apoptotic cells (Annexin 

positively stained) in each drug treated sample (average of duplicate) relative to vehicle sample (average of duplicate) 

at each time point. Two-way ANOVA with multiple comparisons was used for statistical analysis, *p value≤0.05, **p 

value≤0.01, ****p value≤0.0001. 
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5.4 Cell viability of RIVA and SU-DHL-5 was affected by cisplatin treatment 

To investigate the cell viability of SU-DHL-5 and RIVA cell lines after single drug and combination 

treatment of cisplatin and 17AAG for 0, 24 and 48 hours, along with vehicle controls, the cells in 

each duplicate in each sample were counted with both hemocytometer and nucleocounter NC-200, at 

each timepoint (Figure 13 and Suppl. Table 7-8). All samples harvested after 0 hours of treatment 

showed similar cell viability (Figure 13A-B). When both RIVA and SU-DHL-5 cells had been treated 

with cisplatin as single drug and in combination with 17AAG for 24 and 48 hours, the cell viability 

was significantly lower compared to vehicle controls (Figure 13A-B), with most apparent difference 

in SU-DHL-5 after 48 hours of drug (Figure 13B). This is interesting since the cellular effects of 

cisplatin on SU-DHL-5 in the results above are not as prominent as in RIVA. Moreover, the SU-

DHL-5 vehicle treated samples previously shown to have large amount of early apoptotic cells 

distinctly increased the cell viability with time, opposed to cisplatin and combination treated samples 

(Figure 13B). This indicates that the early apoptotic SU-DHL-5 cells in vehicle treated samples 

presented in the results for the apoptotic assay do not present the number of cells that will terminate 

the apoptosis process rather it present cells that have a biologically pro-apoptotic SU-DHL-5 cell-

specific characteristics that do not affect the survival of the cells.  

In summary, cisplatin exposure affected DNA damage, cell cycle distribution, apoptosis and cell 

viability in both RIVA and SU-DHL-5 and by combining cisplatin with 17AAG, these effects were 

enhanced in RIVA, especially for apoptosis, suggesting cell line specific synergism of cisplatin and 

17AAG. However, the presented results above showed only a general phenotypic cellular response 

towards the combination and to gain deeper molecular understanding of the suggested synergism of 

cisplatin and 17AAG, the DDR mechanism involved in mechanism of action of both drugs, was 

investigated by analyzing proteomics of DDR proteins. 
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Figure 13: Cell viability assay of RIVA (A) and SU-DHL-5 (B) after treatment with cisplatin and 

17AAG as single drugs and in combination for 0, 24 and 48 hours, along with vehicle controls. 

Live cells presented in both replicates of each sample were counted with trypan blue exclusion 

assay on hemocytometer. The cell count was further validated with a nucleocounter. Two-way 

ANOVA with multiple comparisons between samples at each timepoint was used for statistical 

analysis. Significant differences are showed with: *p value≤ 0.05, ** p value≤ 0.01, *** p 

value≤ 0.001, and **** p value≤ 0.0001.   

 

5.5 The protein expressions of DDR proteins were affected by 17AAG exposure 

Quantitative proteome analysis was performed on RIVA and SU-DHL-5 cells that were treated with 

cisplatin and 17AAG as single drugs and in combination for 0, 24 and 48 hours, along with vehicle 

controls. The SU-DHL-5 samples treated with cisplatin and combination for 0 hours were lost in the 

sample preparation for the proteome analysis and could therefore not be included. Each timepoint 

was prepared in single biological replicate and analytical duplicates.  

The main goal of quantitative proteome analysis is to investigate the global protein expression in cells 

which was initially investigated with an unsupervised Principal Component Analysis (PCA) (Figure 
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14) to identify and visualize the variance between all RIVA and SU-DHL-5 samples included in the 

quantitative proteome analysis. The PCA presents a two-dimensional plot, with one component on 

each axis where each proteomic dataset of single LC-MS/MS analysis is represented by a single data 

point in the scores plot and individual gene identifiers distributed in the corresponding loading plot. 

The two components are based on the maximal variances of the protein quantification in all samples, 

where component 1 accounts for 55.6% of the variance whereas component 2 accounts for 9.5% of 

the variance. Each dot in the PCA shows an average proteome quantification data of the duplicates 

of each sample and the dots cluster in a cell line specific manner on the x-axis showing that the main 

protein variances between the analyzed samples constituting component 1 is between the cell lines 

(Figure 14). In addition, the data points show a relative clustering according to drug exposure time 

on the y-axis, indicating that the second main variance, constituting component 2, is based on the 

timepoints (Figure 14).  

 

Figure 14: Principal component analysis (PCA) of all samples included in the quantitative proteome analysis presenting 

the protein variances between the samples. The two components are based on the maximal variances in the protein 

quantification. Each dot present protein quantification data of one sample based on average of its duplicates. The 

samples cluster according to their cell line categorization on x-axis (component 1) and are colored with blue (RIVA) 

and green (SU-DHL-5). On the y-axis (component 2) the samples cluster relatively together according to timepoints, 

presented with darker colors for longer time exposure.  

 

The drug exposure experiments of the samples analyzed for quantitative proteomics were conducted 

in biological singlets and in technical duplicates of each sample which constituted insufficient number 

of replicates to perform a statistical comparison between the global protein expression profile of the 
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different treatment samples and vehicle controls. Therefore, a pilot study with more targeted protein 

expression analysis was performed. The thesis focused on DDR related proteins based on their 

involvement in cisplatin response and resistance. Moreover, 17AAG induces its synergistic effects 

with cisplatin possibly through effect on DDR, contributing to further relevance of gaining insight to 

the DDR system.  

Cisplatin induced DNA damage is repaired mainly through the Nucleotide excision repair (NER) and 

DNA mismatch repair (MMR) pathways of the DDR system and therefore the core NER and MMR 

proteins [51] were analyzed. The core NER proteins are CUL5, ERCC1, ERCC2, ERCC4, ERCC5, 

ERCC6, POLE, POLE3, XPA, and XPC whereas the core MMR proteins constitute EXO1, MLH1, 

MLH3, MSH2, MSH3, MSH6, PMS1, and PMS2. Five of the core NER proteins were not detected 

in the quantitative proteome analysis and further three proteins had invalid protein expression values 

in both technical replicates of at least one sample and were therefore excluded. Remaining core NER 

(CUL5, ERCC2, ERCC5, POLE, POLE3 and XPC) and MMR proteins (MLH1, MSH2, MSH3 and 

MSH6) were extracted from the quantitative proteome data (Suppl. Figure 11). The genes encoding 

these proteins were not mutated in the two cell lines used for the experiments. The main purpose of 

this exploratory investigation was to examine the expression of these proteins after treatment with 

cisplatin and/or 17AAG, compared to vehicle control and therefore delta (∆) values presenting 

quantitative differences between drug treatment and vehicle control were plotted (Figure 15). To 

calculate the ∆-values for each protein, the average LFQ values of the duplicates of drug treated 

samples was subtracted from average LFQ values of corresponding vehicle controls. Therefore, delta 

values above 0 show increased expression and values below 0 decreased expression of the proteins 

after drug treatment, compared to corresponding vehicle. Statistical analysis was not performed 

throughout the protein differential analysis as this is a pilot study with the purpose of gain insight into 

the tendencies seen for NER and MMR protein expression after cisplatin and/or 17AAG treatment. 
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Figure 15: Differences of the quantitative protein values of each NER or MMR protein 

between the drug treatments and vehicle control presented with delta (∆) values for each 

time point in RIVA and SU-DHL-5 cell lines. The ∆ values were calculated by subtracting 

the average LFQ data of the duplicates of the drug treated samples from the average LFQ 

data of the duplicates of the vehicle controls. SU-DHL-5 cells treated with cisplatin and 

combination of cisplatin and 17AAG for 0 hours were excluded due to methodological 

issues. No statistical analysis was performed.  
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For both SU-DHL-5 and RIVA cells, MSH2 and MSH6 showed the highest variances between the 

∆-values of drug and vehicle treatments (Figure 15) and were therefore further investigated for ∆-

values throughout time (Figure 16). MSH2 and MSH6 are an essential part of the MMR pathway in 

the DDR system, and act together as a dimer termed MutSα to identify DNA damage in form of DNA 

mispairs and short insertion and deletion loops and subsequently initiate the MMR response [93]. In 

the conducted analysis increased expression of both proteins, with ∆-values above 0, was observed 

in cisplatin single drug treated RIVA and SU-DHL-5 cells for 24 hours, compared to corresponding 

vehicle control (Figure 16A-D). This can possibly be due to increased dsDNA damage after cisplatin 

exposure that activates DDR response leading to increased expression of MMR proteins. In 

agreement, a two-fold change of the ∆-value for both proteins in RIVA cells treated with cisplatin 

single drug for 24 hours was observed compared to cisplatin treatment for 0 hours (Figure 16A and 

C). After 48 hours of cisplatin single drug treatment, MSH2 still had higher expression compared to 

vehicle control in both RIVA and SU-DHL-5 cells (∆-value above 0) (Figure 16A-B). MSH6 showed 

same tendencies as MSH2 after cisplatin single drug exposure with an outlier in SU-DHL-5 cells after 

48-hour exposure. (Figure 16C-D).  

In contrast, combining cisplatin with 17AAG resulted in a decrease of MSH2 and MSH6 protein 

expression with all ∆-values below 0, except for 0- and 24-hour RIVA samples showing slight 

increase in MSH2 expression (Figure 16A-D). Thus, the increased expression of MSH2 and MSH6 

after cisplatin treatment was diminished and reversed by the addition of 17AAG in both RIVA and 

SU-DHL-5 cells. Same decreasing effect tendencies for both proteins were seen for 17AAG single 

drug, suggesting the possibility that 17AAG leads to degradation of DDR proteins through inhibition 

of Hsp90 chaperoning functions.   

Briefly, the results showed that expression of both MSH2 and MSH6 were increased by cisplatin 

treatment opposed to the addition of 17AAG to cisplatin and by 17AAG single drug where decreased 

expression was observed. Thus, supporting that 17AAG has inhibitory effect on the expression of the 

two MMR proteins.  
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Figure 16: Delta (∆) values of MSH2 and MSH6 through time. The ∆-values were 

calculated by subtracting average LFQ values of drug treatment from average LFQ 

values of corresponding vehicle control. No statistical analysis was performed. 

The molecular activity and function of MSH2 and MSH6 were investigated further with the string 

database (string-db.org). Through this database it is possible to search for multiple proteins together 

at once and find interactions and common molecular function and biological processes of the proteins 

(Suppl. Figure 12). Besides working together as an essential part of the MMR the results from the 

string search showed that they are involved in the intrinsic apoptotic signaling pathway in response 

to DNA damage. This can possibly explain the tendency of MSH2 in RIVA and SU-DHL-5 cells 

where the increased expression of MSH2 was seen after 24 hours of drug treatment (Figure 16A-B) 

which can be the result of MSH2 reacting with DNA damage. However, when RIVA cells had been 

treated for 48 hours MSH2 expression was decreased (Figure 16A) which could be the cause of the 
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apoptotic effect of MSH2, leaving fewer cells with DNA damage left and thereby decreased need of 

MMR proteins. Interestingly, the string analysis also showed that MSH2 and MSH6 are involved in 

somatic hypermutation of immunoglobulin genes and isotype switching which suggests their 

importance of generating MMR in B-cells to maintain genome stability. Lastly, the string analysis 

showed that MSH2 and MSH6 are involved in platinum resistance, meaning that they are involved in 

determining the cells response to cisplatin. However, it could not be anticipated by the string analysis 

if increased or decreased expression of the proteins contribute to the resistance. 

The Hsp90 proteins were also of interest in the quantitative proteome analysis because of 17AAG’s 

effect on Hsp90, inhibiting its chaperoning effect [71]. Hsp90 proteins are molecular chaperones that 

have two human isoforms, namely Hsp90 alpha (HSP90AA1) and Hsp90 beta (HSP90AB1). Similar 

to MSH2 and MSH6, the two isoforms of the Hsp90 protein were investigated for differences between 

drug treatment and corresponding control presented with ∆-values at each time point for both cell 

lines (Figure 17). Hsp90 is very abundant and highly conserved, accounting for 1-2% of all proteins 

in most cells [94] and even more in malignant cells [95]. Accordingly, the y-axis shows large numbers 

with a wide range of ∆-values.  

HSP90AA1 expression after cisplatin single drug treatment showed levels similar to the 

corresponding controls with ∆-values approximately at zero at all timepoints for both cell lines 

(Figure 17A-B). The HSP90AB1 isotype showed however some variations in expression after 

cisplatin treatment with no apparent pattern. It decreased slightly after 24 hours but then increased 

after 48 hours in RIVA (Figure 17C). However, HSP90AB1 showed steady expression through time 

in SU-DHL-5 with slightly higher expression in cisplatin alone treatment, compared to vehicle control 

(Figure 17D). According to the various expressions of the proteins after cisplatin treatment, cisplatin 

has not been suggested to have any effect on the Hsp90 chaperone protein, opposed to 17AAG known 

to prevent Hsp90 chaperone’s function by inhibiting the formation of the Hsp90 complex.  

Increased expression of both Hsp90 isoforms was observed in RIVA cells treated with 17AAG as 

single drug and in combination with cisplatin in a time-dependent manner (Figure 17A and C). This 

is presumably based on that 17AAG inhibits the formation and function of the Hsp90 complex and 

consequently the cell attempts to compensate for the loss of Hsp90’s effect by accelerating the 

translation of Hsp90 proteins. In agreement, SU-DHL-5 cells treated with 17AAG as single drug and 

in combination with cisplatin for 24 hours showed higher expression of both HSP90AA1 and 

HSP90AB1 compared to corresponding controls (Figure 17B and D). However, after 48 hours of 
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exposure the increased expressions of both Hsp90 isoforms were decreased to levels similar to 

corresponding controls (Figure 17B and D). Possible explanation hereof is that the drug exposure 

leads to diminished cell viability where the apoptotic process of the cells ensues degeneration of all 

cell components, including Hsp90. This is supported by the cell viability assay presented before 

where combinatory drug exposed SU-DHL-5 cells showed significantly lower cell viability after 24 

and 48 hours. 

Summarily, by exposing DLBCL cell lines to the Hsp90 inhibitor 17AAG, expressions of both 

isoforms of the Hsp90 protein were highly increased in both cell lines after 24 hours suggested to be 

the cellular response of the inhibitory effect on Hsp90’s function.  
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Figure 17: The two human isoforms of Hsp90 protein, HSP90AA1 and HSP90AB1, were 

investigated for protein expression after treatment with vehicle, cisplatin, 17AAG and a 

combination. The difference of duplicate average of drug treatment and vehicle treatment 

at each timepoint are presented with delta (∆) values. The y-axis constitutes high numbers 

due to the abundancy of Hsp90 in malignant cells.  No statistical analysis was performed.  
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6. Discussion 

This thesis investigated if 17AAG can sensitize DLBCL cells to cisplatin. This was pursued by 

treating two DLBCL cell lines, RIVA and SU-DHL-5, with cisplatin and 17AAG as single drugs and 

in combination, along with corresponding controls. This was followed by examining the effect of 

each treatment parameter on DNA damage, cell cycle function, apoptosis activity, cell viability and 

differential protein expression of DDR related proteins. The following discussion will firstly address 

the results of this thesis, secondly limitations that have arisen through the experimental course and 

lastly future perspectives.  

6.1 dsDNA damage measured with anti-γH2AX staining 

The DNA damage analysis was conducted by staining RIVA and SU-DHL-5 cells with the dsDNA 

damage marker, anti-γH2AX, followed by flow cytometry assay. RIVA showed high levels 

(percentage of γH2AX+ cells) of dsDNA damage after treatment with cisplatin alone and in 

combination with 17AAG for 24 and 48 hours. More interestingly, significantly more dsDNA damage 

after combination treatment was observed compared to cisplatin alone when the mean intensities of 

γH2AX+ were compared based on the fluorescent intensity γH2AX histogram. This shows a 

synergistic cytotoxic effect of cisplatin and 17AAG in form of dsDNA damage induction in RIVA, 

which is in agreement with our previous results [72]. In contrast, SU-DHL-5 had highest levels of 

dsDNA damage after cisplatin alone after 24 and 48 hours. The documented increase in 

phosphorylated H2AX in cisplatin treated cells is however, a well-known concept that is already 

described in other studies [96,97]. Therefore, investigating if the DNA damage effect of cisplatin can 

be enhanced by adding 17AAG and if it can support the synergism of DLBCL cells observed with 

MTS assays in previous results [72] was of most interest. However, SU-DHL-5 does not obtain any 

enhanced DNA damaging effect by combination treatment, suggesting that cisplatin alone induces 

the maximal DNA damaging effect and therefore the documented synergism of the two drugs can 

possibly be based on other cellular processes than induction of DNA damage in SU-DHL-5. This is 

in contrast with RIVA cells which show that a synergistic effect is induced by addition of 17AAG 

indicating that the enhanced DNA damaging effect of 17AAG addition is a cell-specific effect in 

resistant cell lines. This presents a translational problem since some DLBCL patients might not 

benefit from the addition of 17AAG in regard to DNA damaging effect. On the other hand, the 

resistant cell-specific effects could be an interesting take on developing more personalized therapy 

where the cell-specific effects can be exploited as therapeutic strategy of DLBCL patients that 
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exhibits insensitive response to cisplatin. However, this thesis only included two cell lines, one 

sensitive and one resistant. Thus, to support the cell-specific effects of 17AAG addition to cisplatin, 

analogous experiments to this thesis should be repeated in more cell lines. In relation to this, the 

categorization of the two cell lines as sensitive and resistant should be carefully noted as it is based 

on the response of each cell line in relation to the other cell lines. On this basis, the categorization is 

very dependent on which cell lines are compared for cisplatin response, how many cell lines are 

included and how the cut-off between sensitive and resistant cell lines is defined. Thus, the RIVA 

cell line is not an absolutely resistant cell line but relatively more resistant than SU-DHL-5. 

Noticeably, the fluorescent intensity γH2AX histograms for both cell lines showed that the vehicle 

control has a higher intensity than the unstained sample, showing H2AX phosphorylation without 

cisplatin induced DNA damage. An immunohistochemical study by Derenzini et al. [98] investigated 

the γH2AX expression in 99 DLBCL patient tumor samples where constitutive γH2AX expression 

where present in 47% of cases which is also in agreement with the theory of DLBCL tumors having 

high levels of genomic instability [54]. The present study is not fully comparable with those findings 

as DLBCL cell lines are used rather than patient tumor samples. However, the results from 

Derenzini’s study suggests a constitutive H2AX phosphorylation in DLBCL cells. We still wanted to 

test this theory, so we performed an analogous dsDNA damage analysis with anti-γH2AX staining 

on Human Embryonic Kidney 293 (HEK) cells to investigate the baseline γH2AX expression in 

untreated HEK cells and compare them to untreated B-cells. The results hereof showed that the 

untreated HEK cells had higher intensity of anti-γH2AX compared to a corresponding unstained 

sample and lower intensity compared to the untreated RIVA and SU-DHL-5 cells, suggesting a cell 

specific baseline phosphorylation of H2AX (Suppl. Figure 13). In accordance, the fluorescent 

intensity histograms of RIVA and SU-DHL-5 show not a single peak but a high positive peak with a 

left-sided tail (Suppl.  Figure 5-6). The tail is presumably not the result of a background signal as the 

antibody had been tested for the highest staining index and can therefore be considered as the 

population that only constitute the baseline H2AX phosphorylation in agreement with the constitute 

H2AX phosphorylation in B-cells theory.  

6.2 Cisplatin disruption of the cell cycle distribution  

The results from the cell cycle analysis through PI staining showed that cisplatin highly disrupts the 

cell cycle distribution in both cell lines. The PI staining of the cisplatin treated cells showed a clear 

G1-phase intensity peak followed by a wide peak presumably containing S- and G2/M-phases that 
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were hard to distinguish, implying that cisplatin blocks cells in post-G1 phases. This is in accordance 

with Velma et. al that showed accumulation of cells in S-phase after 1-3 µM cisplatin treatment for 

24 and 48 hours using human promyelocytic leukemia cells [99]. Furthermore, another study states 

that increased duration of S-phase as well as a blockage in G2-phase is seen in cisplatin treated murine 

leukemia L1210 cells [100,101]. However, cisplatin is not described as cell cycle specific agent and 

as such, cisplatin can induce its DNA damaging effect in all proliferative cells regardless of the cell 

cycle phase state [100,102]. The disruption of the cell cycle was more prominent in RIVA cells 

causing the algorithm of the univariate cell cycle model to be unable to recognize the G1-, S-, and 

G2/M-phases in all cisplatin exposed cells. Consequently, the cell cycle phases were defined 

manually resulting in uncertain values of the distribution of the phases. To circumvent this problem, 

BrdU staining can be applied in combination with PI staining. BrdU is a synthetic nucleoside which 

can bind to DNA in replicating cells during S-phase and by combining it to the nucleic acid stain PI 

the resulting graphs contain both all DNA contents from PI staining and defined S-phase DNA from 

BrdU staining. This simplifies the separation of S-phase from the G1- and G2/M-phases with 

effortless characterization of the cell cycle phases in cisplatin treated cells [103,104]. Furthermore, 

G2/M cell cycle phase can also be pinpointed by the antibody against phosphorylated Histone 3 that 

is present during mitosis [105]. Other total DNA staining markers than PI also exists such as 7-AAD 

[105] and DRAQ5 [106] which in addition are not dependent on fixating the cell samples and can be 

used in living cells [105].  

6.3 Apoptosis and cell viability after cisplatin and combination treatment  

The apoptotic analysis showed high synergistic effect of cisplatin and 17AAG in RIVA cells with 

seven-fold increase in apoptotic cells compared to control after 48 hours of exposure which is in 

accordance with our previous results [72]. Contrarily, SU-DHL-5 showed no synergistic effects of 

combining cisplatin and 17AAG and generally smaller increase in apoptotic response after drug 

exposure compared to RIVA, however, SU-DHL-5 showed high number of early apoptotic cells in 

untreated cells, both at all 0-hour baseline samples and vehicle controls after 24 and 48 hours. This 

suggests a baseline activation of apoptotic processes in the SU-DHL-5 cell line which can be 

supported with a study by Abbott et al. showing that SU-DHL-5 cell line does not express the anti-

apoptotic regulator protein BCL-2 which suggests that baseline SU-DHL-5 lacks the ability to prevent 

apoptosis resulting in high baseline pro-apoptotic levels [107]. It was unknown if untreated SU-DHL-

5 cells can reverse the pro-apoptotic process and inhibit early apoptotic cells to terminate the 

apoptosis. This was investigated with cell viability analysis where both cell lines were counted for 
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total cells and live cells after 0, 24 and 48 hours after drug exposure, along with vehicle controls. 

Here, all 0-hour SU-DHL-5 samples show a slightly higher cell viability than all 0-hour RIVA 

samples, with approximately one million live cells/mL which shows that the high amount of early 

apoptotic SU-DHL-5 cells present cells that are metabolic active. Through time, the SU-DHL-5 

vehicle controls show increased cell viability with significantly higher number of metabolic active 

cells compared to the SU-DHL-5 cells treated with cisplatin and combination. This supports that the 

early apoptotic SU-DHL-5 cells are able to reverse the pro-apoptotic process and survive. The cell 

viability through time in RIVA cells show that the combination of cisplatin and 17AAG decreases 

the cell viability exhibiting the lowest number of metabolic active cells, most prominent after 48 

hours counted on the hemocytometer. This is in agreement with a study revealing lowered cell 

viability after treatment with cisplatin in combination with a Hsp90 inhibitor in ovarian as well as 

head and neck cancer cells [108,109].  

Collectively, the overall effects of combining cisplatin with 17AAG on phenotypic cellular 

mechanisms is induction of dsDNA damage that causes cell cycle arrest which leads to disruption of 

the cell cycle distribution that can activate apoptosis of the treated cells resulting in decreased cell 

viability. Interestingly, a markedly enhanced effect on dsDNA damage and apoptosis was observed 

in combination treated RIVA cells, compared to treatment with cisplatin alone.  

6.4 Differential protein expression of DDR related proteins 

To test the potential and experimental set up with drug exposed cell lines a pilot assay for differential 

protein expression analysis was performed on DDR related proteins. The purpose was to strengthen 

our results showing synergistic effects of the combining cisplatin with 17AAG in RIVA by supporting 

that it is caused by impaired DDR likely through degradation as Hsp90 clients. This was performed 

with quantitative proteome analysis which, as stated previously, is a global proteome experimental 

method that we could not fully exploit because of lack of replicates. Instead, we performed a targeted 

core NER and MER protein expression analysis with extracted LFQ values from the quantitative 

analysis. 

From the NER and MMR proteins investigated, MSH2 and MSH6 exhibited the highest differences 

between the drug treatments and vehicle control and were investigated further through time (0, 24 

and 48 hours). For more extensive analysis, 96-hour timepoint could have been relevant to add 

anticipating that for cells to identify, signal, and have effect on protein translation can take over 48 

hours. 17AAG treatment as single drug and in combination with cisplatin showed decreasing effect 
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of the expression of MSH2 in SU-DHL-5 after both 24 and 48 hours of exposure, though it should be 

noted that none of the changes observed were significant. In agreement, downregulation of MSH2 by 

17AAG in combination with the cytotoxic drug pemetrexed have been showed in non-small cell lung 

carcinoma cells [110]. In contrast, RIVA show increased expression of MSH2 after 24 hours of 

cisplatin, 17AAG and combination treatment compared to vehicle control with slight decrease after 

48 hours. The MSH6 expression in both RIVA and SU-DHL-5 cells were decreased after 17AAG 

and combination treatment in a time-dependent manner for RIVA. Overall, 17AAG treatment shows 

decreasing effect of MSH2 and MSH6 both as a single drug and in combination with cisplatin, except 

for MSH2 in RIVA. This supports the theory of that 17AAG can lead to degradation of DDR proteins 

and in that way enhance the antitumor effects of cisplatin. Furthermore, MSH2 and MSH6 were found 

to have biological function involved in platinum resistance which is in accordance with a study using 

CRISPR screen that finds MSH2 to be one of the main genes mediating resistance towards cisplatin 

in muscle invasive bladder cancer cells [111]. Accordingly, MSH2 and MSH6 constitute interesting 

players in cisplatin response that would be valuable to investigate further. 

The two human isoforms of the Hsp90 protein, HSP90AA1 and HSP90AB1 were also investigated 

for protein expression through time after treatment with cisplatin, 17AAG and combination, along 

with vehicle control. Although Hsp90 inhibitor combined with DNA damaging agents such as 

cisplatin is a well-developed concept [112,113], there is limited research demonstrating the effect of 

the inhibitors on expression of Hsp90 isoforms on mRNA and protein level. This thesis’ results show 

that both isoforms have clearly higher expression in 17AAG, and combination treated RIVA cells 

compared to corresponding controls.  SU-DHL-5 cells also show high expression of 17AAG exposed 

cells both as single drug and in combination with cisplatin for 24 hours, however, after 48 hours the 

expression is decreased to the same level as the corresponding controls. This is in accordance with 

the cellular effect of the combination in SU-DHL-5 showing the levels of dsDNA damage and 

apoptosis to peak at 24 hours with decreased effect after 48 hours. Possible explanation hereof is that 

drug exposed SU-DHL-5 cells are eliminated fast and therefore after 48 hours there are fewer drug 

exposed cells that present drug effects.  

For future proteome experiments we will conduct the analysis with more replicates of the cell line 

samples or preferably clinical patient samples of rrDLBCL cases that would enable us to get a wide 

picture of the whole-proteome expression. This includes all DDR related proteins after cisplatin 

and/or 17AAG treatment where the most significant differentially expressed DDR proteins can be 

validated with ELISA or Western Blot and investigated further on genetic base by performing ddPCR.  
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6.5 Limitations  

The main limitation of this thesis is related to the chosen cisplatin-sensitizing drug, 17AAG.  

The essence of combining 17AAG with cisplatin to plausibly enhance the antitumor effects of 

cisplatin is based on 17AAGs inhibitory effect on DDR [70,71]. The inhibition is however gained 

indirectly through binding to the Hsp90 chaperone binding site, blocking its ability to bind and 

activate its clients, which leads to degradation of the clients, including DDR [70,71]. However, Hsp90 

has more than 200 clients involved in neuronal signaling, immune response, angiogenesis, cytokine 

signaling, DDR, and many other processes [114] and therefore the Hsp90 inhibitory effect of 17AAG 

is not specific to the DDR system [71,115]. Therefore, we cannot reject the possibility that the 

synergism of cisplatin and 17AAG are based on other cellular processes than DDR. Additionally, 

17AAG has not been approved for use in the clinic yet. Therefore already approved agents, like the 

Hsp90 inhibitor PU-H71 (currently under first-in-human phase I trial [116]), could have been more 

relevant in term of clinical relevance. Moreover, with focus on DDR, agents that directly inhibit 

targeted DDR proteins is an interesting application to investigate the direct effect of DDR on cisplatin 

response and if cells can be sensitized through explicit inhibition of DDR components. This has been 

tested in ovarian cancer cells where ERCC1, an important component of the NER pathway of the 

DDR system, was inhibited revealing sensitizing effects to cisplatin [117]. However, cisplatin-

induced DNA damage can activate different DDR pathways involving a wide range of DDR related 

proteins [50] and therefore direct inhibitory of targeted DDR proteins in specific pathways can 

presumably not be sufficient to inhibit all DDR activity involved in cisplatin-induced DNA damage. 

In this matter, the degradation of Hsp90 clients including various DDR proteins through effect of 

17AAG potentially results in wider DDR inhibitory effect. This effect is very attractive for treatment 

of tumors showing resistance towards cisplatin as the resistance mechanism can involve wide range 

of dysfunctional DDR components that through the DDR system can repair the cisplatin-induced 

dsDNA damage. This is in accordance with the results of this thesis showing 17AAG sensitizing 

RIVA to cisplatin which based on previous dose response screens [72] have been categorized as 

resistant to cisplatin.  

Additional limitation was that the anti-γH2AX antibody, used to detect cisplatin-induced dsDNA 

damage is not completely specific to DNA damage caused by cisplatin. A positive γH2AX fluorescent 

signal can also be the result of the pan-nuclear phosphorylation of H2AX due to DNA fragmentation 

involved in apoptosis as stated previously in this thesis. Despite that this confounding factor was 

eliminated by observing γH2AX signal short time after exposure (4 and 8 hours) prior to apoptosis 
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(Suppl. Figure 3-4), other dsDNA damage markers than H2AX could be included to help distinguish 

the effect of cisplatin and general apoptosis. One candidate is the tumor suppressor P53-binding 

protein 1 (53BP1) which is one of the key players in dsDNA damage responses as it is recruited to 

the damaged nuclear site and acts as a mediator of the DDR system [118]. This marker has been used 

to measure dsDNA damage in a variety of studies [119–121]. Another technical challenge is the fact 

that cisplatin does not exclusively induce dsDNA breaks as its binding to guanine on the DNA can 

result in mismatch and ssDNA breaks which γH2AX does not detect. Thus, to obtain a full overview 

of DNA damage, techniques like comet assay could have been applied which detects various DNA 

damage, such as ssDNA and dsDNA damage [122]. However, due to limited time and cost 

considerations these were not included. In essence, there are some considerations to take into account 

when using γH2AX as a measurement of cisplatin-induced dsDNA damage including specificity and 

selectivity, however, there is a general consensus that anti-γH2AX is a great marker for dsDNA 

damage and is still widely used for that purpose [83,84,123–126]. 

6.6 Future perspectives 

In summary, the results of this thesis show that cisplatin induces dsDNA damage with high efficiency 

which results in cell cycle arrest with disrupted cell cycle distribution leading to DDR mediated 

apoptosis resulting in lower cell viability of the cisplatin affected cells. The combination of cisplatin 

and 17AAG showed synergistic effect on DNA damage, apoptosis, and cell viability for RIVA 

contrary to SU-DHL-5 showing no markedly enhanced effect. Furthermore, 17AAG as single drug 

and in combination with cisplatin generally decreases the MSH2 and MSH6 proteins involved in 

MMR and increases Hsp90 isoforms expression presumably caused by a compensatory effect due to 

Hsp90 inhibition, validating that the enhancing effect of adding 17AAG is based on its inhibitory 

effect on HSp90 and DDR proteins.  

The documented synergistic effects in RIVA are interesting as the clinical purpose of adding 17AAG 

to cisplatin treatment is to gain better response in patients that normally show resistance towards 

cisplatin. Hence, the fact that RIVA is observed to be resistant towards cisplatin. However, further 

experiments on this matter are yet to be conducted to support the potentiality. Initially, tracking the 

effect of the combination compared to cisplatin alone on DNA damage, cell cycle, apoptosis and cell 

viability should be repeated in several more cisplatin resistant DLBCL cell lines where each treatment 

variable includes at least triplicates for stronger statistical analysis. Furthermore, additional 
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experiments on other cellular effects of the cisplatin and 17AAG combinatory treatment, such as 

CFSE staining which enables quantification of cellular division [127], could support this data further. 

The involvement of DDR in both cisplatin resistance and the synergistic effects of combining 

cisplatin to 17AAG was only touched upon in this thesis with a pilot study observing tendencies of 

differential expression of NER and MMR proteins. Noteworthy, DDR inhibition constitutes a highly 

relevant and interesting add-on target to sensitize cells to cisplatin. As described previously, NER 

and MMR are the main DDR pathways activated during cisplatin-induced DNA damage. The two 

pathways work in very different ways where through NER the DDR system attempts to repair the 

DNA damage and sometimes is successful. Overexpressed NER components have increased success 

of repairing cisplatin-induced DNA damage and is therefore associated with cisplatin resistance [49]. 

Therefore, it is highly relevant to inhibit the NER pathway to overcome the resistance. In contrast, 

MMR attempts but is never successful of repairing the invasive cisplatin DNA adducts, consequently 

initiating apoptosis [50]. Inhibition of MMR is therefore not desired to sensitize cells to cisplatin. 

Targeting the different DDR pathways in different ways is therefore admissible. Additionally, it can 

be discussed that even though the DDR pathways have different roles in cisplatin’s resistance and 

efficiency, wide DDR inhibition will most likely prevent all repair mechanism and although MMR is 

also inhibited the cell cannot survive with unrepaired invasive cisplatin-induced DNA damage and 

inhibiting DDR constitute therefore highly potential way to overcome cisplatin resistance. 

Furthermore, DDR constitute a particularly interesting target in DLBCL because the normal B-cell 

development is highly dependent on functional DDR as the cells are exposed to high levels of DNA 

damage due to the recombination of the Ig-gene segments and somatic hypermutation and class 

switch recombination in the germinal center. Therefore, using an agent that rules its effect by 

inhibiting DDR, such as 17AAG is highly compatible in DLBCL. However, further exploratory 

analysis of the mode of action of 17AAG are needed to ensure that its sensitizing abilities on B-cells 

is achieved through DDR inhibition. In essence, more details regarding the different DDR 

components’ role in cisplatin response is warranted. In this relation, exploring the DDR pathways’ 

role in cell lines that show sensitizing effect to cisplatin by addition of 17AAG in more details could 

be interesting. An example hereof is investigating if NER pathway components are overexpressed in 

RIVA and other cisplatin resistant cell lines and in that way elucidate if the combinatory synergistic 

effect is based on inhibition of NER or other DDR mechanism that attempts to repair the cisplatin 

DNA adducts. This can be conducted with targeted protein analysis through ELISA or Western blot 

techniques.  
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This thesis had a specific focus on cisplatin and the possibility of enhancing cisplatin’s cytotoxic 

effect by addition of 17AAG. In the clinic, cisplatin is administered as a part of a regimen constituting 

numerous agents, namely R-DHAP (rituximab, dexamethasone, cytarabine/Ara C and cisplatin) and 

R-GDP (rituximab, gemcitabine, dexamethasone and cisplatin). Therefore, it could be interesting to 

investigate if the cisplatin and 17AAG synergistic effects are also seen when combined with the 

existing regiments. For further analysis, this should be investigated both on cellular level as well as 

in animal studies which additionally can assess adverse toxicity when combining 17AAG to the 

cisplatin containing regimens.  

All in all, this thesis has demonstrated that by combining the Hsp90 inhibitor, 17AAG, with cisplatin, 

the cytotoxic effect on resistant DLBCL cells is enhanced. This elucidates high potentiality of 

sensitizing cisplatin resistant DLBCL patients to cisplatin, whereby the cisplatin resistance can be 

overcome. Thus, with further studies and implementation to the clinic, Hsp90-inhibitor add-on drug 

to cisplatin can guide the way to a new and better treatment option and outcome in rrDLBCL.  
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7. Conclusion 

This thesis investigated if 17AAG can sensitize DLBCL cells to cisplatin by evaluating the 

combinatory effects of 17AAG and cisplatin in two DLBCL cell lines, RIVA and SU-DHL-5. 

Synergism was assessed on DNA damage, cell cycle distribution, and apoptosis activity, and analyzed 

by flow cytometry. Additionally, the cell viability and differential expression of DDR related proteins 

were investigated in the treated DLBCL cells.  

Enhanced effect of dsDNA damage was observed after adding 17AAG to cisplatin treatment in RIVA 

cells, resulting in disruption of cell cycle progression and a more than three-fold increase in apoptosis 

in comparison to single-drug treatment. Thus, 17AAG enhances cisplatin’s cytotoxic effects as 

measured on different cellular mechanisms in the cisplatin-resistant cell line, RIVA. In contrast, these 

findings could not be observed in SU-DHL-5, where the cells exhibited maximal effects on dsDNA 

damage after treatment with cisplatin alone resulting in disturbance of cell cycle distribution and no 

enhancing effect of adding 17AAG to cisplatin on apoptosis. The data implies that the synergism 

between cisplatin and 17AAG could be based on cellular processes, such as DDR, that are associated 

with cisplatin resistance as the synergistic effects are only observed in a resistant DLBCL cell line. 

This was further supported by differential DDR protein expression where 17AAG showed to have 

different effect on DDR, compared to cisplatin alone and control, suggesting that 17AAG does affect 

the DDR and the synergism is possibly based on that molecular action. In summary, this thesis 

concludes that 17AAG sensitizes cisplatin resistant DLBCL cells to cisplatin and can thus be a 

potential therapeutical strategy to overcome the resistance.  
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