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Abstract:

The purpose of this project is to test
if it is possible to implement an Itera-
tive Learning-based Control (ILC) in the
AAU Smart Water Infrastructure Labora-
tory and what effect it has on such a sys-
tem. By taking this into account, the plan
was to try and implement ILC and in-
clude a leakage detection method in the
water network. This specific implementa-
tion was plausible due to consumers using
the water repeatedly, thus allowing for ILC
to be used. In this report, specific require-
ments were made to allow the testing of
such control. Later in the report, model-
ing for the water distribution network was
made, which includes static and dynamic
models. Then, after introducing ILC, mul-
tiple tests were conducted for both simu-
lations and in an actual lab. To detect the
leakages in the network, pressure residu-
als are generated from the difference be-
tween the dynamic model measurements
and estimated values from the static model
to compare it with a threshold that identi-
fies the leak. In conclusion, it is plausi-
ble for ILC based controller to be imple-
mented in the water lab and can be ex-
panded even further in the future.
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Chapter 1

Introduction

Water is a vital resource no matter where in the world. Therefore, access to good qual-
ity water is a basic right for all human beings. It plays an essential role in life and the
conservation of the health of the population.[1]

Water resources and infrastructure are facing challenges caused by the rapid global
changes such as population growth, economic development, migration, and urbanisation,
with over half of the world population now living in cities, which introduces new strains
on the systems that supply water to the citizens, businesses, industries, and institutions.[2]
Therefore, the function of a water network distribution is to deliver water to all the cus-
tomers, of the network, in sufficient quantity for potable drinking water at the appropriate
pressure, with minimal loss, of safe and acceptable quality.[3]

The project aims to implement a self-adjusting control method that becomes more ac-
curate over time. The controller will be implemented in AAU Smart Water Infrastructure
Laboratory setup, which contains a simulated water network. The simulated water net-
work has a set of pumps, consumers and pipes.

The goal is to have an iterative learning control to reduce error over time. Iterative learn-
ing control will be implemented due to the repetitive flow pattern in the water network.
Combined with leakage detection, it would reduce water waste.

1.1 Chapter overview

This section gives an overview of chapters contained in this project, followed by a brief
introduction of each chapter.
Chapter 2: Problem analysis investigates if it is possible to use iterative learning control.
It is done by first investigating what water distribution networks consist of then what
types of leakages occur in them. The chapter also describes if there have been changes to
household water consumption patterns. Since iterative learning control is used on periodic
systems. Problem formulation is formulated after the conclusion of problem analysis.
Chapter 3: Requirements describes system requirements that later will be tested, to see if
the implementation of iterative learning control is a success.
Chapter 4: Modelling describes mathematical models for the water distribution network.
In the chapter, graph theory is used to derive static and dynamic models for the simulation
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of water networks.

Chapter 5: Lab setup describes the AAU Smart Infrastructure Laboratory water network
layout used in the test chapter. Descriptions of the pumping unit, consumer unit and pipe
unit, that are used in the water network, are given in this chapter.

Chapter 6: Iterative learning pressure control introduces the control method used for
the project, by first giving an overview. Then the input update law is described, and the
stability analysis of the system controlled by iterative learning control is presented.
Chapter 7: Tests describes simulation tests of iterative learning controller across several
versions of the models together with graph representations. The different model versions
are separated into static models and dynamic models.

Chapter 8: Leakage detection describes a method that is based on residuals of the pressure
in the water distribution network. The static model is used as the prediction model to
generate the pressure residuals for the dynamic model. And the general structure of the
leakage detection method is given.

Chapter 9: Discussion evaluates the simulation results, lab results and leakage detection.
A comparison between test results and Chapter 3 is made. Lastly, there is a section with
possible future improvements.

Chapter 10: Conclusion assesses the overall state of the report. And answers a question If
the problem formulated in Section 2.4.1 has been solved.



Chapter 2

Problem analysis

2.1 Water distribution network

A water distribution network(WDN) is a part of a water supply network(WSS). WDN
is a system to deliver water from safe water sources to residential, industrial and com-
mercial consumers. Depending on the consumer there are different consumption patterns.
However, the purpose is to deliver water at a pressure that satisfies the water consumption,
without impeding the quality or safety of the water. Figure 2.1 is an example of a WDN.

—— Pipe
& { O Pressure Node
Water source [:% Valve

Or reservoir H H @ Head Pump

B Consumer
O ———

Figure 2.1: Schematics of a water distribution network based on [4]. Pressure nodes contain pressure sensors

e
et
—

WDN consist of pipes, valves, pumps and water sources to supply water to consumers
or designated areas. The water source can be a water reservoir or a water tower. WDN
can be controlled to keep a designated pressure across the network. Or it can be divided
into different operational zones, that can be controlled individually. A network that is sep-
arated into different operational zones is called District Metered Area (DMA) or Pressure
Management Area (PMA). In the current literature pressure and flow sensors are placed
in intersection nodes to localize leakages [5],[6],[7].
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2.2 Leakage types

The pressure control is quite cost-effective for reducing leakages since it is easier to
detect pressure drops in certain areas of the water network. There are three considerations
regarding what gets classified as leakage faults [8]:

* Reported leaks and breaks- have a high flow rate and short run time, which is easier
to detect than other leaks.

* Unreported leaks or breaks- have average flow rates and a long run time. Usually,
these leaks are detected by leakage detection programs.

¢ Background leaks- have a small flow rate and can take a very long time to be detected
due to the small size of the break or leak. Usually, flow rates are too low to be
detected by leakage detection systems, so another type of detection method needs to
be used.

The most common ways of pressure management are establishing different small zone
boundaries or DMAs, adding fixed outlet valves, controlling the level and pump outputs,
different modulated flow and time valves, etc.

In this reference, [8] there are some examples of showing multiple DMAs for Madraset
Arama in Alexandria, Egypt. The first example Fig. 2.2 shows how the water network looks
with multiple DMAs in the city, while the second one Fig. 2.3 shows only one isolated
DMA from the rest of the network, such that the reader could visualize the difference
between multiple DMAs or a single one.
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Inlet of the DMA

Figure 2.2: Madraset Arama DMAs network with one of the inlets for DMA [8]
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Figure 2.3: Simplified singular DMA from Madraset Arama DMAs network [8]

Pressure Reducing Valves (PRVs) seems to be the most used and effective method of
controlling the pressure in the water network. PRVs are instruments installed at strategic
places in the network to reduce the pressure to a set level. PRVs are usually placed within
DMA, next to the flow meter such that the meters” accuracy does not get affected [9]. The
placement in the network can be seen in Fig. 2.4.
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Figure 2.4: PRV (blue colored) installed on the pipe which is part of DMA network [9]

It can be complicated to see the actual placement of PRV from previous figure, so the
model version in the pipe is also made for readers to understand. This is represented in

Fig. 2.5.
E @ By-Pass Facility -

Pressure Reducing Valve

From Tank
--------- Sl s s Pt

) Towards Distribution
Sluice Valve Sluice Valve DMA Meter

Figure 2.5: PRV inside the pipe network model [10]

2.3 Household water consumption patterns

It is important to understand if COVID-19 had an impact on household water con-
sumption patterns. Since water consumption patterns need to be repetitive for iterative
learning control to function.
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Figure 2.6: Cumulative patterns and percentages of hourly consumption for UK households during COVID-
19 pandemic in the “Evening Peak (EP)”, “Late Morning Peak Peak (LM)”, “Early Morning Peak (EM)” and
“Multiple Peak (MP)” clusters [11]

As seen in figure 2.6 the water consumption in households is not constant over the 24
hours. Due to it, the water pressure, in water networks, has to be adjusted to minimize
water losses. Increased water flow increases the pressure, and the increased pressure on
pipes and holes leads to higher leakage.

In figure 2.7e compared to figure 2.7f it can be noted that water consumption has
increased during the COVID-19 pandemic. Water consumption during COVID-19 has
higher maximum values in all of the patterns, except the early morning pattern.
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Figure 2.7: Charts for peak hours of water consumption in the UK during COVID-19. Chart e is the average
hourly water consumption before COVID-19. Chart f is the average hourly water consumption during COVID-
19 in the UK. Chart g is the percentage of hourly water consumption before COVID-19 in the UK. Chart h is
the percentage of hourly water consumption during COVID-19 in UK [11]

2.4 Problem analysis conclusion

Iterative learning control will be used in this project since the household water con-
sumption patterns are periodic. However, there have been changes in daily water con-
sumption patterns, due to Covid-19. The average household water consumption, during
COVID-19, has increased. The most common consumption pattern is the multiple peak
pattern. It is possible to simulate WDN on the AAU Smart Water Infrastructure Labora-
tory setup. Specifically, the household water consumption pattern will affect the pressure
of the water delivered to the consumer. Therefore, the iterative learning control will be

10
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used to keep the pressure at the desired reference for the consumers.

2.4.1 Problem formulation
We will investigate:

How an iterative learning based controller at the inlet, in addition to a leakage
detection method at the outlets, can accommodate the pressure requirements in the
water network, which has a periodic disturbance?.

11



Chapter 3

Requirements

From Chapter 2, it was decided to implement an iterative learning controller in the wa-
ter lab setup and design a leakage detection method in the dynamic model. Requirements
were formulated to later be compared to test results.

3.1 Simulation requirements

1. Iterative learning control should stabilize the system at the reference point after five
iterations, if the consumer consumption is considered to be a sinusoidal wave.

2. Iterative learning control should stabilize the system at the reference point of 0.2 Bar
even with more consumers that act as disturbances to the network.

3.2 Lab requirements

1. Can the iterative learning controller control the pressure to reach the desired refer-
ence of 0.5 Bar when a constant valve opening degree is used in the network?.

2. Using the iterative learning control, water pressure has to reach the desired reference
of 0.5 Bar when the valve dynamics has a periodic opening degree.

3. Iterative learning control should never go above 100% of the maximum propeller
speed.

3.3 Leakage detection requirements

1. The generated pressure residuals should indicate whether or not there is a leakage
in the network model.

After the requirements are finalized, it is time to describe the modelling for static and
dynamic systems in the next chapter.

12



Chapter 4

Modelling

In this chapter a mathematical models for the water distribution network is formulated
using models of the different components that form the WDNs and derived with graph
theory principles. In Section 4.1 the models for the components of the WDNs are derived
and in Section 4.2 an introduction to the graph theory is presented as well as the derivation
of the mathematical model for the WDN using graph theory principles.

4.1 Water distribution network components

A water distribution network is an integrated system that consist of different compo-
nents such as pipes, pumps, and valves. carrying demanded water amounts at preferred
pressures and water qualities to consumers, therefore in this section the model for each
component is presented and the derivation of these component models will follow[12],
[13] and [14].

4.1.1 Pipe

The change in pressure in all components can be expressed as

APk = Pink — Poutk (4.1)
Where,
Apy is the pressure drop across the k' component [Pa]
Pink is the pressure at the k" component input node [Pa]
Pout x is the pressure at the k' component output node [Pa]

The pipes in the network are assumed to have the same diameter that is constant
along the pipe’s length. The flow is assumed to be uniform along the pipe’s cross-section.
Therefore the dynamic model for pipes in the water network distribution, as presented in
[14], can be described as

Apx = T + Me(qx) — Gk (4.2)
where,
Apy is the drop in pressure across the k' pipe [Pa]
Jx is the mass inertia of water in the k' pipe {%}

13



Group 931 Chapter 4. Modelling

gy is the flow of water through the k' pipe {'%3}
A« (gx) is the drop in pressure due to surface and form resistances in the k' pipe [Pa]
(k is the drop in pressure due to elevation [Pa]

The mass inertia of water in the pipe can be expressed as

Jk = % (4.3)
Where,
L is the pipe length [m]
p is the density of the water {%}
A is the cross sectional area to the pipe [m?]

The pressure drop in the pipe due to surface resistance /iy is given by Darcy-Weisbach
equation[15]:

8fLq?
;= n{ggb_ (4.4)
where,
hy is the head loss due to surface resistance [m]
f is the coefficient of surface resistance known as friction factor
g is the gravitational constant El
D is the diameter of the pipe [mm]

The friction factor f is dependent on the Reynolds number Re, which describes the flow
type and the average height of roughness € of the pipe wall. By assuming turbulent flow
of the water, the friction factor of the pipe can be given by

€ 574\ 172
f=1325 [log (m + Reogﬂ (4.5)

where Re > 4000 for turbulent flow.
The pressure drop due form resistance can be expressed as

84°
hm = kg w (4.6)
where,
hy is the head loss due to form resistance [m]
kf is the form-loss coefficient [m]

the term k; can take different values in different situations. Such as a change in an area
where the pipe bends or change in direction, where elbows can be used to provide a sharp
turn, the form-loss coefficient k in these situations can be expressed as

a0 (4.7)

D 3.5
ke = [0.0733 +0.923 <R>

14
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where,

R is the bend radius [mm]

« is the bend angle [rad]
k= 0.4420>" (4.8)

where,

« is the elbow angle [rad]

The drop in pressure due elevation can be given by

Az = pgAh (4.9)

4.1.2 Valve

The valves in this project for the water distribution network are valves with variable
opening degrees (OD). The changes in the (OD) can alter the flow rate of the water and
the pressure drop across the valve. Modelling of the valves was approached similarly to
the pipe model in Eq. 4.2. Where length L and elevation change Az are assumed to be zero
since the valve is relatively small compared to the pipe.

1
Apr = 1i(qr, ODx) = —————|qx|q« (4.10)
kvs (ODk)z
Where,
1x(qr, ODy) is a function expressing the pressure drop over the k' valve [Pa]

kus(ODy) is the conductivity function of the k" valve
ODy is the opening degree of the k' valve

4.1.3 Pump

The pumps in the water distribution network are used to deliver pressure and flow into
the network and in this project the centrifugal pumps was chosen. the pressure difference
of the pump is depend on two main variables that is: the flow through the pumps and
the rotational speed of the centrifugal pumps. The model was derived based on these
variables and can be presented such as,[13]

Ap = ar(qr, wr) = —ank|qilqr + anorwi (4.11)

Where,

ax (g, wy) is a function representing pressure delivered by the k' pump [Pa]
o k00 are the pump constants of the k' pump

wy, is the rotational speed of the k' pump

15
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414 General component model

The general model is formulated by combining the component models namely the pipe
model in Eq. 4.2, the valve model in Eq. 4.10 and the pump model in Eq. 4.11 as shown in
Eq. 4.12.

Apx = Trdx + M(qx) + px(qr, ODy) — (e, wi) — Azk (4.12)
Where,
_ L
Tk = A (4.13)
8L, 8
Ak(Qk) :pg(fﬂ_'ngS +kf7_[2gD4)’qk|qk (414—)
1
#k(gx, ODx) = ————— [qk|q« (4.15)
kys(ODk)z
ax(Gr, i) = — x|kl qx + anoxw? (4.16)
Az = pgAhy (4.17)

Component ‘ Je M me oax Azg
pipe | J A 0 0 Az
k" valve 0 0 uwm 0 0
Khpump | 0 0 0 a O

Table 4.1: The general component model parametrization

Eq. 4.12 is used to describe the pressure drop across each component. It combines the
different component models. Pressure drop across a specific component, for example the
pump, can be calculated by setting other components to be zero. This can also be done by
combining Eq. 4.12 and Table 4.1.

4.2 Graph theory based network model

In this section the fundamentals of graph theory are presented as well as the static
model and dynamic model that are derived using the graph theory principles.
4.2.1 Basics of graph theory

Graph theory can be used to represent water networks as sets of vertices and edges.
An example of a graph is shown in Fig. 4.1 and the following definitions and matrices can
be introduced with the aid of this figure.

16
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Figure 4.1: A graph example

Graph

A graph G = (V,E) consist of a set of objects V = {vy,v2,- - - ,v,} called vertices, and
another set E = {ey, ez, - - , e}, whose elements are called edges, such that each edge ¢
is identified with pair (v;, v;) of vertices[16].
Loop or cycle

A loop or cycle of a graph is a closed walk where the initial and terminal vertices are
identical [17], such closed walk could be {vy, e3,v3, €3,04,€4,02}.
Tree

A tree T Given a connected graph G a tree T is a graph which contains no cycles by
removing any of its edges[18].
Spanning tree

A spanning tree is a tree T that connects all the vertices of the graph G[18], such as
{v1, 1,02, €2, 03, 63,04}
Chord

A chord is an edge of G that is not in the given spanning tree T[16], edge {e4} can be
considered as a chord.

In water distribution networks, components such as pipes, valves, and pumps are rep-
resented as edges, the connections between these components are represented as vertices.
The following two matrices are also used in the derivation of the model for the WDN.

17
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Incidence matrix

An incidence matrix H of a digraph with n vertices and m edges is an n by m matrix,
such that[16]

—1 edge ¢, is entering vertex v; (4.18)

1 edge ¢; is leaving vertex v;
Hjj =
0 otherwise

Incidence matrix Eq. 4.19 is created by following rules of Eq. 4.18.

e1 () €3 (7}

1 0 0 071 »
0o -1 1 0| v
0 0 -1 1] v

A reduced incidence matrix can be obtained by choosing one of the nodes in the graph
a reference node, node {v4} is chosen to be the reference node and edge {es} as a chord
edge, the reduced incidence matrix can be presented as,

H=|[Hc|Hr | (4.20)

Where,
HCc is the reduced matrix for the chord edges in the graph
Hr is the reduced matrix for the tree edges in the graph

€4 €1 () e3

- 0] 1 0 07w

H=|-1]-1 1 0| » (4.21)
0] 0 -1 1] vs

Cycle matrix

for a given connected graph G that has a spanning tree T, the loops that are formed
by adding the chord edges to the graph are called cycles, therefore the cycle matrix B of a
digraph is a matrix defined as,

1 edge ¢; is in the loop direction
Bjj = 4 —1 edge ¢; is opposite the loop direction (4.22)
0 otherwise

The cycle matrix can be partitioned into chord matrix and tree matrix as presented be-
low,[13]
B = [Bc Br] (4.23)

18
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The cycle matrix for the graph in the figure above is given as,

ey €1 ey e3
B=[1]0 1 1] (4.24)

The matrix does not contain negative entries that is because all the edges that forms the
cycle in the graph follows the same direction as the loop.

The fundamental cycle matrix can be represented in terms of reduced incidence matrix as
follows,[13]

B=|I ~H(H | (4.25)

4.2.2 Water network model

A two-terminal hydraulic element is represented by edge e;. Associated with each edge
are two edge variables, p; and g;. The variable py is called the edge pressure and may be
regarded as a cross variable because it exists across the two end nodes of the edge. The
other variable gy is called the edge flow and flows through the edge. A hydraulic network
can be described the same way as an electrical network. The current is equivalent to the
flow in the edges and the voltage is equivalent to the pressure. The edge variables must
also obey the two laws of Kirchhoft’s [16]:

Kirchhoff ‘s Current Law (KCL) states that the net sum of all the current flows leaving and
entering a node is zero.
Ai=0 (4.26)

Where,

A is the incidence matrix of the graph

i is the vector of current flows

The voltage difference across the edge can be described as

Av= ATy (4.27)

where Av is the voltage difference
Regarding Kirchhoff s Voltage Law (KVL) it is stated that at any time the net sum of the
voltage drops in a cycle is zero.

BAv =0 (4.28)

where B is the cycle matrix of the graph.
Similar to the electrical network the KCL Eq. 4.26 can be formulated in terms of hydraulic
network as follows:

Hq=d (4.29)

where,
H is the incidence matrix

19
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q is the vector of flows through the edges

d is the vector of nodal demands which are the nodes open to atmospheric pressure

The nodal demands take a negative sign if the water flows out of them, such as nodes
connected to a consumer. And positive sign if the water flows in, such as nodes connected
to a pump. The remaining nodes have no disturbance meaning no water is removed nor
added to the system therefore they take values of 0.

d=dp +dp,+de, +de, =0 (4.30)

where,
dyp, and dp, are the pump flow rate
dc, and d,, are the consumer flow rate

d = Fd; (4.31)

Eq. 4.31 is formulating Eq. 4.30 in matrix form, where F is a matrix extracting the non-
zero nodal demands d f from the vector of nodes. Moreover, the reduced F matrix can be
represented by removing the reference node from d vector, and can be written as follows:

d = Fdy (4.32)

Lemma 1

Let g be the vector of flows through the edges in a flow network with underlying graph
G and let n be the number of vertices in G. With T denote a particular spanning tree of
G and gc¢ the vector of flows through the chords of T with respect to G. Lastly, let Hr be
the reduced incidence matrix of T and d be the vector of node flows for the non-reference
nodes. Then the following is true [13],

0 _
=BTg.+|___1|4d 433
q qe HTl] (4.33)
From Eq. 4.33, BT matrix is as follows:
T I
Bl =| _,_ (4.34)
—H; H,

The flow vector can be split into chord edge flow and tree edge flow, and substitute BT
matrix and d with their corresponding values as follows:

= {‘7] | ! 1.2 (4.35)
= g T —ESE T 'Y '
From Eq. 4.35 g7 can be expressed as:
gr = —Hy Heqe + Hy Fdy (4.36)
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Differentiating Eq. 4.33 can be given as:

O -
qg=B"gc+ —1] Fdy (4.37)
Hy
From Eq. 4.37 g7 can be expressed as:
q.T _ —H]_"lﬁcqc +H7—“1FE (438)

4.2.3 Static model

In this section, the network is assumed to have a single pump which is also considered
as a reference node for the network and takes the following assumptions. This model acts
as a steady state model which discards the dynamics of the pipes in the network.

Assumption 1.

The distribution between the #n — 1 non-inlet demands d, is fixed in time, that is, there
exist v € R with the property Y7 ' v; = 1, and d, is the total non-inlet demand such
that[19]

d(t) = —v-d,(t) (4.39)

Assumption 2.

The hydraulic resistance takes this form:[19]
Ai(qi) = filgilgi  with f; >0 (4.40)
The nodal demand of the network in the static model is
d= Fpdp+ Fed. (4.41)

Where,

Fp is a matrix that draws inlet demand vector d, from the nodal demand vector d
F¢ is a matrix that draws outlet demand vector d. from the nodal demand vector d
by removing the reference node the nodal demand is given by

Where,
7;, is the F) after the removal of the reference node, F. is the F. after the removal of the
reference node
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In this static model the tree edge flows of the network is calculated from Eq. 4.33 where
d is equal to F.d,
qT - _HT chC + HT FCdC (4.43)

From assumption 1 and 2, there exist a vector B, which is partitioned into chord and tree
parts, as shown in the following equation:

00 = [10] = 2] auty = a- a0t (1.44)

This means that for a given v, in the consumer demand, there exist a vector a in all edge
flows of the network.[19]

qc = acdy (4.45)
d=—vd, (4.46)
Ap = A(g) — Az (4.47)

Similar to electrical network, the KVL Eq. 4.28 can be formulated in terms of hydraulic
network as follows:

BAp =0 (4.48)
BAz =0 (4.49)
BA(gq) =0 (4.50)
Using Eq. 4.48 and Eq. 4.49 in Eq. 4.47
—T——T
Acqc) —H.Hr Ar(qr) =0 (4.51)
Ae(ge) — H Hy Ap(—Hy Hege + Hy Fed,) =0 (4.52)
Using Eq. 4.45 and Eq. 4.46 gives
(Aclac) — H Hy 'Ap(—Hy Heac — Hy 'v))d2 =0 (4.53)

The pressure difference across edges is similar to voltage difference in electrical network
given in Eq. 4.27:

Ap=H'p (4.54)
The elevation difference across edges can also be given as:
Az=H"z (4.55)

The vector of pressure difference, elevation difference and incidence matrix can be split
into chord edges and tree edges.

Apc] _ [HE
ape) = 1] 7 (59
AZC o Hg
[ AZJ _ [H%] : (457)
Apr = H%p = Ar(qr) — H%z (4.58)
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Lemma 2

Let T be a directed tree with the incidence matrix Hr and reduced incidence matrix
Hy (without loss of generality, assuming that the last row of Hr has been deleted to obtain
Hr). The reduced incidence matrix is invertible, since a tree is a connected graph with n-1
edges. Then the following holds [20],

HyH, ' = [I_nﬂ,}] (4.59)

where 1 is a vector of ones, I,,_; is n — 1 identity matrix and Transposing Eq. 4.59 gives,
1 +-T
(HrHy )" =H; Hf =[I —17] (4.60)

The pressure vector can be split into non-reference node pressures p and reference node
pressure p,.

— |7 4.61
=i wen

Similarly, vector of pressure, due to elevation, is divided into non-reference node pressures
due to elevation z and reference node pressure due to elevation z,.

z
z= LJ (4.62)
H;TH%p =p—1p, = H7_“T)\T(CIT) —(z—1z) (4.63)
7=Hy Ar(qr) — (Z—1zo) +1pq (4.64)
P =Hy Ar(—Hy Hege + Hr Fode) — (2 — 1z,) + 1, (4.65)
Using Eq. 4.45 and Eq. 4.46 gives
p(t) = Hy ' Ar(—Hy Hea, — Hy 'v)d2 — (2 —11z,) + N, (t) (4.66)

where

P(t) is the vector of pressure at the non-inlet nodes

po(t) is the inlet node pressure

The Eq. 4.66 can be written with set of constants «;, x(t) and 7; in the following form[21]

pi(t) = aidy — i+ u(t) (4.67)

Where a; = (H;T),-AT(—H?E% —H;'v)
vi = (zi — 1z0)
u(t) =1po(t)
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4.2.4 Dynamic model

In this section the dynamics of the pipes, valves and pumps are taken into consideration
to build the model. The vector representing pressure drop across all the edges of the graph
can be described using general component model Eq. 4.12

Ap=Jq+M4q)+u(q,0D) —a(q,w) — Az (4.68)
Using Eq. 4.48 and Eq. 4.49 in equation. Eq. 4.68

BAp = BJq+ B(A(q) +p1(q,0D) —a(g,w)) — BAz (4.69)
0=BJq+B(A(q) +u(q,0D) —a(q,w)) (4.70)
BJ§ = —B(A(q) + 1(q,0D) — a(q,w)) (471)
Substituting Eq. 4.37 in Eq. 4.71 gives:
0 | —
BJB"4. + BJ 1] Fds = —B(A(q) + 1(q,0D) — a(q,w)) 4.72)
T

For simplifying Eq. 4.72 J is split into chord edges and tree edges [% ¢ ; }
-

BJB G+ |1 ~HiHy | [jc 0] [0_1] Fd; = —B(A(q) + p(q,0D) — a(q,w))

0 jT HT

. (4.73)

BJBT4. — HeHy ' JrHr Fdf = —B(A(q) + p1(q,0D) — a(q, w)) (4.74)
Using Eq. 4.36 in Eq. 4.74 gives:
BJB"G. — HoHy ' JrHy Fd; = —B(A(—Hy Heqe + Hy Fdy)+ W)
u(~Hy 'Heqe + Hy 'Fdy, OD) — a(~Hy Heqe + Hy Edf,w)) '
Taking the tree part of the general component model Eq. 4.68 gives:

Apr = Hfp = Jrgr + Ar(qr) + ur(qr, ODr) — ar(qr, wr) — Hiz (4.76)

Using Lemma 2 on Eq. 4.76 gives the following equations:
—=-T T . 75T —=-T
Hy Hrp =Hr Jrir+ Hy (Ar(qr) + pr(qr,ODr) —ar(qr,wr)) — Hy Hrz  (477)

P—1p, = Hy Jrgr +Hy (Ar(qr) + nr(qr,ODr) — ar(qr,wr)) —2 — 1z, (4.78)

Pre-multiplying fT with Eq. 4.78 gives:

Fl(p—1po) = F Hy Jrir+F Hr' (Ar(qr) + pr(qr,ODr) — ar(gr,wr)) — F' (2 —1z,)
(4.79)
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=TT ., . =TT =T/~
0=F Hr Jrgr+F Hy (Ar(qr) + pr(qr,ODr) —ar(qr,wr)) — F (2 —1z,)  (4.80)
=T=-T , . =TT =T,

F Hr" Jrgr = —F Hr" (Ar(qr) + pr(qr,ODr) — ar(qr,wr)) + F (2 —1z,) (481

substituting g and g1 expressions from Eq. 4.38 and Eq. 4.36 into Eq. 4.81
—F'Hy JrHy Hee+F Hy JrHp Fd; = —F Hy' (Ap(—Hy Heqe + Hy Fdg)+ ws)
——1— 1 1 1 =T, :
pur(—Hp Hege + Hy Fdf,ODr) —ar(—Hp Heqe + Hy Fdf,wr)) +F (2 —1z,)

with Eq. 4.75 and Eq. 4.82, the model for the water distribution network is given and can
be written in matrix form as follows:

[ BJBT _HEH;TJTHglp] [q;c] _ [1 _HEH;T]

~F'H, 7+H, H. F H; JH, F | |df 0 —FHy ws)
(el * Lacsir omn] ~ larieron] ) * |7 &2

B=|I ~HH | (4.84)

Bi= o Hy'| (4.85)

BJBY = —~H-Hy JrHy' (4.86)

ByJBY = Hy JrHy' (4.87)

Eq. 4.83 can be re-written as follows by using the above four Eq. 4.84, Eq. 4.85, Eq. 4.86
and Eq. 4.87

=T =T =| |5 T—-T
F B;JB" F ByJBIF| |d 0 -FH ]
a1 T (4.88)

([ ]+ [eteo00 |- [uecteed 1) + [ o] e-1e0

[ BJBT  BJBIF ] [q;;] o [1 ~H(Hyp'
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Chapter 5

Lab setup

This chapter describes the AAU Smart Water Infrastructure Laboratory(SWIL) setup
for the water network. SWIL consists of multiple modules. Modules are separated into a
pumping station, a consumer unit and a pipe unit, symbols seen in figure 5.1.

SYMBOL LEGEND:
K1 Manual bail valve "E==[" Pressurised pipe @ Tank QO sensor
D& Automatic shut-off valve ™=, Gravity pipe > Flowsensor

&mm (O contolavepump N checkvave T b

Figure 5.1: Meaning of symbols in SWIL module schematics [22]

The pumps are controlled by setting rotor speed between 0-100%. Pumps P4, P5 and
P6 are responsible for recycling the water back into the system. Pumps P1, P2 and P3
supply the pipe and consumer units with water flow, see figure 5.2.

LU-44 Pump station 2

Vi

90,

Viaa

Figure 5.2: The schematic of a pumping station [22]

The pipe units in the network allow to change the pipe length and diameter as well as
the possible setup of the water network, see figure 5.3.
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Figure 5.3: The schematic of a pipe unit [22]

Each pipe unit has 12 Input/Output valves. These valves are used to connect the pipe
units with pumping stations, consumer stations or other pipe units. There are also 3
internal valves that change pipe length in each pipe unit. Pipe units also contain different
variations of pipes, specifically with a diameter of 15 or 25.

The consumer units have controllable valves for each of the pipe unit connections. The
controllable valves can be set to 0-100% open, see figure 5.4.

LU-32 Consumer station 2

’

Figure 5.4: The schematic of a consumer station [22]
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Two of the connections are for simulating water consumption with the water being
stored in the consumer station tank. One connection is for recycling the water back into
the system.

A simplified schematic of the lab setup is seen in figure 5.5.

Figure 5.5: Simplified lab setup schematic with labeled edges. Valves In1_1 and In1_2 represent the consumers
Each module is used once for the lab setup. P3 in the pumping station is the only

functional pump. For recycling water, P4 and P5 are turned on. See the complete schematic
in Appendix A.1.
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Chapter 6

Iterative learning pressure control

In this chapter, an Iterative Learning Control (ILC) is proposed for the WDN, where
the end goal of this control scheme is to keep the pressure of the water in the consumers’
ends at the desired pressure. In section 6.1 an overview of the ILC is presented which
points to the advantage of using such control scheme, in section 6.2 an input update law
is presented where it explains the control algorithm and in section 6.3 a stability analysis
of the system controlled by the ILC is presented.

6.1 Overview of ILC

ILC can be classified as an intelligent control approach which is a method to enhance
the transient performance of systems that function repetitively over a predetermined time
interval[23].

In control theory, there is a wide range of control schemes that provide improvements
to the response of a dynamic system but due to the presence of unmodeled dynamics or
parametric uncertainties in real-world systemes, it is not always possible to achieve the re-
quired desired performance[23]. Therefore, the advantage of using ILC when the system
of interest operates repetitively is that it is not dependent on a model of the system[21].
The objective of the ILC is to iteratively design an input sequence for a system that per-
forms the same task repetitively such that the output of the system is as close as possible
to the desired output at all times[24][25][26][27].

6.2 Input update law

As mentioned in section 6.1 the objective of the ILC can be formulated in terms of the
pressure at the measured node as follows,[21],

yi(t) =7 (61)

where,
y;(t) is the pressure p;(t) at the ith measured node.
r; is the desired reference pressure at ith node.

To control the pressure in the system the controller was placed at the inlet node of the
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network which in this project it is considered to be the pump specifically the rotational
speed of the pump u(t), the controller proposed in this project is feedforward ILC which
was used in [21]. A basic configuration of feedforward ILC is presented in Fig. 6.1[23].
The controller gives a reference pressure r and forces the pressure at the outlet nodes y/(t)

u(t) Yk(t)
> System

\ 4

> Memory <€

A

Ug+1(t) Iterative Learning

Controller

A

Figure 6.1: Basic ILC configuration

to approach the reference by updating the input speed sequence u(t) after each iteration,
to formulate this suppose that the system operates on a finite horizon given by t € [0, N]
thus each iteration domain consists of a finite number of time points which can be written
as follows,[23]

ug = (ug(0), ug (1), -, ux(N = 1)) (6.2)
ve = (ye(0), yk(1), - -+, yk(N = 1)) (6.3)
ek =7 —yr = (ex(0),ex(1), - - ,ex(N — 1)) (6.4)

With these vectors the update law can be written as,[21]
Upy1 = Uy + Key (6.5)

Where,

U4+ is the control parameter vector in k + 1st period and the initial control parameter u
is either set to zero or initialized appropriately by the system characteristics.[25]

K is constant learning gain.

e is the error which is the signal representing tracking accuracy on iteration k.

Equation (6.4) indicates the error computed from a single output, for multiple outputs
as in this project the max function was used to obtain the error as in Eq. 6.6

ex = max{7(t) - 7 (t)} (6.6)

Where, 7(t) is the vector of reference pressures for each output in the system at time
interval t.

Y, (t) is the vector containing the measurements from all outputs at time interval ¢ of
iteration k.
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6.3 Stability analysis

The stability for the systems using ILC can be associated to the convergence by raising
the following typical question:

Will the error approach zero as the number of iterations grow?[28]
For the stability to be well defined a few assumptions on the system controlled by ILC
are given,[28]
Assumption 1

Every iteration k ends in a fixed time N € t.

Assumption 2

A desired output r is given a priori over the time interval t € [0, N].

Assumption 3

Every output yx(f) can be measured and therefore the tracking error e (t) = r — yi(t)
can be utilized in the calculation of uyq(f).
In this section, the stability analysis was conducted on the static model as well as the
dynamic model to choose the right gain K which will fulfill the error convergence of the
system and therefore makes the ILC stable.

In static model the pressure Eq. 4.67 at kth period is given below,

pije(t) = aidy — i+ u(t) (6.7)

The ILC error track is[25],

i1 =1 — ik (t) =7 — aids + v — w1 (1) (6.8)

According to Eq. 6.5 the controller in Eq. 6.8 is written as follows,

€1 =1 — ux — Key — ocl-d% + v; (6.9)
From Eq. 6.7 the following is given,

ur(t) = pix(t) — aidy + i (6.10)
Using this in Eq. 6.9 results the following,

exr1 =1 —pir(t) + uqdﬁ — v — Key — ocid% + i (6.11)
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Since a; and 7; are constant and d2 is a periodic term and it is invariant over the period
then they cancel out each other, and the error tracking will be as follows,

Ck+1 = € — Kek = (1 — K)Ek (612)

Where ¢, = r — p;x(t) from Eq. 6.11 The Eq. 6.12 is used in the convergence theorem which
states that the ||.||« of the ratio between the next error and the current error should be less
that € and the ratio between the errors is given as E’;—Zl =|[(1-K)||

In a mathematical form the convergence is given as,

[1-K[[<e<1 (6.13)

From Eq. 6.13 it is clear that the error convergence in the static model holds if 0 < K < 1
The steps mentioned above in the static model are also used in the dynamical model

for the control gain calculation.

The output pressure Eq. 4.78 at kth period is used,

pir(t) = (Hr' Frir)i+ (Ar' (Ar(qr) + pr(gr, ODr) = ar(gr,wn,)))i = (2 = 1z0); + 1p,
(6.14)
The equation is simplified into the following equation,

Pix(t) = Dj — Aug — v; +1po (6.15)

Where,

D; = (Hy ' Jrdr)i + (Hr' (Ar(qr) + pr(qr,ODr) — ax(qr))):

ar(q9r) = —an2lqrlqr

A=Hr Tﬂho

wr, = Uk

vi = (2 = 1z,);

The subscript (-); means the ith row of the matrix (+)

By assuming that the water network is in steady state most of the time, the fast dynamics
in the system can be neglected by setting gt = 0 then the

D; = (Hy' (Ar(gr) + pr(qr, ODr) — ar(qr)));

Where g7 can be taken as a constant according to the assumption above which makes the
term D a constant term.

Then the ILC error tracking is,

ei1 =1 = Pijs1(t) =1 — Di+ Aty + 7 — Ipo (6.16)
From Eq. 6.5 the update law is,

Auy 1 = Auy + AKey (6.17)
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Using Eq. 6.17 in Eq. 6.16 results the following,
ex+1 =t — D; + Aup + AKex + i — 1p, (6.18)
The controller term in Eq. 6.18 which is found from Eq. 6.15 is,
Aug = —pi(t) + D; — 7i + 1p, (6.19)
Using Eq. 6.19 the following equation is found,
exy1 =1 — Di—pi(t) + Di — v +1p, + AKex + 7 — 1p, (6.20)

Assuming the terms D;, 7; and 1p, are constant the error track equation is expressed as
follows,
Cki11 = €k + AKek (621)

Using the error tracking equation the gain can be determined by fulfilling the convergence
theorem as shown below,

|1 — AK|| = ||1 — Hy apoK]|| < e < 1 (6.22)
Using the triangle inequality, Eq. 6.22 can be written as,
——T ——T
11— Hr anK|| < |[1]] = [[Hr anK|| <e <1 (6.23)

Therefore, for the ILC in the dynamic model to be stable it should hold 0 < ||Hy TahOKH <
1
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Chapter 7

Tests

In this chapter simulation tests of ILC applied on several versions of the models derived
in Chapter 4 are presented as well as the network layout in graph representations of the
models are presented. In Section 7.1 to Section 7.6 several simulation scenarios of the
static model and dynamic model are presented, in Section 7.7 and Section 7.8 lab tests of
the WDN controlled by the ILC carried out in the AAU SWIL are presented.

7.1 First static model

Description

This was the very first iteration model used to familiarize with how to set up the
static model with a simple controller. This test was meant to see how the simplest iter-
ative learning controller works on a sinusoidal wave. The sinusoidal wave in Fig. 7.1 is
represented by using cos wave function with modifications that are represented such as:
65 + 35 * cos(l% * pi* (t — 6)). Value for t is a period from 1 to 24 which is represented in
hours to reflect the entire day.

Procedure

After initial variables are initialized, the simulation goes through two for loops. The
first loop represents how many days the iterative learning controller will run and update
the sinusoidal wave accordingly to the error found in the second loop. The second loop is
used to find pressure values, which then are compared to the reference values, in this case,
the reference is equal to 0.2, to find the error value to be used in the first loop. By running
this simulation for 4 days, the wanted reference was reached without any overshooting or
undershooting reference value.

Results

Once simulation begins, the very first figure 7.1 is generated which shows the begin-
ning of sinusoidal wave before any alterations from iterative learning controller.
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] Example of sinusoid wave using iterative controller

Pressure [Bar]
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Figure 7.1: Cos sinusoidal wave before iterative controller changes
After running for 4 days, the sinusoidal wave was modified to reach the reference value

of 0.2, which shows that the most basic example of ILC on a sinusoidal wave was achieved
the wanted results. Such results are represented in Fig. 7.2.
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Figure 7.2: First working iteration of basic sinusoidal type static controller

7.2 Behaviour of consumers

In order to utilize the consumer patterns found in Fig. 2.6, the behavior of such patterns
will be simplified and unified into a single figure, which represents the total consumption
throughout the entire day. This behavior will then be used in both simulations: static
model and dynamic model. The behavior in Fig. 7.3 will be used to simulate consumer
valve openings throughout the entire day which will be used in simulations to generate

the graphs.
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Indoor water use (L/p/d) ——Winter 2010 Summer 2010
18 1 winter 2010- 138 —Winter 2011 ——Summer 2011
SWU_MEE;;?‘IW 131?31 —— Auturn 2012 ——Spring 2017
inter 2011 - ,
Summer 2011 - 126 ner 2012 ge Pattern
Autumn 2012 - 130
Spring 2012 - 125
Summer 2012 - 117

-
1%}

-
o

Average - 131

o o

Average Consumption (L/p/h)
B

Note: Time is in 48 half hour intervals. Interval one (1) represents the consumption \'
between 12 am to 12.30 am, interval two (2) from 12.30 am to 1.00 am etc.
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23 25 27 29 31 33 35 37 39 41 43 45 47
Time Interval (half hour)

Figure 7.3: The average indoor water consumption through out a day[29]

7.3 Static model

.
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Figure 7.4: Reduced order graph of the static simulation model
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-1 0 0 1

1 -1 0 0
H=1.0 o 1 (7.1)

0 1 -1 0

1 -1 0 0
H={0 1 -10 (7.2)

-1 0 0 1
B=[111 1] (7.3)

In this section the static model of the water network in Fig. 7.4 was simulated using
equations from section 4.2.3 using MATLAB. Since the model is static, the valve charac-
teristics are disregarded and only the valve opening is set to follow the behavior of the
average daily water consumption. In the following, two tests will be conducted. The
first test will only have a single consumer while the second test will have two consumers.
In both tests, the consumers mimic the behavior of the average daily water consumption
found in Fig. 7.3.

7.3.1 Static model using one consumer
Description

This test will show how the pressure changes over time using ILC when the system
only contains a single consumer. The consumer will be assigned values from the total
consumption graph throughout the day shown in the Fig. 7.5, which then is repeated
periodically for 3 days. The pressure graph will be updated for each iteration the controller
makes and plots the results on top of the existing plot, such that changes to the plot can
be seen by iterations.

Procedure

First, all the variables are declared including pipe dynamics, which then is used in the
minimization problem to find the lowest possible a. value. This value is then used to find
the values for functiony. Then functiong is used to find the pressure values that are used
to find the error values. These error values will then be used to affect the next iteration
control values. After each iteration, new plots will be added on top of old ones, to have all
iterations in a single figure to see how they affected the simulation in general.
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Results

Total consumption of the water

1 T

T

Total Consumption of the water
09 r .

O 1 1 1 1
0 5 10 15 20

Time[hour]

Figure 7.5: Total consumption of the water for singular consumer

The very first iteration shows quite much progress compared to the initial values of
the consumer pressure, this might be the case due to having the gain value be initialized
as 0.9. In this case, just in 3 days, the iterative learning controller managed to reach the
required reference of 0.2 bars of pressure which is shown in Fig. 7.6.
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06 Pressure at the consumer node
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Figure 7.6: Pressure graph after using iterative learning controller for 3 days

7.3.2 Static model using two consumers
Description

Similar setup as the test with one consumer, the only difference being that now there
are 2 consumers. Each consumer in this case has a different weight for the total consump-
tion of the water. The first consumer’s weight is set up to be 0.3 of total consumption, and
the second consumer is at 0.7 of total consumption. The weights are added in a way, that
the sum of the weights, needs to be 1 in order to reflect the same total consumption curve
as in Fig. 7.3. The iterative learning controller will run for 3 days with a gain of 0.9 and a
reference of 0.2.

Procedure

After initializing all required values for both consumers, the minimization problem
will be solved in order to find the lowest possible value of a.. This a4, is then used to find
functiong, then it will be used to find pressure values. The only difference between using
one and two consumers is in the error finding function. Since now the error is generated
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as a vector, max function needs to be introduced to find the biggest error value, which will
be used to reflect upon the next iteration control signal. This will repeat for a total of 3
times to reflect 3 days of the real world and will be represented in the Fig. 7.8.

Results

The Fig. 7.7 shows the graph for both consumers after applying weight scalars on each
of the consumer.

1 Total consumption of the water

T

Total Consumption of the water
Consumption for Consumer 1
Consumption for Consumer 2

0 1 1 1 1
0 5 10 15 20

Time[hour]

Figure 7.7: Total consumption of the water through entire day with two consumers

After 3 iterations, the following Fig. 7.8 is generated and can be seen that in 3 iterations,
it managed to reach the required reference pressure.
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Pressure at the consumer nodes
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Figure 7.8: Pressure at the consumer nodes after iterative controller

Due to scaling, it is hard to see both consumers in a single graph, so zoomed in version
of last iteration was made into the graph, see Fig. 7.9, for easier representation where each

consumer pressure ends up at.

Pressure at the consumer nodes
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Figure 7.9: Zoomed in version for the last iteration with two consumers
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7.4 Dynamic model

In this section the dynamic model was simulated using the graph representation illus-
trated in Fig. 7.10 the incidence matrix of the graph was obtained in Eq. 7.4 the reference
node for this network was chosen to be node vy and the reduced incidence matrix Eq. 7.5
was obtained by removing the last row which represent the reference node vy, the loop
matrix for the network is derived in Eq. 7.6

e7
.
V7] e—(——¢¢ D<o ]
e6

62 G ed

o

Figure 7.10: Graph representation of the dynamic model

The incidence matrix H of the dynamic model:

10 0 1 0 0 0
1 -1 0 0 1 0 0
0 0 1 -1 0 1 0
H=|0 1 -1 0 0 0 -1 (7.4)
0 0 0 0 -1 0 0
0 0 0 0 0 -1 0
0 0 0 0 0 0 1
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The reduced incidence matrix H of the dynamic model:

1 -1 0 0 O 0 O
o 1 -1 0 1 0 O

- -1 0 0 1 0 1 O

=10 0 1 -1 0 0 -1 @)
o 0 o0 0 -1 0 O

' 0o 0 0 0 0 -1 0
The loop matrix B of the dynamic model:

B=[11110 0 0 (7.6)

The dynamic model was simulated from the equations in section4.2.4 and section4.2.1
using MATLAB, unlike the static model the valve characteristics are taken into account in
the dynamic model where the consumer’s valve opening is set to mimic the behavior of
the average daily water consumption in a residential building as shown in Fig. 7.3. The
following tables are showing the parameters that were used in the different components
of the network for simulating the dynamic model.

m3
Valve Kvsl[ T ] Pump ap ano
es e; | 0.0867 | 7.335-1075
€6 1

(b) Pump parameters
(a) Valve parameters

Node | Elevation|[m]

Pipe | Length[m] | Diameter[mm] a1 1

(%] 1

€1 20 25 1

e 20 25 23 :

e3 20 15 04 :
es 20 15 °

Vg 1

(a) Pipe parameters vy 1

(b) Elevation of the nodes in the network

The control signal in this model is the angular speed of the impeller blades of the pump
and in this case is fixed to run at full speed 100%.
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Approximate graph of a cusumer's consumption during the day

T

100

consumer pressure

Opening degree of the valve

0 1 1 1 1
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Time[hour]

Figure 7.11: A simulated opening degrees of the valve that flows the consumers” water consumption during
24 hours

The curve in Fig. 7.11 shows that the valve opening degree is in the interval (0,100), to
as shown in the graph the curve has two peaks one in the morning around 7 hour is the
highest consumption of the water and another around 18 hour, this graph was constructed
by adding two sinusoidal waves.
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7.4.1 Results

Flow to the consumers
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Figure 7.12: Flow to the consumers

The Fig. 7.12 shows the flow to consumers and as expected the changes in the valve
opening degrees greatly effects how the flow should behave throughout the simulation,
where around 6 o’clock the flow to the first consumer end node v, is 0.63m3/h and the
flow to the second consumer end node v3 is 0.68m3/h.
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Pressure at the consumer nodes
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Figure 7.13: Pressure at the consumer nodes

The pressures at the consumers” ends are shown in Fig. 7.13, the control signal in this
simulation has been taken to be a constant value of u = 100 which means 100% of the
pump speed. In this graph the relationship between the pressure and the valve opening
degrees can be seen, meaning that when the opening degree of the valve in one node is
too low the pressure at that node will increase and when the valve is almost fully open the
pressure will drop, this behavior can be clearly seen from Fig. 7.13 and Fig. 7.11

7.5 Dynamic model with one consumer

In this section, the dynamic model was simulated and the ILC derived in section 6.2

was applied to the dynamic model, the network in this section was structured to have one
consumer where the consumer edge e6 was removed from the dynamic model network
shown in Fig. 7.10 and the ILC was applied to control the pressure of that consumer, the
properties of the consumer’s valve was the same as in section 7.4.
The simulation was set to run 24 hours each iteration where after each iteration the ILC will
produce a new control sequence to use in the next iteration, this simulation was run for 4
iterations to produce 4 different pressure sequence measurements and 3 control sequences
as will be shown in the following section.
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7.5.1 Results

The results of simulating the dynamic model with one consumer are presented in this
section, the results are divided into three parts:

1. The flow to the consumer.
2. The input sequence or control sequence for each iteration.
3. The pressure measurement at the consumer end after each control sequence.

The flow to the consumer node in this simulation can be seen in Fig. 7.14, it can be
observed that both the valve opening degrees and the control applied in the system are
effecting the flow of the water during the day.

Flow to the consumer
05 T T T T T T T T T T T
consumer flow

0.45 4

0.4

0.35

o
w

0.25

edge flows [m3/h]
©
N

0.15

0.1

0.05

2 4 6 8 10 12 14 16 18 20 22 24
time [hour]

Figure 7.14: Flow to the consumer

The control sequence for the network which is the speed of the pump for the first
iteration of the simulation is given to be 100% of the pump speed, then the ILC updates
the control sequence every iteration using the previous control sequence and a gain of
K = 0.16 multiplied with the error measurement of the previous iteration. These control
sequences are shown in Fig. 7.15 where the blue line is the control sequence for the second
iteration and the red line is the control sequence for the third iteration.
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Figure 7.15: Control sequence for the 2" and 3" iterations of the simulation

Since The ILC updates the pump speed every 24 hours which is equivalent to one it-
eration, the pressure measurements for the consumer can be seen in Fig. 7.16. At the start
of the simulation, the initial control sequence was applied to the network which gave the
pressure measurements in the blue line, where the red line is the pressure of the second
iteration and the yellow line is the pressure of the third iteration.
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Figure 7.16: Pressure at the consumer node

The 4'" iteration of the pressure measurements can be seen in Fig. 7.17, which shows
that the ILC managed to bring the pressure at the consumer end from 0.7 bar to 0.2 bar in

four iterations.

03 Pressure at the consumer node
. : . . . : ; ; ;
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Figure 7.17: the 4! iteration of pressure at the consumer node
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7.6 Dynamic model with two consumer

In this section the second consumer has been added to the network with the same
characteristics as the first consumer in terms of valve opening degrees.
Since the network has two consumers in this simulation the ILC updates the speed of the
pump by taking the largest value in the error vector as shown in Eq. 7.7.

e(t) = max(7 —P(t)) (7.7)

Where p,(t) is a vector consisting of the pressure from the two consumers and 7 is the
vector of the reference pressure for each consumer.

7.6.1 Results

In this section, the results of the simulation of the dynamic model network with two
consumers are presented. The results are shown in terms of:

1. The flow to the consumer.
2. The input sequence or control sequence for each iteration.
3. The pressure measurement at the consumers’ ends after each control sequence.

As seen in section 7.5.1 the curve of flow to the consumer end nodes follows the shape
of the valve opening degree since the opening degrees dictates how much flow should go
through the valve, the flow to the consumers is shown in Fig. 7.18
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Figure 7.18: Flow to the consumers
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Figure 7.19: Control sequence for the 2"¢, 3 and 4'" iterations of the simulation
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The initial control sequence for the network is given to be 100% of the pump speed, and
the simulation of this network was set to run for 4 iterations (4 days) the control sequence
obtained by the ILC for each iteration is shown in Fig. 7.19, the control sequence for each
iteration was obtained from the previous control sequence and a gain of K = 0.16.

The significant change in the control sequences can be notice from the first iteration where
the control sequence was 100 throughout the entire iteration and the fourth iteration where
the pressure at the consumers end approach the reference as will shown in the next figures.
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Figure 7.20: Pressure at the consumer nodes

The pressure at the consumer end nodes for all four iterations is shown in Fig. 7.20,
the pressure for each consumer starts around 0.65 bar for the first iteration and it keeps
approaching the reference pressure 0.2 bar. In Fig. 7.21 the pressures of the 4" iteration
in the simulation were shown, from that figure it is obvious that the ILC applied on the
dynamic model network with two consumers is forcing the pressure at the consumers’
ends to follow the reference pressure.
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Figure 7.21: 4! iteration of pressures at the consumer end nodes
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7.7 Lab test1
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Figure 7.22: Graph representation of the network used in SWIL tests

This section deals with the water network model in the AAU water lab. The model
consists of 1 pump described as 8, 2 consumers(valves) which are e6 and e7, and 4 pipes
(e1,e2,e3,e4). All of these components are constructed as shown in Fig. 7.22.

The model for the water lab setup was partially given as a template, which then was
modified with an extra function block where the iterative learning controller resided.

The lab test was set up to run an indefinite amount of time since ILC on the real
system is quite slow and because of that, each iteration for the control to change is made
only every 48 minutes. This means that every 2 min, the simulation changes the control
value from the vector of controls generated over a single iteration. After all 24 values are
generated, the control vector will get updated with the new values, and those values will
be used for the next iteration of the control.

The valve opening degrees were set to be 80% for the first consumer and 50% for the
second consumer and both consumers were set to be static values. This means that even
when the simulation runs for a long time, the consumer opening degree will not change.
The initial pump speed to apply for the initial entry was taken to be 75% of the full speed
and the desired pressure for the system to reach was set to be 0.5 bar.

In this lab test, the following parameters for the pipes were used to construct the model.
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Pipe | Length[m] | Diameter[mm]
€1 15 13
(%] 20 13
es 20 25
ey 20 25
es 5 13

Table 7.3: Pipe parameters for the model in the water lab

The first iteration of the pressure reading can be found in Fig. 7.23 and the first iteration
control signal can be found in Fig. 7.24. From the control signal figure, it can be seen that
the pressure is almost stable at 0.5 bar as the reference required. This happened due to the
initial pump propeller speed initialized at 75% speed.
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Figure 7.23: Pressure readings after first iteration of ILC in the lab
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Figure 7.24: Control signal values for the pump after first iteration of ILC in the lab

After running the simulation for a couple of days, the latest iteration was chosen to
see the changes that occurred compared to the very first iteration. The full last iteration
that the simulation managed to run was 28", The pressure after 28! iteration is shown in
Fig. 7.25 and the control signal after 28" iteration looks like this in Fig. 7.26.
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Pressure at the consumer end
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Figure 7.25: Pressure readings after 28" jteration of ILC in the lab
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Figure 7.26: Control signal values for the pump after 28! iteration of ILC in the lab

The differences between the iterations will be further discussed in the Discussion chap-
ter.

7.8 Lab test 2

In this section a second lab test was conducted in the SWIL, the network used in this
test has the same structure as the previous test, this simulation test was set to run 24
minutes each iteration and it ran for 113 iterations, the consumer end valves are set to
open according to Fig. 7.27, this figure was designed by adding two sinusoidal waves with
an amplitude of 1, a phase shift of 3 and a period T of 24 and 12.
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Opening degree for the consumer valves in SWIL
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Figure 7.27: Opening degrees of the valves used in the test throughout each iteration

The results obtained from the test are compared between the first 20 iteration and the
last 20 iteration of the simulation. In this test the initial control sequence was taken to be
85% of the pump speed, then the ILC updates the control sequence for k'’ iteration from
the previous control sequence iteration k — 1 along with the error sequence computed from
taking the maximum value of the difference between the reference pressure 0.5 bar and the
consumer pressure measurements from the (k — 1) iteration and a gain of K = 0.16. Using
the parameters mentioned above the pressure measurements for the two consumers was

acquired as shown in Fig. 7.28, the figure compares between the pressure measurements
at the first 20 iterations and the last 20 iterations.
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Figure 7.28: Pressure measurements of the first 20 and last 20 iterations taken from the test made in SWIL

The pressure at the first consumer starts at 0.5 bar which is equal to the reference
pressure and the second consumer starts at 0.3 bar, therefore, the ILC lifts the pump speed
in order for the pressure at the second consumer to reach the reference pressure, in the
last 20 iteration, it showed a noticeable increase of the pressure at the first consumer and
slightly increase at the second consumer.
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Error signal - first 20 iterations
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Figure 7.29: Error measurements for the first 20 and last 20 iterations from the lab test

in Fig. 7.29 the error sequence obtained from the maximum value of the difference
between the reference and pressure measurements of the two consumers are shown, from
these measurements it is clear that the second consumer is dominant in generating the
control sequence for the system which explains the increase in the input or control se-
quence seen in Fig. 7.30 where the control signal increased from 85% to 88% of the full

pump speed.
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Figure 7.30: Control sequence for the first 20 and last 20 iterations from the lab test
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Chapter 8

Leakage detection

In this chapter a leakage detection method is presented, this detection method is based
on the residuals of the pressure in the water distribution network, and a general struc-
ture of the leakage detection method is presented where it uses the static model as the
estimation model to generate the pressure residuals for the dynamic model.

8.1 Residual generation for leakage detection

In this section, the general principle of the leakage detection used in this project is il-
lustrated as shown in Fig. 8.1 where the generation of the residuals r; is the groundwork of
this leakage detection method, the residuals contain information about the changes in the
water distribution network where any deviation from estimated pressure p;(t) in the static
model will be seen from the residuals, then the residuals are compared with a threshold
to identify whether there is a leakage in the water distribution network or not.

A
Reduced order pi(t)
model

Alarm

ri(t
it) Threshold SN

Readings from the pi(t)

dynamic model

Figure 8.1: Block diagram of the leakage detection structure

The residuals are generated from the subtraction of the measured readings from the
actual system which in this case is the dynamic model (Section 7.6) from the static model
(Section 7.3.2),

ri(t) = pi(t) — pi(t) (8.1)
Where,

ri(t) is the residual pressure at node v;.
pi(t) is the output pressure of the dynamic model at node v;.
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pi(t) is the estimated pressure at node v;.
To estimate the pressure p;(t) at the ith node the pressure equation of the static model
(4.67) can be used[30][31],

7i(t) = aidn (£)> — i + u(t) (8.2)

Since the demand profile in the water distribution network d,, exhibit a periodic behaviour
which means d, (t + T) = d,(t) where T is the length of the period, then only the parame-
ters ; and 7; needs to be found to estimate p;(t)[32].

With the estimation model in place a leakage will be introduced to the dynamic model
where a leakage demand vector d; is added to the nominal demand of the model as shown
in equation (8.3)

_ 0o ]_
=B’ —ald+ |- |d 8.3
q e+ ! + HT1] ! (8.3)
Where,
dy = [di1,d;2, -+ ,d;,_ 1] and n is the number of nodes in the network. Using the same

derivation used in section 4.2.4 the dynamic model with the leakage can be written as,

[ BJBT  BJBIF ] [q:C] o [1 —HEHTT]

F'B,JBT T B,JBIF| |d; 0 —F'Hy
Ac(qc) ] [ pc(gc, ODc) } { ac(qc, we) D _
- |+ i — pd 4+ (=1 | (z — 1z, 8.4
<[AT(QC,df) ur(qc,ds, ODT) ar(qgc,df, wr) F ( ) ®.4)
[ BB} -
F'B,gBI| "

The output pressure of the dynamic model p(t) after including the leakage demand to the
network can be given as,

— =T, . | 75T _
p(t) = Hr Jrgr + Hr (Ar(qr) + ur(qr,OD1) —ar(qr, wr)) =2 =1z, +1p,  (85)
Where, . ) -
[/]T: _HT chC+HT Fdf+HT dl
. =1z . | ol ol
EIT: _HT chC+HT Fdf"’HT dl
As mentioned before the estimated pressure for node v; p1(f) can be found by calcu-

lating the parameter a; and y; using the values obtained from simulating the static model
in section 7.3.2 which results in the following,

P, (t) = —0.0808 - d,,(t)* — 0 + u(t) (8.6)

Using this estimation of p;(t) along with dynamic model before adding the leakage de-
mand vector d; to the model, the residual of the pressure at node v; was computed, this is
shown in Fig. 8.2
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Figure 8.2: A residual of the pressure at node v; with no leakage in the network
The threshold for the residuals has been chosen to be at 0.02 which means the pressure

from the dynamic model should not be greater than the estimated pressure of more than
0.02 bar.
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Chapter 9

Discussion

In this chapter, the results found in Chapter 7 and Chapter 8 are presented below with
some discussions surrounding the results.

9.1 Simulation results

This section will describe the results gathered from the static and dynamic models as
well as lab test results.

9.1.1 Static model results

¢ The first test results were gathered from the very first static model. The point of
this test was to see if it is possible to make an iterative learning controller work on a
static example. From the Fig. 7.1 it can be seen that the iterative learning controller
managed to decrease the sinusoidal wave to stabilize around the required reference
value of 0.2. With this test, the groundwork for the iterative learning-based controller
is done. This controller then is used in all other tests.

¢ The second test introduced consumers into the equation, which follows a specific
valve opening graph represented in Fig. 7.3. Adding to this, pipe dynamics were
also added to simulate a water lab setup. With 2 new uncertainties, the code had to
be rewritten to accommodate these changes. A new sinusoidal wave was created to
look as close as possible to Fig. 7.3. The results are plotted on the x-axis to be the
time in hours, while the y-axis is the pressure in bar. Since the reference is 0.2 bar,
based on the graph 7.6, the controller managed to reach required goal. The sharp
dips can be seen from the initial phase at around 7 hour mark as well as 18. This
happened due to average consumption at these specific times being highest, resulting
in a pressure drop.

e The third test was similar to 2" one, with the only difference being that now there
were 2 consumers. Since the test had to make both consumers reach 0.2 bar pressure,
it was decided to not have both consumers with the same water consumption, but
add a small variation. This variation was introduced by using scalar weights on each
consumer. Consumer 1 had a 0.3 weighting factor, while consumer 2 had 0.7. The
sum of all the weight scalars had to be equal to 1 in order to reflect the same total
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consumption of the water. The distribution of water consumption can be seen in
Fig. 7.7. After running the simulation for 3 times, the Fig. 7.8 was generated. We
can see smaller dips at the 7 and 18 hour mark, since both consumers contributed to
the usage of the water. The 2™ iteration lowered drastically, due to the gain being
quite high at 0.9. After the last iteration, it reached close to the required reference.
The new Fig. 7.9 was made for better representation of the consumers. In this figure,
it can be seen that the goal of 0.2 bar has not been met. This might occur due to
increased complexity and requires more days to stabilize at 0.2 bar. Maybe if the
simulation was increased from 3 days to 4 days, the required goal could be achieved.

9.1.2 Dynamic model results

¢ The first simulation of dynamic model was carried out using the network graph
representation given in figure Fig. 7.10 the matrices related to the network were
derived in Eq. 7.4,Eq. 7.5 and Eq. 7.6. The parameters used in the simulation were
also given in table Table 7.1a, Table 7.1b, Table 7.2a and Table 7.2b, in the simulation
the valve opening degrees for the consumers were set to operate as shown in Fig. 7.11
so that the flow to the consumer will imitate the average indoor water consumption
as given in Fig. 7.3. The result is given in Fig. 7.12 where the flow has two peaks, one
in the morning around 60’clock where the flow is around 0.63m%/h and 0.68m°/h
for the first consumer and the second consumer respectively. The second peak is in
the evening around 18 o’clock where the flow is 0.45m°/h and 0.46m>/h. From the
shape of the figure it can be seen that the behavior of the flow imitates the average
indoor consumption. The simulation was run to output the pressure of the consumer,
a fixed control of 100% of the full pump speed was applied in this simulation, the
pressure measurements of such input is given in Fig. 7.13. The valve opening has an
affect on the pressure behaviour at the consumer nodes where closing the valve will
build up the pressure and opening it will release the pressure as shown in Fig. 7.13.

* The second simulation was implemented to introduce the ILC in the dynamic model
network that has 1 consumer which is the edge e5 in the network graph representa-
tion Fig. 7.10. The simulation was set to run 24 hours each iteration. Valve opening
degrees were set to have the same characteristics as in Fig. 7.11 so that the flow to
the consumer Fig. 7.14 will follow the concept of the average indoor consumption
given in Fig. 7.3. The ILC was used to generate a new control sequence after com-
pleting each iteration and applied to the next iteration as shown in Fig. 7.15. It can
be seen from the figure that the control sequence updates every iteration. It reduces
the pressure at the consumer node to stabilize around reference pressure of 0.2 bar.
The effect of these control sequences can be seen from the pressure measurements
in Fig. 7.16 and in Fig. 7.17, where the pressure of the 4" iteration is shown that it
reached the reference pressure.

¢ The third simulation was executed using the dynamic model with both consumers
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9.2

in the network as shown in Fig. 7.10. The ILC was also introduced in this simulation
to bring both consumer pressures to the reference pressure, and the controller uses
the maximum value of the difference between the reference pressure vector and the
pressure measurement vector for both consumers. The initial control sequence was
set to be 100% of the full pump speed which results in a pressure of 0.65 bar at the
start of the first iteration as shown in Fig. 7.20. Then the control sequence updated,
as seen in Fig. 7.19, where the changes in the control sequence from iteration to
iteration is barely noticed. This is due to the pressure of both consumers being
almost the same. In the second iteration, the pressure measurements are almost at
the reference pressure which will not require high changes in the control sequence
for the next iteration.

Lab results

The first lab test was conducted over couple of days of the period. Each iteration for
the system was applied every 48 minutes with sampling every 2 minutes. This means
that the system only gets 24 samples total for each iteration. After the first iteration,
in Fig. 7.23, the average pressure can be said to be around the reference point which
is set up at 0.5 bar. This happened due to correctly estimating the required propeller
speed in the pump and setting it up as the initial value. No testing was done prior to
looking for the most optimal propeller speed to not get biased results. The propeller
speed values after the first iteration can be seen in Fig. 7.24. There is a spike around
3" hour, due to a small pressure drop. After the first iteration of ILC, the simulation
was kept running throughout the night, and after a couple of days, the simulation
was stopped. The last full iteration that it managed to finish was 28", After the final
iteration, the data was taken and projected into 2 figures: Fig. 7.25 and Fig. 7.26. As
seen in the figures, the pressure values stayed almost identical, with small variations,
due to propeller speed values being close to what was initialized in the beginning.
On the other hand, the control signal values seem to be more unstable than the initial
ones. From the Fig. 7.26, it can be seen that the values increased from the initial 70%
to approximately 75.4%. The instabilities that occurred might come from another
pump, that refills the system tank from time to time. Once a certain level threshold
drops in the tank, the pumps will kick in, and entire pressure will drop in the system
until the pumps will stop after stabilizing the levels in the tanks. To further test this,
it might have been required to increase the gain or run the simulation even long to
reflect on the pump changes.

The second lab test was carried out using both consumers in the ILC calculations of
updating the control sequence. This simulation test was running for 113 iteration
where each iteration was set to be 24 minutes. The opening degrees of the valves in
consumer ends were chosen to vary from 78% to 82% of the full opening degree as
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shown in Fig. 7.27. The results obtained from the test were presented as a comparison
between the first 20 iterations and the last 20 iterations of the test. The pressure
measurements gathered from using such opening degrees in the consumer valves
in addition to the ILC were presented in Fig. 7.28, where in the first iterations the
pressure at the first consumer node was 0.5 bar. It fulfilled the pressure requirement
for that consumer, while for the second consumer the pressure was at 0.3 bar. The
control sequence was updated in each iteration to raise the pressure at that consumer
to the reference pressure. In the last iteration it can be seen that the pressure at the
first consumer has increased to 0.6 bar and for the second consumer the pressure
was slightly increased. Firstly this might have happened due to using just one pump
in the network which can only give one value at each instance of time, secondly
the relation between the pressure and the flow was also part of this problem. Since
the consumption on the second consumer was found to be high, which causes the
pressure to stay low. The control sequences and the error signals for the two sets
of the iterations were presented in Fig. 7.30 and Fig. 7.29. In the error signal figure
it can be seen that the second consumer is the dominant consumer and the control
sequence was obtain based on the second consumer. It is due to ILC using the
maximum value from the error vector as shown in Eq. 6.6 where the farthest point
from the reference value is chosen in order to generate the control sequence.

9.3 Leakage detection

The leakage detection method proposed for this project was dependent on a thresh-
old that will decide if there is a leakage in the network or not. The static and dynamic
models were used as an estimation model and measurement model respectively to find
the residuals in the network. Then the residuals would pass through a threshold to check
the presence of the leak in the system. A case was considered where the pressure read-
ings are taken from the consumer end node v; before introducing the leakage demand the
residuals r; were calculated and it showed that there is no leakage in the network. Since
the residuals have not reached the threshold.

To introduce a leakage in the network a leakage demand vector d; was added to the total
demand of the network and the dynamic equations were changed to integrate the leakage

dynamics. The leakage demand vector d; and its derivative d; were plotted as shown in
Fig. 9.1 and Fig. 9.2.
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Figure 9.1: A leakage demand vector
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Figure 9.2: Derivative of the leakage demand vector

The output pressure of the dynamic model was unstable at this moment and testing
the leakage detection method was not possible.

9.4 Requirement discussion

9.4.1 Simulation requirements

¢ The first requirement "Iterative learning control should stabilize the system at the
reference point after five iterations, if the consumer consumption is considered to
be a sinusoidal wave" was achieved under just 3 iterations. The Fig. 7.2 shows all
3 iterations, and necessary steps for achieving the reference pressure. It started as
a sinusoidal wave, and after running 3 iterations, the simulation stopped, since the
required reference was reached.

¢ The second requirement "Iterative learning control should stabilize the system at the
reference point of 0.2 Bar even with more consumers that act as disturbances to the
network". This requirement was achieved in all static and dynamic tests that were
done with simulation. The first test was done with the static model and 1 consumer.
From Fig. 7.6 it can be seen that the test managed to achieve desired results. The
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second test was done with the static model but with 2 consumers this time. From
Fig. 7.9 it can be seen that the simulation did not managed to exactly achieve required
reference. However, judging from the figure and the number of iterations it is fair
to say that it will fulfill the requirement if the simulation had been run for a longer
time. Looking into dynamic simulation tests, the first test of the dynamic model
with 1 consumer has fulfilled this requirement by achieving a pressure of 0.2 bar
as shown in Fig. 7.17, the second test of the dynamic model using the ILC, both
consumer pressures have achieved pressure measurements that are very close to the
reference pressure 0.2 bar as shown in Fig. 7.21. Therefore, the second requirement
is fully fulfilled.

9.4.2 Lab requirements

¢ The first requirement "Can the iterative learning controller control the pressure to
reach the desired reference of 0.5 Bar when a constant valve opening degree is used in
the network?", this requirement was achieved, since the first lab result from Fig. 7.25,
shows that the system after 28" iterations, managed to reach 0.5 bar.

* The second requirement "Using the iterative learning control, water pressure has
to reach the desired reference of 0.5 Bar when the valve dynamics has a periodic
opening degree", this second lab test was used to test this requirement, at the start
of the simulation the pressure at first consumer end has fulfilled the requirement
wherein the second consumer the pressure was too low, therefore, the requirement
was not fulfilled in pressure at the second consumer. At the end of the simulation, the
pressure at both consumers’ ends did not achieve the requirement this may happen
due to: firstly, the ILC generating the control sequence that applies to only one pump
which affects both consumers at the same time and leads to increase the pressures
for both consumers, as shown in Fig. 7.28 secondly, the consumption of the second
consumer was high which made the pressure low, and therefore did not reached the
reference pressure.

¢ The third requirement "Iterative learning control should never go above 100% of the
maximum propeller speed” was achieved in both lab tests. The first test Fig. 7.26
shows that the propeller speed never went above 76% of maximum speed. For the
second test, the propeller speed for the start and end of the simulation was presented
in Fig. 7.30 where it shows that the speed has reached 88% of the full speed.

9.4.3 Leakage detection requirement

* The requirement: "The generated pressure residuals should indicate whether or not
there is a leakage in the network model", a case was simulated where there are no
leakage in the network, the pressure residuals generated in this case indicated the
absence of the leakage (Section 8.1), and therefore, the requirement in this case was
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9.5

fulfilled. Another case was attempted to simulate where a leakage demand vector
was introduced to the dynamic model to imitate a leak in the network, due to the
simulation model becoming unstable after adding the leakage demand, testing this
requirement was not possible (Section 9.3).

Future work

Introducing a second controller to control the consumer consumption (flow to the
consumer) while using the iterative learning control for controlling the pressure at
the pump, using these two controllers simultaneously will allow having an adequate
flow and the desired pressure at the consumers’ end nodes. This suggestion is made
based on the results from the second lab test Section 7.8 where the consumption of
the consumer was affecting the pressure measurements.

During lab tests it was noticed that one pump could not supply the water network
with enough flow and pressure. This was due to having two consumers with a valve
opening degree of up to 100%. A solution would be to reduce the maximum opening
degree of the valves, since at the time of writing other pumping station pumps, that
supply piping unit with water, did not function properly.

It is important to mention that only one of the household water consumption patterns
were used in the lab tests. Outside of lab environment all of the demand patterns
shown in Fig. 2.6 would be seen. Also the demand patterns would differ between
before COVID-19 and during COVID-19 patters, seen in Fig. 2.7. This would be due
to different lockdown measures in each country. Since the ILC was not tested on
other demand patterns it not known how it would impact the system, if the patterns
would change daily peak hours of consumption.

Introducing the leakage demand to the AAU lab set up and applying more con-
crete detection methods such as Generalized likelihood ratio, CUSUM algorithm, or
Change-Point-Analysis to the residuals, since the measurements from the lab set up
will contain noise and using the threshold to detect the leakage will not be sufficient.

Using generated pressure residuals at all nodes to localize the leakage by comparing
these residuals and residuals from an estimation model and looking for pressure
variations to indicate where to search for the leakages.
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Conclusion

This section assess the approaches and the results that have been obtained through-
out the report. The project aimed to develop an iterative learning control for the water
distribution network along with a leakage detection method, which leads to the problem
formulation:

How iterative learning based controller at the inlet, in addition to a leakage detection
method at the outlets, can accommodate the pressure requirements in the water
network, which has a periodic disturbance?.

To fulfill the goals of the project dynamic models were derived for the components of
the water distribution network namely the pipes, the valves, and the pump, later on, these
component models were used to derive mathematical models for the static and dynamic
water networks (Chapter 4). The control scheme proposed for the project was the iterative
learning control where the pressure at the inlet - pump - is controlled to achieve the pres-
sure requirement at the outlets - consumer end valves - of the water distribution network.
The iterative learning control algorithm updates the input sequence to the network after
each iteration was presented (Section 6.2), the stability analysis of the controller was also
conducted to determine the gain that will make the controller stable using the error con-
vergence method (Section 6.3).

Several simulation tests were made to investigate the behaviour of the iterative learning
control, both static and dynamic network models were used to test the controller. Simu-
lations were carried out to observe whether the controller will achieve the requirements
specified in Chapter 3. The control tests were executed with different layouts of the water
distribution network and it was seen that all of the simulation tests using iterative learn-
ing control have fulfilled the requirement of having the pressure at the consumers to be
equal to the reference pressure (Section 7.1 to Section 7.6). Two lab tests were conducted in
the AAU smart water infrastructure laboratory where the layout of the water distribution
network was set up as shown in Fig. A.1. Iterative learning control was used to achieve
pressure requirement in the lab tests, the first test shows that the consumer node pressure
is at the reference pressure and thereby fulfills the requirement. The second test did not
manage to fulfill the requirement, this might have happened due to the consumption of
the second consumer being high enough to keep the pressure low, and therefore, force
the input sequence for the next iteration to go higher, which led to the increased pressure
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at the first consumer where it exceeded the reference pressure (Section 7.7 and Section 7.8).

The leakage detection method proposed in this project was generating pressure resid-
uals from the estimated pressures obtained by the static model and using the dynamic
model as the actual system. Then the residuals will go through a threshold, where it
indicated whether there is a leakage in the network or not. A case with no leakage is
introduced to the dynamic model. In tests it showed the network has no leakage because
of the residuals not reaching the threshold (Chapter 8). Introducing a leakage demand to
the dynamic model was attempted, which made the network unstable and therefore the
leakage detection test was not possible to complete in this case (Section 9.3).
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Figure A.1: SWIL setup for the lab tests.
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A.1 Static Model MATLAB

%% Network setup

yA el e2 e3 e4

H= [1 0 0 -1 %v1
-1 -1 0 0 %v2
0 0 -1 1 %v3
0 1 1 0l; %vé

% nl n2 n4

F=10[1, 0, 0; % nl
0, 1, 0; % n2
0, 0, 0; % n3
0, 0, 1]1; % n4

rho = 1000;

g = 9.81;

£1=0.0324;

L1 = 20;

D1 = 0.015;

rl = 2%f1x8+L1l*rho/(pi~2*D1°5);

£2 = 0.0324;
L2 = 20;
D2 = 0.015;

r2 = 2xf2%8*L2xrho/(pi~2*D2"5);

f3 = 0.0301;
L3 = 20;
D3 = 0.025;

r3 = 2*f3x8+L3*rho/(pi~2*D3"5);

£4=0.0301;
L4 = 20;
D4 = 0.025;

r4 = 2%f4x8%L4*rho/(pi~2*D4"5);

R = [r4;r1;r2;r3];
R= R/ (1%*1e5%(360072));
z_nodes =[1; % ni

1; % n2
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1; % n3
11;  n4
%% Submatrices
rHt = H(l1:end-1, 1l:end-1);
rHc = H(1:end-1,4);
rF = F(1:end-1, 1:end-1);

rz = z_nodes(l:end-1);
z0 = z_nodes(end) ;
n = [0 1 0]; % when there is just 1 consumer in the network
n=1[100;
0 1 0];% when there is 2 consumer in the network
w = [0;1;0];

gamma = rhoxg*(rz - z0);
gamma = gamma/(1%1e5);

%% Simulation

simlength=24000;

t=linspace(0,24,simlength) ;

dn = (25*%sin(0.42%pi*0.2*%(t-3)) + 25*%sin(0.42*pi*0.4*(t-3))+50)/100;
plot(t,dn)

K=0.9;

r=0.2; % when there is just 1 consumer in the network

r=[0.2;0.2];% when there is 2 consumer in the network

days=3;
p=zeros(3,simlength);
b=ones(3,1);

P_n = ones(simlength,50)*0.5;
e=zeros(simlength,1);
p_i=zeros(1,simlength);

%% Minimization of a_c
objective = @(a_c) (R(1)*abs(a_c)*a_c ...
- rHe’*inv(rHt’)*(R(2:end) . *abs (-inv(rHt) *rHc*a_c - inv(rHt)*w) .*(-inv(rHt)*rHc*a_c - ir
a_c0=0;
a_c = fmincon(objective,a_c0,[]1,01,0,0,0,0,01);

hto
function_g = inv(rHt’)*(R(2:end,:).*(abs(-inv(rHt)*w - inv(rHt)*rHc*a_c).*(-inv(rHt)*w - in:
for i=1:days
for j=1:simlength
p(:,j) = function_g*xdn(j). 2+b*P_n(j,1i)-gamma;
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p-i(j) =

e(j)

end

n* p(:,j);
e(j) = r - p_i(j); % when there is just 1 consumer in the network

P.n(:,i+1) = P_n(:,i) + K * e;
plot(t,p_i) % when there is just 1 consumer in the network

max(r - p_i(:,j));% when there is 2 consumer in the network

plot(t,p_i(1,:),t,p_i(2,:)) % when there is 2 consumer in the network

end

A.2 Dynamic model with one consumer MATLAB

%% Network setup

% el e2 e3 e4
H= [1 0O 0 -1

-1 -1 0
0 o0 -1
0 1 1
0O 0 ©
0 0 O

eb

SO O —» O

0

ah0=(7.335e-5%*1e5) ;
% el e2 e3 e4 eb5 €6

G=[0 0 0 O

% n5, n6
F=1[0, O0; % nil
0, O0;
0, O0;
0, O0;
1, 0
0, 11;
rho = 1000;
g = 9.81;
£1=0.0324;
L1 = 20;
D1 = 0.015;
rl =
Al = pix(D1/2)"2;
J1 = Li*rho/A1;

0

n2
n3
n4
nb5
né

eb
0

ah0] ;

2xf1x8xL1xrho/(pi~2+D1°5) ;

%vi

%v2
%v3
YA
%v5
%v6
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2
L2
D2
r2
A2
J2

£3
L3
D3
r3
A3
J3

f4
L4
D4
rd
A4
J4

0.0324;

20;

0.015;

2xf2%8*L2xrho/ (pi~2*D275) ;
pix(D2/2)~2;

L2*xrho/A2;

0.0301;
20;

0.025;

2x£3%8*L3*rho/ (pi~2+D3°5) ;
pi*(D3/2)~2;

L3*xrho/A3;

.0301;

20;

0.025;

2xf4x8xL4xrho/ (pi~2+D4"~5) ;
pi*(D4/2)"2;

L4*rho/A4;

a6=-(0.0367+*1e5)*3600"2;

J
R

diag([Jl, J2, J3, J4, 0, 01);
diag([r1l, r2, r3, r4, 0, 01);

Alpha= diag([0, O, 0, O, O, a6]);
z_nodes =[1; % nl

1; % n2
1; % n3
1; % n4d
1; % nb
11; % né

%% Submatrices
rHc = H(1l:end-1,4);
rHt = H(1:end-1, [1:3 5:end]);

rF
rz
z0

F(l:end-1, 1:end-1);
z_nodes(1:end-1);
z_nodes (end) ;
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B = [1 -rHc’*inv(rHt’)];

Bd = [zeros(5,1) inv(rHt?)];
[BxJ*B’, BxJ*Bd’x*rF;
[B; rF’*Bd];
[zeros(1,5); rF’];
[B>, Bd’*rF];

Jex rF’*Bd*J*B’,

Dex

Eex

Tex

%% Simulation

dt = 0.001;

24 ;

simlLength = simTime/dt;
days=4;

t
z

simTime =

zeros(1,simLength) ;

zeros(2,simLength) ;
10000*ones (simLength,days) ;

u

mu5 = zeros(1l,simlLength);
k_vs=1;
0D5=0D(simTime,simLength) ;
k_vb=k_vs*0D5;
mub=1./(k_v5."2)*1e5%x3600°2;

pO = 0;
n=1[10000];
r = 0.2x1e5;

b = ones(5,1);

K = 0.16;

p_i = zeros(l,simLength);

e = zeros(simLength,1);
w = 100*ones(simLength,days);
for i=1:days

for k=1:simlLength
Mu = diag([0, 0, 0, O, mu5(:,k), 0]);
% Time
t(k+1) = t(k) + dt;
% Control
w(k,:)= sqrt(u(k,:) );
%Dynamics
q(:,k) = Texx*z(:,k);
flow(:,k) = q([2:4 1 5:end],k)*(3600);
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dz = Jex\(-Dex*(R([4 ,1:3, 5:end],[4 ,1:3, 5:end])*abs(q(:,k)).*q(:,k)
+ Mu([4 ,1:3, 5:end],[4 ,1:3, 5:end])*abs(q(:,k)).*q(:,k)
- Alpha([4 ,1:3, 5:end],[4 ,1:3, 5:end])*abs(q(:,k)).*q(:,k)
- G([4 ,1:3, 5:end])’*(w(k,i)"2)) + rho*gxEex*(rz - z0));
z(:,k+1) = z(:,k) + dtxdz;

% Outputs
qt = q(2:end,k);
dq = Texx*dz;
dgt = dq(2:end);
p(:,k) = (rHt’)\(J([1:3 5:end],[1:3 5:end])*dqt + R([1:3 5:end],[1:3 5:end])*abs(qt).*qt
+ Mu([1:3 5:end], [1:3 5:end])*abs(qt).*qt - Alpha([1:3 5:end],[1:3 5:end])*abs(qgt) . *
- G([1:3 5:end])’*(w(k,i)"2)) - rhoxg*(rz - z0) + b*p0;
p_i(k) =n * p(:,k);
e(k) =1 - p_i(k);
end
u(:,i+1) = u(:,i) + K * e;
plot(t(l:end-1),p_i/(1*1eb))
end

function y=0D(t,simlength)
x= linspace(0,t,simlength);

y = (26xsin(0.42*pi*0.2%(x-3)) + 25*sin(0.42%pi*0.4*(x-3))+50)/100;

end

A.3 Dynamic model with two consumers MATLAB

%% Network setup

% el e2 e3 e4 e5 e6 e7

= [t 0 0 -1 0 1 0 yAS!
-1 -1 0 o0 1 0 O hv2
0o o0 -1 1 0 O %v3
0o 1 1 0 0 0 -1 yAL:
o o o o0 -1 © Vb
o o o o o0 -1 o0 YAYS)
0O 0O O O o0 0 11; %7

ah0=(7.335e-5%1e5) ;
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% el e2 e3 e4 eb eb e7

G=[0

0 O o0 ©

% nb5, n6, n7

F=[0, 0, 0; %mni

0, 0, 0; %
0, 0, 0; %
0, 0, 0; %
1, 0, 0; %
0, 1, 0; %
0, 0, 11; %

rho = 1000;

g = 9.81;

£1=0.0418;

L1 = 25;

D1 = 0.015;

rl = 2%f1x8*L1*rho/(pi~

Al = pi*x(D1/2)"2;

J1 = Li*rho/Al;

£2 = 0.0418;

L2 = 25;

D2 = 0.015;

r2 = 2%f2x8xL2*rho/ (pi~

A2 = pi*(D2/2)"2;

J2 = L2xrho/A2;

£3 = 0.0418;

L3 = 25;

D3 = 0.015;

r3 = 2*f3x8xL3*rho/(pi~

A3 = pi*(D3/2)°2;

J3 = L3*rho/A3;

£4=0.0418;

L4 = 25;

D4 = 0.015;

r4 = 2%f4x8+L4*rho/(pi~

0 ahoO];

n2
n3
n4
nb
né
n7

2xD1°5) ;

2%D275) ;

2%D3"5) ;

2%D4"5) ;
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Ad
Ja

pix(D4/2)"~2;
L4*rho/A4;

a7=-(0.0367*1e5)*3600°2;

J = diag([J1, J2, J3, J4, 0, 0, 01);
R = diag([rl, r2, r3, r4, 0, 0, 01);
Alpha= diag([0, O, 0, 0, 0, O, a7]);

z_nodes =[1; % nl
;% n2
;% n3
; %né
; %n5
;% né
11; % n7

S U

%% Submatrices

rHc = H(1:end-1,4);

rHt = H(1:end-1, [1:3 5:end]);
rF = F(1:end-1, 1:end-1);

rz = z_nodes(l:end-1);

z0 = z_nodes(end);

B = [1 -rHc’*inv(rHt?)];

Bd = [zeros(6,1) inv(rHt’)];

Jex [BxJ*B’, B*J*Bd’*rF; rF’>*Bd*J*B’, rF’*Bd*xJ*Bd’*rF];
Dex = [B; rF’xBd];

[zeros(1,6); rF’];

[B>, Bd’*rF];

Eex

Tex

%% Simulation

dt = 0.001;

simTime = 24;

simLength = simTime/dt;

days = 4;

t = zeros(1l,simLength);

z = zeros(3,simLength) ;

u = 10000%*ones (simLength,days) ;
w = 100*ones(simLength,days);

p_i = zeros(2,simLength);
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e = zeros(simLength,1);
b = ones(6,1);

mub5 = zeros(l,simLength);
mu6 = zeros(1l,simLength);
k_vs = 1;

0D6 = 0D(simTime,simLength);
0D5 = 0D(simTime,simLength);

k_v6 = k_vs*0D6;
k_vb = k_vs*0D5;
mu6 = 1./(k_v6.72)*1e5%x3600°2;
mub = 1./(k_v5.72)*1e5%x3600°2;

n=[100000;
01000 0];

r = [0.2*%1e5;
0.2*x1e5];

K = 0.16;

pO = O;

for i=1:days
for k=1:simlLength
Mu = diag([0, 0, 0, O, mu5(:,k), mu6(:,k),0]);
% Time
t(k+1) = t(k) + dt;
% Control
w(k,:)= sqrt(u(k,:));
% Dynamics
q(:,k) = Texx*z(:,k);
flow(:,k) = q([2:4 1 5:end],k)*(3600);
dz = Jex\(-Dex*(R([4 ,1:3, 5:end],[4 ,1:3, 5:end])*abs(q(:,k)).*q(:,k)
+ Mu([4 ,1:3, 5:end],[4 ,1:3, 5:end])*abs(q(:,k)).*q(:,k)
- Alpha([4 ,1:3, 5:end],[4 ,1:3, 5:end])*abs(q(:,k)).*q(:,k)
- G([4 ,1:3, 5:end])’*(w(k,i)~2)) + rho*g*Eex*(rz - z0));
z(:,k+1) = z(:,k) + dtxdz;
% Outputs
qt = q(2:end,k);
dq = Texx*dz;
dgt = dq(2:end);
p(:,k) = (rHt’)\(J([1:3 5:end],[1:3 5:end])*dqt + R([1:3 5:end],[1:3 5:end])*abs(qt).*qt
+ Mu([1:3 5:end],[1:3 5:end])*abs(qt).*qt - Alpha([1:3 5:end],[1:3 5:end])*abs(qgt) . *
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- G([1:3 5:end])’*(w(k,1)"2)) - rhoxg*(rz - z0) + bx*p0;
p_i(:,k) =n * p(:,k);
e(k) = max(r - p_i(:,k)); Y%error
end
u(:,i+1) = u(:,i) + K * e;
figure(2)
plot(t(l:end-1),p_i(1,:)/(1x1eb),t(1:end-1),p_i(2,:)/(1*1eb))
end

function y=0D(t,simlength)

x= linspace(0,t,simlength);

y = (25%sin(0.42*pi*0.2%(x-3)) + 25%sin(0.42*pi*0.4*(x-3))+50)/100;
end
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