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Abstract:

This project aims to test different tech-
niques to generate nanoemulsions to en-
capsulate plasmid DNA and test the trans-
fection efficiency into HeLa cells. The
nanoemulsions obtained via electrospray
(ES) and high-speed stirring (HSS) had
sizes ranging from 200 nm up to 1,300
nm. Furthermore, different microfluidic
chips were designed using AutoCAD and
LayoutEditor, to be manufactured via 3D
printing and soft lithography. Simulations
using COMSOL® v5.6 were performed
on the microfluidic chips in 2D using the
level set method. The goal was to study
how the geometry and channel height af-
fected the size of the droplets. Simulations
showed that flow-focusing geometries with
400 µm height channels generated droplets
with sizes in the range of 60 µm, while
the smallest droplets generated in the 100
µm height channels were in the 30 µm
range. No results were obtained for the
T-junction in either of the sizes. Transfec-
tion of the TagRFP in HeLa cells could
be observed after 24 and 48 hours with
the plasmid incubated with poly-L-lysine,
however, no transfection was observed for
the cells incubated with the droplets.





Preface

This report is written by Cristina Úbeda i Nicolau as the master thesis of the Master’s
degree in Nanobiotechnology at the Department of Materials and Production at Aalborg
University. This project was written over a period of 10 months from September 3rd to
June 2nd 2022, with supervision from Leonid Gurevich and Peter Fojan.

This project is focused on the encapsulation of DNA encoding a fluorescent protein
(TagRFP) in nanoemulsions. The nanoemulsions will be produced using different
techniques, and different microfluidic geometries, which later will be characterised by
nanoparticle tracking analysis (NTA) and scanning electron microscopy (SEM). The
nanoemulsions will be then incubated with mammalian cells and their transfection
efficiency was evaluated by fluorescence microscopy in cooperation with AAU Health
Science and Technology.

The report is written in British English and the Oxford comma is used. The references
use the Vancouver citation system which means that citations will be given a number
corresponding to a source in the bibliography. Figures, graphs, and tables without citations
were carried out by the author. All abbreviations are defined in parenthesis in each section
when mentioned for the first time.

Cristina Úbeda i Nicolau

Aalborg University, June 2nd 2022
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Chapter 1

State of the Art

Drugs have been used to heal and prolong lives in the past by ancient populations such
as Egypt, and China. However, drug formulation has been developed along with the
technology. [1] Over the last 70 years, the development of new technologies, such as
recombinant DNA technology, have contributed to the development of both, new methods
and new pharmaceuticals to treat and address many diseases. [2]

However, even with all the technological advances, the implementation of novel
drugs has been significantly slow. [2] This lack of new drugs is associated with their
limited physicochemical properties, e.g., low bioavailability altogether and their difficult
production. Furthermore, many conventional drugs act systemically presenting many
beneficial effects, yet they also present numerous disadvantages such as side effects or
low dosage due to their toxicity. [3]

The development of nanotechnology early in the 00s allowed researchers to study the
exceptional properties offered by nanoparticles (NPs) due to their large surface area,
stability and tunable rheology. [4] Over the years, with the development of robotics,
genomics and characterisation techniques it was evident that particles in the nanometre
range could be applied not only in the field of materials (i.e, quantum dots (QD)) but also
in the medical and biomedical fields, nowadays being a multidisciplinary filed. [5] Their
interest in biomedical applications is due to their chemical, mechanical, and biological
associated with their small size. Furthermore, nano-scale particles can also self-assembly
and order under certain forces (magnetic fields, pH gradients, etc.). [5]

New pharmaceutical formulations, with different modes of delivery, were developed
altogether with nanotechnology. [4] Nowadays, together with cancer research, one of the
main focuses is the development of drug delivery systems to overcome the disadvantages
that conventional drugs present. One example are nanoemulsions, a particular class of
emulsions with sizes ranging from 10 to 1000 nm. [6]

One of the approaches to generate nanoemulsions are microfluidics due to reproducibil-
ity and working with small samples (typically µL range but up to pL) associated with the
reduction of reagents and therefore, lower costs. Microfluidics can allow droplet size tun-
ability by changing parameters such as phase velocities or channel size, and allow the
loading of different cargos, e.g, cells, or DNA. [7], [8]
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1.1 Problem Analysis

An important and long-term goal of the pharmaceutical industry is to develop new
therapeutic agents that can overcome drawbacks present in conventional drugs such as
poor aqueous solubility, inadequate and/or non-specific biodistribution, cytotoxicity, or the
poor drug distribution throughout the tissue or organ. [9]–[11] One interesting approach
to overcome these drawbacks is the use of nanoemulsions as drug delivery systems, as
their reduced size modifies the pharmacokinetics of the drug. [9], [12] Another interesting
property of nanoemulsions is that they can be used to encapsulate both hydrophobic
and hydrophilic drugs by exchanging the continuous and dispersed phases, generating oil-
in-water (O/W) or water-in-oil (W/O) emulsions respectively. [4], [13]–[15] Nowadays,
W/O emulsions are being used as drug carriers, but nanoemulsions are also being used in
cosmetics and pesticides among others. [4], [16]–[19]

1.2 Problem Statement

In this project, the goal is to generate water/oil submicron droplets using different
techniques such as electrospray, high-speed stirring and microfluidics to encapsulate a
plasmid a red fluorescent protein (TagRFP) for later transfection into mammalian cells i.e.,
HeLa cells. The microfluidic systems are to be designed with AutoCAD and LayoutEditor,
and manufactured by 3D printing and soft-lithography. The microfluidic systems will also
be simulated using COMSOL Multiphysics® to study the best parameters for droplet
generation. The transfection efficiency into HeLa cells will be studied with fluorescence
microscopy

2



Chapter 2

Introduction

The focus of this chapter is on the main topics that are relevant to the project and the
experiments carried out to investigate the problems discussed in chapter one.

2.1 Gene Therapy

Gene delivery has been the focus of research since 1928, when Frederick Griffith infected
mice with a mixture of living bacteria of the non-virulent R form of Type I pneumococcus
and heat-inactivated bacteria of the virulent S form of Type II pneumococcus resulting in
the mice death concluding that the pneumococcus converted the R form to the S form, and
transformed from Type I to Type II. [20] Over time different genetic transfer mechanisms
were discovered: conjugation in 1947 by Tatum and Lederberg, transduction in 1952 by
Zinder and Lederberg, and due to viral infections in 1961 by Temin. [21]–[23]

Even though the discoveries of genetic transfer mechanisms along with cell
transformation studies lead to the thought that genetic diseases could be treated using
genetic engineering, it wasn’t until 1988 when the Recombinant DNA Advisory Committee
(RAC) approved the first clinical protocol to introduce a foreign gene into humans. [20]
The introduction of a foreign gene into a cell is known as gene therapy which is a
biotechnological technique that uses genes to produce a therapeutic effect or to treat a
disease by genetically modifying cells, by delivering genetic material to the nucleus of the
cell. [20], [24]–[27]

Since the first clinical trial was approved in 1988 more than 2600 gene therapy clinical
trials have been carried out over the last decades, and most of them are still in phase I, I/II,
or II; and only 22 have been approved as gene therapy drugs. [20], [28]–[30] The majority
of the trials, up to 65%, aim to treat cancer, followed by monogenic and cardiovascular
diseases. [20], [28], [30]

One of the main challenges of gene therapy is protecting the DNA from being degraded
DNases in both in vivo and in vitro systems which can be avoided by encapsulating
the DNA into vectors. An ideal vector should have specific gene delivery, transfer
precise amounts of genetic material, accommodate genes of different sizes, long-term gene
expression, non-toxic, non-immunogenic, and safe. [24], [31]

Viral vectors such as retrovirus (RV), adenovirus (AD), adeno-associated virus (AAV),
and lentivirus (LV) have been the most commonly used vectors due to their transfection

3
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efficiency, and simple preparation and administration. [29], [32] However, using viral
vectors entails drawbacks like high toxicity, immunogenicity, mutagenicity, low target cell
specificity, unsuitability for large-sized genes, and high cost.[32], [33] To overcome this,
non-viral systems have been developed.

2.1.1 Non-Viral Vectors

During the past decades, non-viral vectors, which are synthetic and based on not viral
vectors, have been the focus of researchers to overcome the problems associated with viral
vectors for gene delivery. [30] Several non-viral vectors have been developed where the
nanoparticle-based carriers are the most promising such as polymeric nanoparticles (NPs),
inorganic or metal NPs, quantum dots (QDs), dendrimers, liposomes, or micelles. [30],
[32]

Even though non-viral vectors have lower transfection efficiency compared to viral
vectors, they are cheaper, safer, and their production can be upscaled. [26], [30]–[32]
Furthermore, the nanoparticle-complexes can be modified reducing their toxicity and
enhancing their stability and cell specificity. [32], [34]

One of the major advantages of polymeric NPs over other nanoparticulate-complexes
is their customisation, as their composition can be selected depending on their function or
target cell. Moreover, polymeric NPs have higher loading capacity and offer protection

2.1.2 Red Fluorescent Protein

After the discovery of the green fluorescent protein (GFP), other fluorescent proteins (FPs)
were developed using mutagenesis on the wtGFP, obtaining different FPs such as cyan
fluorescent protein (CFP), or yellow fluorescent protein (YFP). [35] It was in 1999 that
GFP-like proteins were isolated from different Anthozoa spices. [36], [37] However, natural
FPs in the orange to far-red spectra, such as DsRed, are dimeric or tetrameric making them
unsuitable for fusion tags or proteins as they tend to aggregate and perturbate the function
of a fused protein [35], [38]–[42] To overcome these problems mutagenesis, both random
and directed, was performed to DsRed obtain monomeric variants known as “mFruits”, yet,
these variants are significantly less bright. [36], [38], [41], [43], [44]
The eqFP578 protein is a dimeric red GFP-like protein, from the sea anemone Entacmaea
quadricolor which shares a 76% homology with eqFP611, a protein with a trans-isomerised
state of the chromophore. [38], [45] Since both proteins contain the same chromophore-
forming amino acid triad Met-Tyr-Gly (marked yellow below), it is assumed that the
eqFP578 protein also has a trans-isomerised state of the chromophore associated with a
higher fluorescence brightness. [38], [46], [47]

4
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Merzlyak et al. optimised eqFP578 protein via random mutagenesis obtaining the dimeric
protein TurboRFP protein with an excitation peak at 553 nm and an emisson peak at 574
nm compared to the 552/578 nm (excitation/emission) of eqFP578. With the following
random mutations R32G, T68A, L79F, L110F, S131P, and L138R (marked green). [38]

Performing several rounds of mutagenesis on the TurboRFP, Merzlyak et al. obtained the
final variant named TagRFP. There are 21 mutations in total were K42R, K67R, A68T,
I93V, F110L, I115L, N122R, R138L, H157R, Y169H, H171I, H193Y, M216V, K220R,
and R231K (grey) are random mutations, and N122R, R155E, Q159D, S173N, F192V,
and F194Y (yellow) are monomerising mutations. The resulting TagRFP is a monomeric
protein with excitation/emission peaks at 555/584 nm. [38]

5
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Figure 2.1. Structure of TagRFP. In blue the β-sheets, in red the α-helices, in purple the loops,
and in green the chromophore. Figure adapted from the Research Collaboratory for
Structural Bioinformatics Protein Data Bank.[48]

TagRFP is a monomeric protein composed of 237 amino acid residues and a molecular
weight of 27 kDa. The structure of TagRFP is shown in figure 2.1 and consists of 11
β-sheets forming a β-barrel, and two α-helices. [49]

Figure 2.2. Sequence of plasmid pTagRFP-C. [50]

In this project, the TagRFP protein is encoded in the pTagRFP-C vector which sequence
is shown in figure 2.2. The pTagRFP-C is a mammalian expression vector suitable to be
propagated in host strains such as Escherichia Coli DH5α. E. coli is resistant to kanamycin
(30 µg/mL) with a copy number ∼ 500. [51]
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2.2 Drug Delivery

Drug delivery systems (DDS) can be described as engineered formulations or devices that
allow a therapeutic agent, either drug or gene, to reach its target without interacting with
other cells, organs, or tissues, therefore improving its efficiency and safety. [27], [52]

An ideal DDS should be biocompatible, protect the drug or gene from inactivation dur-
ing transport to the target cells, non-immunogenic, minimal interaction with non-target
cells, stable in different conditions, increase the drug bioavailability, and easy to eliminate
or degrade, to name a few. [27] But the most important factor for the DDS is to be able
enter the cells to allow the delivery of the drug or gene into the cytoplasm or nucleus.[27]

The internalisation of DDS by endocytosis is heavily dependent on their shape, surface
charge, and size. [53]–[55] Different studies carried out by Zhao et al. and Chithrani et
al. found that spherical particles had better affinity, biocompatibility, and cellular uptake
than rod-like particles. [56], [57]

The surface charge of DDS affects its behaviour in the circulation system as well as the
uptake mechanism. [53], [58] It has been reported that positively charged particles have
higher uptake due to the strong electrostatic interaction with the cell membrane. [53],
[59]–[61] Despite that, positively charged particles are cytotoxic and produce a stronger
immune response than negative or neutral particles. [53], [62], [63] However, studies carried
out by Chung et al. concluded that the uptake process depends on both, surface charge
and the cell type. [64]

Nevertheless, it is the size of the DDS that plays a major in the internalisation pathway.
Experiments carried out by Rejman et al. concluded that the size of the DDS determined
the endocytosis route (see subsection 2.2.1). [65] Studies carried out by Desai et al. and
Cai et al. found that the cellular uptake decreases with the increase in size as it increases
the cholesterol consumption and therefore reduces the uptake efficiency. [53], [66], [67]

2.2.1 Internalisation Pathways

Endocytosis altogether with exocytosis are fundamental to maintain the cell homeostasis
by exchanging material between the cell and the environment. [68], [69] Endocytosis
can be described as the energy-dependent process used by cells to internalise molecules
from the environment. [53], [68] Endocytosis can be divided into two different types
depending on the cell type, phagocytosis only takes place in some specialised mammalian
cells, and pinocytosis is performed by almost any eukaryotic cells. [53], [54], [68],
[70] Additionally, pinocytosis can be divided into different internalisation mechanisms:
clathrin-dependent endocytosis (clathrin-mediated endocytosis), and clathrin-independent
endocytosis (caveolae-mediated endocytosis, or macropinocytosis) where the main
difference between them depends on the proteins and lipids involved. [53], [54], [68],
[70]

Clathrin-mediated endocytosis (CME) is the most studied mechanism, as it is present
in all mammalian cells, and is responsible for the uptake of essential nutrients as well as
other functions such as cell homeostasis, or intercellular communication [54], [68], [70],
[71] CME involves the internalisation of the particle which is triggered by the specific
interaction between the particle and membrane receptors. [54], [68] The internalisation
is carried out by “coated pits” which are formed by the assembly and polymerisation of

7



Cristina Úbeda i Nicolau 2.3. Cells

cytosolic proteins, where clathrin, forming a trimer, is the main unit. [54], [68], [70], [71]
Once the vesicle has been formed it is detached from the membrane by dynamin, a GTPase.
[54], [70]–[72] CME is the dominant mechanism for the internalisation of particles smaller
than 200 nm in diameter, as the size of the vesicles formed ranges between 80-200 nm.
[53], [54], [65], [72], [73]

Caveolae-mediated endocytosis is a widely studied clathrin-independent carrier (CLIC)
mechanism responsible for different biological functions such as cell signalling, lipid
regulation, or vesicular transport. [68] This endocytic mechanism is similar to CME but
it is based on the formation of lipid rafts by the assembly of caveolins, 21 kDa dimeric
membrane proteins that bind to cholesterol. [54], [68], [70], [73], [74] Caveolar vesicles are
flask-shaped with diameters between 50-80 nm. [54], [68], [70], [72], [74] In vitro caveolae-
mediated endocytosis is slower than CME, with an internalisation half-time of 20 minutes,
and in some cases, it can avoid lysosomes. [54], [70], [72] The avoidance of lysosomes,
and therefore, hinders lysosomal degradation making the caveolae-mediated endocytosis a
promising candidate for cellular delivery of proteins and DNA. [70], [75]

Particles larger than 200 nm are internalised by cells via macropinocytosis, a special
clathrin- and caveolae-independent endocytosis. [70] Macropinocytosis is regulated by
actin, and unlike the previously described endocytic mechanisms is not directly dependent
on the cargo or its receptors. [68], [73] The interaction between the particle and membrane
activates a signalling cascade, which triggers the formation of membrane protrusions that
collapse and fuse with the plasma membrane. [54], [70] The vesicles formed are bigger
than the ones obtained with the other endocytic mechanisms, with sizes that range from
∼ 500 nm up to 10 µm. [68], [70], [72], [73]

2.3 Cells

Different cells have been used in this project, Escherichia Coli for DNA amplification, and
mammalian cells for the transfection, and this section serves to describe them.

2.3.1 Escherichia Coli

Escherichia coli or E. coli is a rod-shaped Gram-negative bacterium commonly used for
recombinant protein expression. [76] It is a facultative anaerobe, producing ATP in the
presence of oxygen, however, under anaerobic conditions, it can switch to fermentation.
The majority of E. coli strains are non-pathogenic, like the strains that colonise the gut
in humans and animals as part of the intestinal flora. However, some strains present
pathogenic properties, most likely obtained via plasmids, transposons, or bacteriophages.
[77] Even though there are many advantages of using E. coli, one of the most important is
a generation time of only 20 minutes. Furthermore, it is easy to maintain, and has a quick
and easy transformation.
The easiest cultivating setup is to introduce the E. coli cells into lysogeny broth (LB)
medium keeping the temperature at 37ºC, which typically yields a cell density of
<1×1010 cells/mL. [76] Many different E. coli strains exist all with their advantages and
disadvantages. In this project, the cloning strain DH5α has been used.

The DH5α E. coli strain was developed in the laboratory as a cloning strain. DH5α,
like other cloning strains, have the ability to accept plasmids ensuring good stability of

8



Aalborg University

the inserted DNA. [78]

2.3.2 HeLa Cell Line

HeLa cells are an immortal human cell line, derived derived from cervical cancer cells,
and used for scientific research. The immortality is the result of unlimited cell division
associated with an active version of telomerase, which prevents the shortening of the
telomeres which eventually leads to cellular death, and therefore avoiding the Hayflick
limit. [79] Since the successful cloning in 1953, HeLa cells have been widely used for
different research such as cancer, AIDS, gene mapping, or effects of radiation among others.
[80]

2.4 Nanoemulsions

Emulsions are a type of colloid, a heterogeneous system which consists of two immiscible
phases, the continuous phase, and the dispersed phase. [81]–[83] The emulsions can be
divided into different types depending on their physicochemical properties as can be seen
in table 2.1, mainly macroemulsions, microemulsions, and nanoemulsions.

Emulsion type Size Thermodynamic Stability Kinetic Stability PdI

Macroemulsions 1-100 µm Metastable Stable >0.4%

Microemulsions 10-100 nm Stable Unstable <0.1%

Nanoemulsions <200 nm Metastable Stable 0.1-0.2%

Table 2.1. Classification of emulsion types depending on some physicochemical properties, where
PdI is the polydispersity index. [82]

Nanoemulsions (NEs) are sub-micron emulsions, where the major differences with con-
ventional emulsions (macroemulsions) are their size, and size distribution, with higher
monodispersity. [81], [84] The smaller size of the nanoemulsions makes them transparent,
as their size is smaller than the visible wavelength. [82]–[86] Furthermore, their small size
provides them with higher kinetic stability against sedimentation, coalescence and fluctu-
ation, as the Brownian motion effects dominate over the gravitational and viscosity forces
which govern the induced kinetic instability. [17], [81], [82], [85], [86]. The dominating
destabilisation mechanism in NEs is Ostwald ripening due to the difference in chemical
potential of the droplets, but is reduced due to their lower polydispersity. [81], [84], [86]

The nanoemulsion procedure requires four components, an oil phase, an aqueous phase,
emulsifier(s), and energy. The energy is required as the nanoemulsion process usually is
non-spontaneous and be estimated with the equation 2.1. [82]–[87]

∆G = ∆Aγ − T∆S (2.1)

Where ∆G is the energy required, ∆A is the increase in the interfacial area, γ is the surface
tension, and T∆S is the dispersion entropy at an absolute temperature T.

The emulsifiers, which can be polymers (proteins, peptides, or polysaccharides), or
surfactants (usually anionic or zwitterionic), are critical in the nanoemulsion formation as
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they reduce the surface tension (γ) between the oil and water phases and are adsorbed in
the oil/water interface and stabilise the NEs sterically, electrostatically or a combination
of both. [82], [84], [85] The reduction of γ results in a reduction of the Laplace pressure
(∆P) following the equation 2.2, where r is the droplet radius. [85], [88]

∆P = 2γ/r (2.2)

The Laplace pressure (∆P ) is proportional to the Weber number (We), a dimensionless
number used in fluidic mechanics to describe droplet distortion. We measure the ratio
between the inertia and interfacial tension (∆P from equation 2.2) as shown in equation 2.3.
[85], [89]

We =
Gηdr

2γ
(2.3)

Where G is the velocity gradient, ηd is the dispersed phase velocity, r is the droplet
radius, and γ is the surface tension. Therefore, for a given r, a reduction in γ results
in higher values of We, which indicate greater droplet deformations, which means that
smaller droplets are obtained with the same energy. [85]

2.4.1 Electrospray

Electrospray (ES) is a soft ionisation technique discovered in the late 80s that uses a high
voltage to dissipate a liquid sample into an aerosol-generating highly charged droplets.
[90], [91] This technique is widely used for both chemical and biochemical analysis such
as mass spectrometry (MS). [91] The liquid is dispensed through an emitter connected
to a power supply. When a difference of potential is applied the liquid forms a Taylor
cone, a jet with a equipotential surface generating particles at the top of the cone which
are radially dispersed. The generation of droplets occurs when the electrostatic force is
greater than the surface tension. [90] The diameter of the droplets depends on different
parameters such as the potential applied and the flow rate. [90] However, high voltages
could also result in an unstable Taylor cone. Nowadays ES has several applications like
MS, electrospinning to create thin fibres, to deposit single particles on surfaces, or the
fabrication of drug carriers. [92]–[94] The use of ES for drug delivery is as a consequence
of the sub-micrometre-sized particles with higher surface area. This higher surface area
increases the dissolution rates of the drugs as well as their bioavailability. Furthermore,
reducing the dosage used and the associated side effects side effects. [95] Polymeric DDS
generated with ES have already been used in the medical field for immunotherapy and
delivery of nucleic acids. [96], [97]

2.4.2 High-Speed Stirring

One of the techniques that will be used in this project to obtain the nanoemulsions is
high-speed stirring, a high energy method that depends on mechanical devices to generate
high disruptive forces to reduce the size of the droplets. [17], [82], [85], [98] High
energy methods consist of three consecutive steps. The first step consists in preparing
a macroemulsion by mixing the oily and aqueous phase, with emulsifiers. The second step
consists of the deformation and disruption into smaller drops. Last, is the adsorption of
the emulsifier/surfactant on the water/oil interface stabilising the drops. [18], [99], [100]
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High-speed stirring of the disruptive forces required to generate smaller droplets is
achieved by a rotor-stator homogeniser. [81] A rotor-stator homogeniser is formed by a
fast-spinning inner rotor, and a perforated stator, as stationary outer sheath. [100], [101]
The fluid enters the rotor accelerating the fluid. The blades of the rotor redirect the fluid
through the stator slits. [100] In high-speed stirring the driving force is hydrodynamic
shear. [100], [102] The shear forces are generated by the high-velocity gradient in the gap
between rotor and stator. This gradient is a consequence of the velocity difference between
the fluid close to the rotor, and the fluid close to the stator, which is stationary. [103]

One of the factors that affect the droplet size are the applied shear forces. [99] The
applied shear forces can be described by Taylor’s equation (equation 2.4) which assumes
that the dispersed phase viscosity (ηd) is negligible compared to the continuous phase
viscosity (ηc), so ηc >> ηd. [17]

r ∼ γ

ηcσ
(2.4)

Where r is the radius achieved, σ is the applied shear rate, and γ is the interfacial tension.
The shear forces deform the interface of the droplet, then, due to the interfacial tension
a capillary instability is generated which results in the break of the droplet into smaller
ones. [17] To form nanoemulsions with a mean size of 100 nm the shear rates required are
in the range of 108 s−1. [81], [99], [104]

2.4.3 Microfluidics

Microfluidics emerged in the beginning of the 80s along with the development of
microsystems after the success in the field of miniaturisation. [105], [106] Microfluidics
can be defined as the processing and manipulation of flows circulating in a microsystem.
The typical dimensions of this microdevices range from 10-500 micrometres (µm), and
can manipulate small volumes of fluids 10−9-10−12 litres. [105], [107] Additionally, the
small dimensions of the microfluidic devices allow the manipulation of smaller volumes
and energy, and thereby, reduced costs. [107], [108]

The reduced dimensions of the system due to miniaturisation disrupt the equilibrium of
forces that dominate in the macroscopic scale and therefore affecting the physical behaviour
of the fluid. [106] In microfluidics, the surface effects dominate over volumetric effects as
a consequence of the high surface-to-volume ratio (κ). [107], [109]

κ =
surface area

system volume
∼ l2

l3
= l−1 (2.5)

From equation 2.5 we see that κ → ∞ when l → 0, where l is the system’s length.
This implies that surface-related forces are dominant when reducing the size. [107]
This different behaviour can be described using dimensionless numbers, which reduce the
number of variables into unified parameters to correlate physical phenomena. [110] These
unified parameters come from the incompressible Navier-Stokes equations of continuum
and momentum for Newtonian fluids, equation 2.6 and equation 2.7 respectively. Both
equations present a linear proportionality between viscous stresses and the strain rate.
[89], [108], [111]

∂ρ

∂t
+∇ · (ρu) = 0 (2.6)
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ρ
∂u
∂t

+ ρ(u · ∇)u = −∇p+ µ∇2u + ρg (2.7)

Where ρ is the density, t is the time, u is the velocity field, p is the static pressure, µ is the
fluid viscosity, and g is the gravitational acceleration. Droplet generation by emulsion is
achieved by mixing two phases, and since the momentum equation only considers a single-
phase system an additional term is introduced. This term treats the interface between
both phases as a boundary, adding an interfacial stress (FS), modifying equation 2.7 as:
[89], [108]

ρ
∂u
∂t

+ ρ(u · ∇)u = −∇p+ µ∇2u − FS + ρg (2.8)

As can be seen in equation 2.8, since the interfacial stress is a force, the term FS is added
to the right side of the equation, while the left side represents the acceleration. [89],
[108] Furthermore, many microfluidic systems usually use low fluid flow velocities (up to
1 cm/s), and therefore incompressible flows can be considered. Assuming incompressible
flows simplifies equation 2.6 as follows: [89]

∇ · u = 0

Reynolds number (Re) is a dimensionless number widely used to judge if the flow is laminar
(low Re) or turbulent (high Re) by comparing inertial (fi) to viscous forces (fv). [89]

Re =
fi
fv

∼ ρu2

µu/L
=

ρuL

µ

However, due to the small dimensions of the microfluidic systems (L), Re is low which
indicates that the viscous forces dominate, resulting in a laminar flow. [89]

The capillary number (Ca) is the most important dimensionless number in droplet
generation as it compares the viscous force (fv) to capillary pressure (fγ). The capillary
pressure takes into account the surface tension, which plays a major role in droplet
generation. [89]

Ca =
fv
fγ

∼ ρu2

γ/L
=

µu

γ

As can be seen in the equations above, the viscous force (fv) and capillary pressure (fγ) are
inversely proportional to the characteristic length (L), which are enhanced with the reduced
dimensions and dominate over inertial force (fi), and gravitational forces (fg ∼ ρgL). [89]

The last dimensionless number with importance for droplet generation is the flow rate
ratio (Rf ). Rf is the ratio between the flow rates of the dispersed and continuous phases,
Qd and Qc respectively. [89], [108], [112]

Rf =
Qd

Qc

Passive droplet generation is a consequence of the fluid instabilities caused by the
competing stresses between surface tension and viscous stress, by trying to reduce the
surface area of the interface, and by extending and dragging the droplet respectively.
[108], [113] There are five breakup modes squeezing, dripping, jetting, tip-streaming, and
tip-multi-breaking, where the most common are the first three. [108], [113] Both Ca and
Rf have an important role in the different regimes. [112]
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The squeezing break-up mode usually happens at low values of Ca (10−2), and is due
to the Rayleigh–Plateau instability. In this regime, the shear stresses exerted on the drop
interface are not sufficient to distort the drop. As a consequence, there is a build-up
pressure due to the blockage of the cross-section of the channel due to the growth of the
droplet. This increase in pressure leads to the squeezing of the droplet of the neck of the
liquid thread. [108], [112]–[114] In the dripping regime the shear forces applied to the
droplet interface are bigger which results in the detachment of the droplets before filling
the channel. Dripping occurs at a small Ca range (∼ 0.1-0.2). [112] Jetting break-up
mode is observed at high values of Ca. In this regime, both phases flow parallel to each
other creating a jet before a droplet is formed downstream of the channel. [112], [115] In
figure 2.3 the different breakup modes are shown.

Figure 2.3. On the left, droplet formation for the three dominating regimes where a) is the
squeezing regime, b) the dripping regime, and c) the jetting regime.. On the
right cross-section of the channel for each breakup regime. The continuous phase is
represented in yellow, and the dispersed phase is in blue.

Another important factor for droplet generation is the geometry of the microfluidic device
providing a boundary of the microflow. [108], [112] Depending on their geometry the
microfluidic devices can be classified as cross-flow, co-flow, or flow-focusing as can be seen
in figure 2.4.
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Figure 2.4. The three main techniques for droplet generation, where a) is flow-focusing, b) co-
flow, and c) cross-flow. The continuous phase is represented in yellow, and the
dispersed phase is in blue.

In the flow-focusing geometry hydrodynamic focusing of the two immiscible fluids is used to
create the droplets, shown in figure 2.4 a). [108] In the cross-flow geometry, the continuous
and dispersed phases are parallel to each other (θ=180º) as can be seen in figure 2.4 b).
[108], [116] Last, in the cross-flow geometry the two immiscible fluids meet at an angle θ

(between 0º-180º). However, the most common geometry is the T-junction, represented
in figure 2.4 c), where the two phases meet orthogonally. [108], [116]

2.5 Droplet Generation

This section serves to describe different polymers used to generate the nanoemulsions
throughout the project. Gene encapsulation is commonly done using microgels as
biomaterials. Microgels are colloidal particles formed by a three-dimensional network of
cross-linked polymer chains in the nanometric range (5-500 nm). [117]–[119]

2.5.1 Alginate

Alginate is a natural anionic polysaccharide synthesised by bacteria such as Pseudomonas
aeruginosa or Azobacter but is typically extracted from brown seaweed or algae. [120]–
[122] Alginate is a linear block copolymer formed by (1→4)-linked β-D-mannuroic acid
(M block) and α-L-guluronic acid (G block). Both blocks have a six-membered ring
structure (C6H8O6) and are linked together covalently. Typically, calcium ions (Ca2+)
are used as a cationic cross-linker due to their high affinity with alginate and due to
their biocompatibility. [123] In this project, the Ca2+ ions are contained in the oil phase
(continuous phase) and will be externally introduced, by dripping the alginate solution
(dispersed phase) into the continuous phase. This, will create an external gelation due to
the Ca2+ gradient, which is described by Fick’s law of diffusion (equation 2.9). [124]

J = -D·∇c (2.9)

Where J is the diffusive flux, D is the diffusion coefficient, and ∇c is the concentration
gradient vector. A negative sign is included in Fick’s law as the diffusion occurs from high
to low concentration areas.
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The initial cross-linking on the droplet surface creates a semi-solid membrane
surrounding the aqueous core modifying the initial Ca2+ gradient, as semi-solids have
lower diffusion ratios than liquids. This will affect the concentration of alginate, creating
a non-homogeneous droplet. [125]

2.6 Microfluidic Chip

This section will serve to describe the design of the microfluidic chip as well as the
manufacturing techniques. The goal of the chip is to be capable of performing continuous
gene encapsulation into oil/water nanoemulsions. Hence the chip has to contain an oil
and water reservoir, a droplet generator junction, and a droplet collector. A schematic
representation of the microfluidic chip set up is shown in figure 2.5.

Figure 2.5. Caption

Three different channel heights will be tested. Smaller channel heights 50 µm, and 100 µm
were manufactured by soft lithography and cast in SU-8 photoresist. The 400 µm channel
was manufactured by 3D-printing using a standard clear UV resin. The inlets consist of
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syringes that are connected to a pump where the flow rate Q is adjusted. The droplets are
collected from the outlet in a beaker which contains an oil solution with Ca2+ ions under
magnetic stirring. The droplet collection is carried out to ensure the external gelation of
the droplets.

2.7 3D-Printing

Three-dimensional printing, or 3D-printing, is a form of additive manufacturing which
consists of the manufacturing of a 3D object layer by layer either from a computer-aided
design (CAD) model, or a digital 3D model. [126]–[128] Even though the first robotic 3D
printer was developed in 1984 by Charles W. Hull, and later commercialised in 1989. In the
2010 gained popularity as low-cost 3D printers became available. [126], [129] Nowadays,
3D-printing is used in many different industries such as aerospace, automotive, electronic,
food, or healthcare among others. [130]–[136] The 3D-printing process consists of three
main steps: modelling, printing, and postprocessing.

2.8 Photolithography

Photolithography is a patterning technique that uses light to transfer the patterns from a
mask to a photosensitive resin. [137]–[139] This technique has been widely used in the past
30 years due to its easiness, and reproducibility of the desired structures. [137] Nonetheless,
one of the limits of photolithography is the wavelength used to irradiate the photoresin
with a resolution up to 100 nm that can be reduced to 50 nm when deep ultraviolet light
is used. [137], [140] The photolithography process is the following: first, the photoresist is
added over a silicon substrate and spin-coated to evenly coat the substrate surface. Then
a soft-bake is carried out, typically at 95ºC, to remove the excess of solvent and improve
the adhesion between resin and substrate. After the soft baking, the coated substrate is
aligned with a photomask and irradiated typically with UV light (∼350 nm). Last, there
is the development process where the photoresin that is not cross-linked is removed by
a chemical developer. [139] The final pattern after the development process depends if
the resin used is positive or negative. In a positive photoresin the unexposed resin is not
soluble with the developer and will remain on the substrate. A negative photoresin is
the other way, the exposed resin remains on the substrate while the unexposed resin is
dissolved. [139]

The SU-8 resist is an epoxy-based, acid-catalysed and chemically amplified negative
photoresist. [141]–[143] SU-8 is widely used for the fabrication of micro-electro-mechanical
systems (MEMS) due to its high chemical, thermal (degradation temperature ∼ 380◦ C),
and mechanical stability (E ∼ 4− 5 GPa). [141], [142] Furthermore, the layer’s thickness
can be adjusted depending on the SU-8 formulation viscosity. [142]

SU-8 photolithography is divided into five processing steps: deposition, soft bake,
exposure, post-exposure treatment, and development. First, the resin is deposited onto a
substrate, commonly by spin-coating. Then, the substrate is soft baked, usually at 95ºC, to
remove the casting solvent and improve the adhesion between resin and substrate. After the
soft baking, the coated substrate is aligned with a photomask and irradiated typically with
UV light (∼350 nm). In the exposed areas hexafluoroantimonic acid is formed protonating
the epoxy groups. The protonated oxonium ions react with neutral epoxides which end
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up in the cross-linking of the resin, which renders it chemically inert. After irradiation,
a post-exposure bake is performed to increase the cross-linking, and fully polymerise the
resin. The last step is the developing and cleaning, where the unpolymerised SU-8 is
removed by submerging the substrate in the developer, followed by a rinsing, and drying
steps. [141], [142]

a) b) c)

d) e)
Figure 2.6. Schematic representation of SU-8 photolithography processing steps. a) deposition

step, b) soft-bake step, c) exposure step, d) post-exposure treatment, and e)
developing step.

The photolithography processing steps for SU-8 resin are shown in figure 2.6. For the
microchips to work, the geometries cast in SU-8 resin are covered in polydimethylsiloxane
(PDMS) to close the circuit.
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2.9 Characterisation Techniques

This section will serve to describe the different characterisation techniques used throughout
the project. This chapter has been divided into two, the techniques used to characterise
the droplets, and the techniques used to evaluate the transfection efficiency.

Characterisation of Droplets

In this part of the section are described the different techniques used to characterise the
nanoemulsions.

2.9.1 Nanoparticle Tracking Analysis

Nanoparticle tracking analysis (NTA) is a real-time characterisation technique of
nanoparticles in solution. NTA uses both, light scattering and Brownian motion of the
nanoparticles. Each particle is analysed and visualised separately, allowing an estimation
of the particle size distribution and particle concentration using a direct frequency
distribution. The principle of operation of the NTA is a high-intensity laser beam
combined with a low-background optical configuration, which allows the visualisation of the
nanoparticles in suspension associated with the refractive index (RI). [144] For particles
with high RI, typically inorganic nanoparticles such as gold sizes up to 15 nm can be
resolved, however, nanoparticles with low RI, polymeric nanoparticles, have a minimum
resolution up to 30 nm. [144] Yet the minimum resolution of the NTA for biological
nanoparticles is 10 times higher than flow cytometers. [144]

2.9.2 Scanning Electron Microscope

The scanning electron microscope (SEM) is an electron microscopy technique that even
though its development started in the late 20s, the first commercial SEM was not marketed
until 1965 by the Cambridge Instrument Company. [145] Even though that SEM has the
same working principle as an optical microscope the major difference is the source used to
obtain the images, while an optical microscope uses light as a source SEM uses a beam
of electrons. [146] When the electrons hit the sample they produce different signals (i.e.,
electrons, X-rays) that give information about topology, morphology, or composition to
name a few. [146] An SEM contains an electron beam to emit the electrons, typically with
a tungsten cathode, however other materials are also used such as lanthanum hexaboride
(LaB6) or field emission guns. The electron beam is generated by applying a high voltage
to the cathode, and usually has energy ranging from 0.2-40 keV. The electron beam is
focused by condensers, and passes through an electron column, and finally through a lens
which deflects the beam allowing the scan of the sample in the xy-plane. [145], [147] One
of the advantages of SEM is the higher resolution up to 3Å compared to the 200-300 nm
of optical microscopes. However, some major drawbacks of SEM are that the samples
must be dry as a high vacuum is required, and conductive to prevent the accumulation of
electrostatic charge. To analyse non-conductive samples (i.e., biological) the samples are
coated with conductive materials typically Au but also Au/Pd, Pt or Ir. [148]
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Evaluation of Transfection

This part of the section serves to describe the techniques used to evaluate the transfection
efficiency by localising the fluorescent proteins encoded in the genes by fluorescence
measurements.

Fluorescence can be described as the emission of light after the absorption of light.
[149]–[151] Fluorescence takes place when the electrons return to the ground state (S0)
after their excitation to the excited states (S1, S2, or Sn) releasing the excess of energy as
photons. [149]–[151] The fluorescence process can be observed in figure 2.7 below.

Figure 2.7. Jablonski diagram showing different energy states (S0, S1, and S2) of a molecule
as well as the different electronic transitions during excitation and emission. [149],
[150]

To produce fluorescence, the minimum energy required is the one that can promote the
transition of an electron to the first excited state (S1). This energy is inversely related to
the photon wavelength as can be seen in equation 2.10, where h is Planck’s constant, and
c and λ are the speed and wavelength of light in a vacuum respectively. [150], [152]

E = h × c/λ (2.10)

The electronic excitation usually has a bigger energy than the energy needed for the
transition from the ground state to an excited state. This excess of energy is later discarded
through vibrational relaxation or internal conversion. As a result, the emission energy is
smaller than the excitation energy, provoking an increase of the emission wavelength,
known as the Stokes shift. [149], [150], [152]
The Stokes shift varies from one fluorophore to another and ranges from 50 to 200 nm.
The greater the shift is, the easier to separate the exciting and emitted light. [150], [152],
[153]

Even though there are some organic substances with intrinsic fluorescence, synthesised
compounds are usually used. These synthesised compounds usually present conjugated
double bonds and ring structures, with pi-bonds that allow the distribution of the electrons
over large areas. [149], [150] The more conjugated bonds result in lower excitation energy
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and a longer wavelength, which allows deeper penetration into tissues as it scatters less,
and lower cell damage. [151]

Different parameters to take into account in a fluorophore are the fluorescence quantum
yield, the molar extinction coefficient, quenching, and photobleaching. The fluorescence
quantum yield or quantum efficiency (QE) equation 2.11 is the measure of the total light
emission over the entire fluorescence spectral range. [149], [150]

QE =
# emitted photons
# absorbed photons

(2.11)

On the other hand, the molar extinction coefficient (ε) is the probability of the fluorophore
of absorbing a photon at a certain λ- The extinction coefficient follows the Lambert-Beer
law (equation 2.12) and has units of M−1cm−1. [149], [150]

A = εcl (2.12)

Where A is the absorbance, ε is the molar extinction coefficient, c is the concentration,
and l is the optical path (in cm).
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2.9.3 Fluorescence Microscopy

Fluorescence microscopy (FM) is a characterisation technique similar to optical microscopy
which is based on the detection of fluorescence. [150], [154] The sample is illuminated with
a specific near-monochromatic light exciting the fluorophore, which emits light with a
longer wavelength. The detected light is filtered to separate the desired wavelength from
the surrounding radiation. [154] FM is widely used in biology and biomedical fields as
fluorescence labelling is highly specific and therefore allows the study of the dynamics of
proteins or DNA. [152], [155]

The typical set-up of the fluorescent microscope is epi-illumination, where the objective
is used for imaging, magnifying, and as a condenser. The main advantage of this set-up is
that only the small percentage of the exciting light that is reflected off the sample needs
to be blocked. However, the main disadvantage is that the exciting and fluorescent lights
overlap and have to be separated. [150]

Figure 2.8. Scheme of epi-illumunation set-up in fluorescent microscope.

A fluorescent microscope using epi-illumination has the following components: light source,
filter cubes, objective, and the detector, as can be seen in figure 2.8. The typical light
sources used in FM are xenon or mercury arc lamps, but nowadays lasers and high-power
LEDs are also used. Xenon lamps have an even coverage from UV to near-IR, while
mercury lamps present intense peaks at 365, 405, 436, 546, and 579 nm. [149], [150]

The filter cubes are composed of excitation and emission filters, and a dichroic mirror, as
shown in figure 2.9. The excitation filter are used to select a specific excitation wavelength
to illuminate the sample by absorbing other wavelengths. Similar, emission filters only
allow a specific wavelength to pass to the detector by blocking both the reflected exciting
wavelength as well as other emitting wavelengths. [154], [156] The dichroic mirror is a
type of filter that serves to split the excitation from the emitting light, and is usually set
up at a 45º angle with respect to the light source. The dichroic mirror’s principle is the
reflection of high-energy wavelengths towards the sample and transmission of lower-energy
wavelengths towards the detector. [151], [154]
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Figure 2.9. Schematic representation of the filter cube. The components of the filter cube being
the exciting filter, emission filter, and dichroic mirror are represented in purple, red,
and brown respectively.

The objective is the most important part of the FM as it is used to condense the exciting
light, magnify, and create the image. [149] An ideal objective would have a large numerical
aperture (NA), few lens elements, and will pass exciting wavelengths of UV, visible, and
near-IR. Large NA would increase both, the observed intensity which is proportional to
(NA)4, and the resolving power; however, a large NA would reduce the image contrast.
[150], [151] Fewer lenses would reduce the light loss caused by the reflection. [150]

ε = 0.61
λ

NA
(2.13)

The resolving power would increase with large NA as the resolving distance would decrease
following equation 2.13. Where ε is the resolving distance, and λ is the exciting wavelength
both in nanometers.

The most commonly used detectors in FM are cooled charge-coupled device (CCD)
camera systems. [157], [158] A CCD is an integrated system formed by an array (usually
2D) of pixels represented by p-doped metal–oxide–semiconductor (MOS) capacitors. The
emission photons generate photoelectrons when they hit the surface of the capacitors.
Then, the photoelectrons are moved throughout the array and at the end, the charge
created by the photoelectrons is amplified and converted into a voltage. [159], [160] Each
exposure produces a different charge distribution pattern on the CCD array, which is
converted by the CCD system creating an image with proportional intensity distribution.
[160]
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Chapter 3

Methods

The focus of this chapter is to list the materials used throughout the project and to describe
the experimental procedures carried out as well as the software used.

3.1 Software

This section serves to describe the different software used throughout the project. The
specifications of the computer used are shown in table 3.1.

ASUS UX310UA

Intel(R) Core(TM) i5-6200U CPU 2.30 GHz 2.40 GHz

8 GB RAM

64-bit operating system, x64 based processor

Windows 10

Table 3.1. Specifications of the computer used to perform the simulations.

The software used will be described in their respective section.

3.1.1 AutoCAD

Developed and marketed by Autodesk Inc., AutoCAD ® is a computer-aided design (CAD)
and drafting software application, allowing the creation of 2D and 3D geometries. The
newest version of AutoCAD ® includes industry-specific toolsets, features and libraries.
[161] Furthermore, AutoCAD ® geometries with file extension .dxf can be imported into
simulation software such as COMSOL ® Multiphysics.

3.1.2 COMSOL Multiphysics

The droplet generator of the microfluidic chips used throughout the project was simulated
using COMSOL Multiphysics® version 5.6 a cross-platform finite element analysis, solver
and multiphysics simulation software. COMSOL Multiphysics® allows conventional
physics-based user interfaces and coupled systems of partial differential equations (PDEs).
The simulations carried out in the project were performed using the PARDISO linear
system solver, the time-dependent solver, and the generalised alpha stepping method with
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manual time steps set to 6.5× 10−5. The remaining solver settings were kept default and
all meshing was user-controlled.

3.1.3 ImageJ

ImageJ is an image processing program, inspired by its predecessor NIH Image, developed
in 1997 by the National Institutes of Health (NIH) and the University of Wisconsin. [162],
[163] ImageJ is based on Java programming language with an open architecture which can
be expanded via macros, scripts or plugins. [162]–[164]

ImageJ can display, edit, analyse, process, save, and print images (8, 16, and 32-bit).
Additionally, ImageJ fixed one of the main problems of other image-processing programs
by supporting different image file formats, such as TIFF, PNG, GIF, JPEG, or BMP, as
well as stacks and hyperstacks, which are multiple images that are spatially or temporally
related, in a single window [162], [163]

3.1.4 LayoutEditor

Developed in 2004, LayoutEditor is an editor for layout designs and schematics used
in different areas such as micro- and nanoelectronics, integrated circuits, or micro-
electromechanical systems (MEMS). LayoutEditor has a user-friendly interface that can
be adjusted. As a default it works with the GDSII file format, however, it also works with
other formats such as OASIS, OpenAccess, CIF, SVG, CSV, PNG, JPG, or ODB++ to
name a few. Furthermore, it has a built-in scripting interface which allows the recording
of macros. [165]–[167]

3.1.5 OriginPro

All graphs were edited using OriginPro® version 8.5, a data analysis and graphing software
with an intuitive user interface. Furthermore, Origin supports customised analysis as
well as graphing tools, and templates to name a few, also allowing a technical scientific
programming environment for C and Python.
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3.2 Microfluidic Droplet Generation

This section serves to describe the geometry and the physics governing the droplet
generation in COMSOL Multiphysics ® as well as the experimental procedures carried
out in the laboratory.

3.2.1 Simulations

For the simulations, the level set and phase field interfaces from the two-phase flow module
were used. Both interfaces are coupled with the laminar flow interface.

The Navier-Stokes equations govern fluid flow and solve for the fluid velocity and the
pressure fields. Concerning the modelling, the equations are solved within each of the
domains. However, immiscible fluids present a problem regarding their fluid properties.
This problem arises due to the drastic variation of both viscosity and density change across
the interface between fluids, compared to other fluid systems where they are either constant
or vary smoothly. Hence, surface tension effects and the contact angles at wetted walls
must be considered.

Laminar Flow

The laminar flow interface computes pressure and velocity fields for single-phase fluid flows
in a laminar flow regime. The laminar flow regime is applicable for low Reynolds (Re)
number before turning into turbulent flow. The critical Reynolds number is dependent on
the geometry, which for pipe flow case Recrit ∼ 2000. [168] The Laminar Flow interface
solves the Navier-Stokes equations for conservation of momentum (equation 3.1) and the
conservation of mass (equation 3.2). Furthermore, it supports non-Newtonian fluids as
well as different flows.

The laminar flow interface allows stationary and time-dependent analysis. Fluid
properties, wall, and initial values nodes are also added to the interface. The boundary
conditions are described by the wall node and are set to no-slip by default. [168]

Level Set

The Level Set interface solves the problems where the computational domain can be split
into two separate domains, by representing moving boundaries or interfaces using a fixed
mesh. The equations solved are the incompressible Navier-Stokes equations, and are solved
for each finite element in the mesh. [168]

ρ Density

u Velocity field

p Fluidic pressure

I Identity matrix

Fst Surface tension force

ρ
∂u
∂t

+ ρ(u · ∇)u = ∇ · [−pI+ µ(∇u+∇uT )] +Fst (3.1)

∇ · u = 0 (3.2)

25



Cristina Úbeda i Nicolau 3.2. Microfluidic Droplet Generation

In COMSOL, the level set function (ϕ) is a smooth step function. In one domain ϕ = 0,
and ϕ = 1 in the other domain. In these simulations when ϕ < 0.5 corresponds to the
dispersed phase while 0.5 < ϕ corresponds to the continuous phase. On the other hand, the
interface between immiscible fluids is defined as the 0.5 isocontour, i.e. the level set. The
interface moves along with the velocity field u, and is calculated by solving the transport
equation (equation 3.3) for the level set function. [168]

γ Reinitialisation parameter

ε Interface thickness parameter

∂ϕ

∂t
+∇(uϕ) = γ∇ ·

(
ε∇ϕ− ϕ(1− ϕ)

∇ϕ

|∇ϕ|

)
(3.3)

The left-hand side of the equation makes sure of the interface’s correct motion while
the right-hand side provides numerical stability. The interface thickness parameter (ε)
is the thickness where ϕ goes smoothly from 0 → 1 . By default ε is constant and and
equals the largest value of the mesh size. The reinitialisation parameter (γ) determines
the stabilisation or amount of reinitialisation of the level set function, and to keep the
gradients in the level set function focused on the interface of the fluids. If γ is too high the
interface will either move incorrectly, if γ is too low the interface will not remain constant
due to numerical instabilities. By default γ is 1 m/s, however, it is recommended to set
the value of γ as the maximum magnitude of the velocity field u. [168]

The level set function is also integrated into the density and viscosity of the two
immiscible fluids as shown in equation 3.4 and equation 3.5 respectively.

ρc Continuous-phase density

µc Continuous-phase viscosity

ρd Dispersed-phase density

µd Dispersed-phase viscosity

ρ = ρc + (ρd − ρc)ϕ (3.4)

µ = µc + (µd − µc)ϕ (3.5)

The laminar flow interface is automatically applied once the level set interface is chosen.
The interfaces, and the physics are correlated by a multiphysics module. The multiphysics
module adds a wetted-wall boundary condition, which makes sure that the interface can
move along the walls when the wall is in contact with a fluid-fluid interface. The laminar
flow satisfies the non-penetration condition, and a wall-force (Fw), shown in equation 3.6
and equation 3.7 respectively.
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Fθ Boundary force

θw Contact angle

δ Dirac δ function

Ffr Frictional force

nint Interface’s normal vector

β Slip length

σ Surface tension

u Velocity field

µ Viscosity

nwall Wall’s normal vector

u · nwall = 0 (3.6)

Fw = Fθ + Ffr = σδ(nwall · nint − cosθw)nint −
µ

β
u (3.7)

By default, the slip length (β), and the contact angle θw are set to the local mesh element
size (h) and π/2 respectively.

Geometry

For 3D-printing three different microfluidic chips have been designed and simulated: a
T-junction, and two different geometries of flow-focusing junctions. However, to reduce
the computational time only the junctions shown in figure 3.1 have been simulated.

a) b)

c)
Figure 3.1. Geometries and meshes in numerical simulation of the different droplet generation

junctions manufactured with 3D-printing. a) 90º flow-focusing junction, b) 45º
flow-focusing junction, and c) T-junction.

All three geometries shown above have a total length of 2000 µm, from inlet to outlet,
and the channels are 400 µ in height. To reduce the sharp edges, and therefore, the
computational time, a fillet of 20 µm radius has been applied to all the junction’s corners.
In table 3.2 the fixed parameters used in the simulations are shown. However, different
values of capillary number (Ca), flow rate (Rf ), oil-phase velocity, and dispersed-phase
velocity were used throughout the simulations.
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Simulation parameters

ρc 895 kg/m3 ε 5 · 10−6 m

µc 27.64·10−3 Pa·s γ 0.1 m/s

ρd 1000 kg/m3 [169], [170] β 5·10−6 m

µd 250·10−3 Pa·s [169], [170] θw π − 2.7925268 rad (∼20º)

σ 9.4·10−3

Table 3.2. Initial simulation parameters for the alginate nanoemulsions.

For soft lithography six different microfluidic chips have been designed and simulated: T-
junction, and two different geometries of flow-focusing junctions. Each junction has been
duplicated, as one has a minimum element size of 100 µm, and the other geometry has
a minimum size element of 48 µm. However, to reduce the computational time only the
junctions shown in figure 3.2 have been simulated

a) b)

c) d)

e) f)
Figure 3.2. Geometries and meshes in numerical simulation of the different droplet generation

junctions. a) 90º flow-focusing junction, b) 45º flow-focusing junction, and c) T-
junction.

The simulation approach is to achieve a converging model with a rough mesh size and then
refine the results with a smaller mesh until the solution no longer shows any significant
change. The different models had user-controlled meshes calibrated for fluid dynamics.
As mentioned before, the geometries were divided into different domains to reduce the
computational time. The flow-focusing junction meshes had fine element sizes, while the
rest of the geometry has a (custom) mesh with extra fine (size) element sizes. The simulated
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time was based on the time needed to reach a steady-state of homogeneous sized droplets,
also considering the computational cost.

3.3 3D-Printing of Microfluidic Chip

Once the the microfluidic chip designs were done, the AutoCAD file was saved as .STL
file so it can be opened by Phonon Workshop, a 3D slicer software that converts the .STL
files to .PWS, a file format that can be read by the 3D printer.

Figure 3.3. Screenshot of Phonon Workshop. In dark grey is the 3D-printer surface, and in white
the geometries to print. In blue is a selected geometry.

In figure 3.3 is shown a screenshot of Phonon Workshop. The dark grey grid is the 3D-
printer surface, and in white are the different microfluidic chips. The layer thickness was
set to 40 µm, the normal exposure time was set to 5 seconds, the off-time was set to 8
seconds, the bottom exposure time was set to 60 seconds, and the bottom layer(s) was set
to 3. The other parameters such as Z-lift distance, Z-lift speed, or Z-retract speed were
kept as default.

a) b) c)

d) e) f)
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Figure 3.4. Screenshots of the different slices generated by Photon Workshop software. a)
bottom layer (layer 0), b) layer 13, c) layer 24, d) layer 62, d) layer 83, and f)
layer 108.

In figure 3.4 are shown six different slices generated by Photon Workshop. Each slice
corresponds to a different printing time point. The 3D-printing of all the microfluidic
chips shown in figure 3.3 has 378 layers in total, with an estimated printing time of around
2 hours, and an estimated printing volume of 8.859 mL of resin.

Anycubic Photon S Technical Data

Printing Technology LCD-based SLA 3D Printer

Light Source Integrated UV light (405 nm)

XY-resolution 47 µm/pixel

Printing Speed 20 mm/h

Printing Material 405 nm Photosensitive Resin

Table 3.3. Technical data of the printer used for the 3D-printing of microchips. Data collected
from the Anycubic webpage. [171]

The specifications of the 3D-printer, as well as the materials and equipment used for 3D-
printing are listed in table 3.3 and table 3.4 respectively.

Material CAS no Lot/Serial no Supplier

Isopropanol 0067-63-0 Sigma Aldrich

Photon S Anycubic Technology

Photon Workshop Software Anycubic Technology

Standard Clear UV resin Prima Creator

Wash Away Resin Prima Creator

Wash & Cure Anycubic Technology

Table 3.4. Chemicals and equipment used in the 3D-printing of the microchips.

The procedure for 3D-printing is the following: The resin photoprotector is removed,
and the resin volume is checked. Then, the .PWS file with the designs is selected and
the 3D-printing starts. Once the 3D-printing is done the top part of the 3D-printer is
carefully detached, as the printings are stuck there. Carefully, with the help of a metallic
spatula, the 3D-printings are detached. Once the printings have been separated, the excess
of resin of the lid is cleaned with isopropanol, and attached again to the printer. If the
printed microchips have channels, these are unclogged by injecting nitrogen with a nitrogen
gas. Then, the microchips are washed with a “resin away” bath for two to four minutes.
Anycubic Wash & Cure is used for a last curing step, in which the microchips are exposed
to a UV light of 405 nm for four minutes.
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a) b)

c)
Figure 3.5. Dimensions of the channels designed with AutoCAD. a) 90º flow-focusing junction,

b) 45º flow-focusing junction, and c) T-junction. dimensions are in µm.

For all the designs printed, each geometry had the same channel dimensions, as shown in
figure 3.5. All channels were 3 mm in length, from inlet to outlet (left to right). The initial
cross-section of the inlets is 2 mm in height which decreases over a length of 9 mm to a
final cross-section of 400 µm. On the other hand, the outlet has an initial cross-section of
400 µm which increases over a length of 1.8 mm to a final cross-section of 2 mm.

3.3.1 PDMS Casting

Before casting the microchips in PDMS, the molds were washed in water at 80◦ overnight
to remove resin residues that prevent the polymerisation of the PDMS. The casting of the
microchips is described below, and the material used is listed in table 3.5.

Material CAS no Lot/Serial no Supplier

Heat Cabinet Kelvitron Heraeus Instruments

Silicone Elastomer 0006065320 Sylgard

Silicone Elastomer Curing Agent 0006387182 Sylgard

Vacuum Chamber

Table 3.5. Chemicals and equipment used to cast the microchips using 3D-printed negative
molds.

To cast the microfluidic chips in PDMS a mixture of silane and curing agent with a 1:10
ratio was prepared and poured over the negative mold and frame. The mold containing the
PDMS was placed in a vacuum chamber to degasify until no bubbles were visible. Then,
the mold with PDMS was baked overnight in a heating cabinet at 80◦C. After baking, the
PDMS is cooled down at room temperature, and the PDMS is carefully peeled off the mold
with a scalpel, cut, and pierced. Last, is the bonding of the PDMS with glass to close the
channels. The bonding is possible after O2 plasma etching for 2-10 minutes which cleans
and activates the PDMS surface by transforming the Si-CH3 terminals to Si-OH allowing
the formation of Si-O-Si bonds with the glass.
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3.4 Casting of Microfluidic Chip by Soft Lithography

The first step to cast the microfluidic chips using soft-lithography is to design the
photomasks. The photomasks were designed using LayoutEditor. Six photomasks were
designed, three photomasks, consisting on a T-junction, 90º flow-focusing geometry, and
45º flow-focusing geometry were designed with a minimum size element of 100 µm; the
other three photomasks are also a T-junction, 90º flow-focusing geometry, and 45º flow-
focusing geometry, but with a minimum size element of 48 µm and a slightly different
geometry.

3.5 Droplet Generation

This section serves to describe the different procedures used to generate droplets. In
table 3.6 is listed all the chemicals and equipment used in the procedures.

Material CAS no Lot/Serial no Supplier

Calcium Chloride Dihydrate 10035-04-8 1.02382.0250 Supelco

Electrospinner 2.2.D-500 Y flow Nanotechnology Solutions

Ethanol 70% 64-17-5

Magnetic stirrer

Sodium Alginate 9005-38-3 MKBX6322V Sigma Aldrich

Sodium Dodecyl Sulfate 151-21-3 STBD6276V Sigma Aldrich

Span 80® 1338-43-8 MKCN9843 Sigma Aldrich

Syringe Pump NE-1010X Darwin microfluidics

T25 Digital ULTRA TURRAX® IKA

Undecanol 112-42-5 A7Y2KEG TCI Chemicals

Table 3.6. Chemicals and equipment used in microfluidic droplet generation.

3.5.1 Phase Solutions Preparation

Here are described the preparation of the different solutions used to generate droplets. The
chemicals used are listed in table 3.6.

For electrospraying solutions with 1 wt% and 4 wt% alginate were prepared by dissolving
sodium alginate into 30% ethanol (EtOH). A calcium bath was also prepared by dissolving
CaCl2 · 2H2O (25 g/L) in water.

For high-speed stirring and microfluidics the solutions used were prepared as follows.
The continuous-phase was prepared by dissolving calcium chloride dihydrate (CaCl2 ·
2H2O) in EtOH 70% in an Eppendorff, and then added to a bluecap bottle containing
undecanol and Span 80®. The final oil solution has a 5 wt% Span 80 ®, and 1 wt%
Ca2+ ions. The dispersed-phase was prepared by dissolving sodium alginate (1 wt%) and
sodium dodecyl sulfate (5 wt%) in miliQ water. An additional solution was prepared
for the collection of the droplets for the microfluidic chips. The collecting solution was
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prepared by dissolving CaCl2 · 2H2O (10 wt%) in EtOH 70% and then mixing it with
undecanol.

For the encapsulation of plasmid DNA, phosphate-buffered saline (PBS) solution is
used instead of water.

3.5.2 Electrospray

The electrospray procedure is the following: the alginate solution is loaded into a syringe
and connected to the pump, while the calcium bath is placed in a beaker inside the
electrospinning chamber. The calcium bath is made conductive by placing an electrode
inside connected to the base of the chamber. Then the chamber is closed and the
electrospinner is turned on, enabling the movement of the emitter’s x and y-axis. After
adjusting the flow rate to 70 µL/min the pump was turned on. The voltage of the emitter
is adjusted until a Taylor cone is observed as shown in figure 3.6, while the voltage of the
calcium bath was kept at 0 (ground).

Figure 3.6. Taylor cone generated in during the electrospray procedure.

When the electrospray is done the emitter’s voltage is turned off and the sample present in
the calcium bath is transferred into 50 mL grinder tubes. The pipes of the electrospinner
are rinsed a couple of times with water to avoid clogging and the machine is turned off.
The sample is centrifugated at 7,000 rpm for 15 minutes at 21◦C. The supernatant was
carefully removed. Both pellet and supernatant were kept for later analysis.

3.5.3 High-Speed Stirring

High-speed stirring was carried out to reduce the size of the droplets previously obtained
with the microfluidic chips.

Different droplet generation experiments were carried out using the high-speed stirring
(HSS) technique. However, the procedure is the same for all the experiments, and is
described below. The chemicals and equipment used are listed in table 3.6.
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S25N-8G-ST Technical Data

Stator diameter 8 mm

Rotor diameter 6.1 mm

Gap between rotor and stator 0.25 mm

Maximum speed 25000 rpm

Circumferential maximum speed 8.0 m/s

Table 3.7. Technical data of the rotor-stator used for the high-speed stirring

In table 3.7 are shown the specifications of the rotor-stator used in the homogeniser (T25
Digital ULTRA TURRAX®) to apply high shear stress to the two-phase mixture to create
the nanoemulsions. The droplet generation protocol for HSS is the following: In a 50 mL
Greiner tube were added 10 mL of the oil phase and the homogeniser was set. Then, 1 mL
of alginate solution was added. Two different protocols were tested. In the first protocol,
the homogeniser is turned on after adding the alginate solution. However, in the second
protocol, the homogeniser is turned on before adding the alginate solution. Additionally
to when the alginate solution was added, two different velocities 15,000 and 20,000 rpm
were tested.

3.6 Droplet Characterisation

The droplets were characterised using a nanoparticle tracking analysis (NTA) and scanning
electron microscopy (SEM). In table 3.8 is listed all material used.

Material CAS no Lot/Serial no Supplier

Acetone 67-64-1

Ethanol 64-17-5

MiliQ water

Nanoparticles Analysis System NanoSight

Nitrogen Gun

Isopropanol 67-63-0

Scanning Electron Microscope Gemini

Sputter Coater S150B Edwards

Ultrasonic Cleaner Branson 2510 VWR international

Table 3.8. Chemicals and equipment used for droplet characterisation using NTA.

The characterisation procedure using the NTA is the following. The samples were loaded
into the NTA chamber using a syringe making sure that no bubbles were present. Then
power supply is connected and the laser is turned on. Before the analysis, the sample
is focused using the microscope lenses, and the temperature in the chamber is measured.
The temperature is then added to the measurement program. For the characterisation of
the droplets, a standard measurement was carried out, with 3 captures per measurement,
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and a capture duration of 60 seconds. Before running the experiment, the screen gain and
camera level are adjusted.

Figure 3.7. Screenshot of NTA v3.2. In the centre of the image droplets in suspension. On the
left screen gain and camera level. On the bottom is the type of measurement with a
number of captures and capture time.

After the measurement comes the processing, where the screen gain and detection threshold
are adjusted, to visualise properly the particles and to avoid identifying noise as nanopar-
ticles respectively. Once the experiment is over the sample is removed, and the chamber
is cleaned by rinsing it with MiliQ water, ethanol, and dried out with a nitrogen gun.

To characterise the droplets with SEM, the protocol to prepare the samples is the
following: A silica wafer was placed into a Greiner tube containing acetone, and sonicated
for 10 minutes. The silica wafer is carefully picked up with tweezers and rinsed with
isopropanpol the wafer is blow-dried with a nitrogen gun to avoid any impurity on the
surface. Once the wafer is dried out the sample can be added to the surface. Three
different protocols were used to deposit the samples onto the silica wafer substrate. In
one the sample was left to dry, and on the other two, the sample was added and left to
incubate for 5 and 10 minutes respectively. Then, the wafer is rinsed with distilled water
and blow-dried with a nitrogen gun.

As the sample is non-conductive, before characterising it with the SEM, the sample is
made conductive by gold sputtering with the following procedure. The samples are placed
in a pin mount which is placed inside the sputter coater. Then the pump is turned on
by pressing the “R.P” button. When the pressure has dropped to 10−1 bar Argon gas is
flushed inside the chamber by opening the “pressure control” until the pressure inside the
chamber reaches ∼ 3 · 10−1. Then, the argon plasma is ignited (figure 3.8) by pressing
simultaneously the high tension (H.T) and time (time) buttons. The deposition time is
set to 1.5 minutes, and a current of 30 mA.
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Figure 3.8. Image of Argon plasma used for the sputter coating of the samples.

Once the deposition is done, the “H.T” and “time” buttons are simultaneously turned off,
the “pressure control” valve is closed, and the pump is turned off. To remove the samples,
the chamber is vented by opening the “gas/air admit”.

Once coated the samples can be introduced into the SEM for their characterisation
with the following protocol. First, the chamber valve is closed and the loading chamber is
purged (i.e., the vacuum is broken) so the pin mount with the samples can be introduced
on top of the stage. Once loaded, the air is pumped out of the chamber. To introduce
the mount into the inner chamber, the stage must be in the exchange position, then the
mount is transferred with a manipulator, which is later removed. Once the mount is inside
the chamber is purged bit, and the inner column chamber valve is opened. Then, the high
tension (ETH) in the column is switched on (∼ 20 keV). To remove the samples the reverse
procedure is carried out.
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3.7 Solutions and Medium Preparation

This section serves to describe the preparation of different growth mediums used in the
experiments carried out throughout the project. All chemicals and equipment used are
listed in table 3.9.

Material CAS no Lot/Serial no Supplier

Agar 9012-36-6 080M1575 Sigma Aldrich

Autoclave LH Laboratory services

Kanamycin Monosulfate 25389-94-0 104K01645 Sigma Aldrich

Sodium Chloride 7647-14-5 17L184138 VWR Life Sciences

Yeast Extract 8013-01-2 M0186W VWR Chemicals

Table 3.9. Chemicals and equipment used for medium preparation.

3.7.1 Lysogeny Broth Growth Medium

Lysogeny broth (LB) growth medium was prepared by dissolving sodium chloride (10 g/L),
tryptone (10 g/L), and yeast extract (5 g/L) in Mili-Q water. Later, to make LB-agar
stock, agar (15 g/L) was dissolved in the LB medium. Both, LB medium and LB-agar
were autoclaved. Then, LB medium was stored at 4ºC, and LB-agar solution was stored
at 60ºC, ready to have kanamycin (30 mg/L) added, and used for plating.

3.8 Isolation of Plasmid DNA from Escherichia Coli

Different procedures were carried out for the amplification and isolation of the plasmid
DNA from Escherichia coli (E. coli) for their encapsulation in the nanoemulsions.

3.8.1 Bacterial Growth

The chemicals and equipment used for the bacterial growth are listed in table 3.11, and
the procedure followed is described below.

Material CAS no Lot/Serial no Supplier

Incubator Klevitron t Heraeus Instrument

Incubator Innova 4230 New Brunswick Scientific

Kanamycin In house stock

Lysogeny Broth Medium subsection 3.7.1 In house stock

Table 3.10. Chemicals and equipment used for E. coli growth

First, colonies of E. coli cells containing the desired plasmid were inoculated into new sterile
lysogeny broth kanamycin (LB-kan) agarplates. The LB-kan agarplates were incubated at
37ºC for 18 hours. After the incubation, the plates were stored in the fridge at 4ºC for later
use. For the plasmid isolation, precultures of E. coli cells were prepared by transferring
E. coli cells into a 10 mL culture tube containing 5 mL of LB medium and kanamycin (30
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mg/L). The solution was mixed until the transferred cells were completely dissolved. The
preculture was incubated overnight at 37ºC and 300 rpm.

3.8.2 Plasmid Isolation

The chemicals and equipment used for the plasmid isolation are listed in table 3.10, and
the procedure followed is described below.

Material CAS no Lot/Serial no Supplier

Centrifuge 5804R and 5824R VWR International

GeneJET Plasmid MiniPrep Kit 00714520 Thermofisher Scientific

Microcentrifuge

Vortex MS2 Minishaker VWR Internation

Table 3.11. Chemicals and equipment used for plasmid isolation.

For the isolation of the plasmid DNA, the GeneJET Plasmid Miniprep Kit was used. The
kit consists of an SDS/alkaline cell lysis which is then neutralised creating the optimal
conditions to bind the plasmid DNA to the silica-based membrane in a spin column. The
procedure is the following: The precultures were centrifuged at 8,000 rpm for 7 minutes at
21ºC. The supernatant, composed of the LB medium, was discarded by decantation, which
left a pellet made up of cells. The pellet was dried out as much as possible by pouring the
remaining LB medium over a tissue to avoid any interference of LB with the lysis solution.
The pellet was then resuspended in 250 µL of resuspension solution, and vortexed until
completely dissolved. The solution was then transferred into a new Eppendorf tube. Then,
250 µL of the lysis solution was added and the solution was mixed gently by flipping the
tube. 350 µL of the neutralising buffer was added to the Eppendorf tube, and the solution
was mixed once again. The solution was centrifuged, in a microcentrifuge at 12,000g for
10 minutes.
The supernatant, composed of plasmid DNA, was carefully pipetted and transferred into
the spin column, and the pellet was discarded. The spin column was centrifuged for a
minute at 12,000 g. The flowthrough, composed of debris of similar size to the plasmid
DNA, was decanted away. The material left in the spin column was washed with 500 µL
of the wash solution. The column was once again centrifuged under the same conditions
for a minute and the flowthrough was discarded. This step was repeated once more, before
centrifuging the columns for one minute without the wash solution to remove the remaining
washing solution. The filter part of the spin column was moved to a new Eppendorf tube
and 50 µL of the elution buffer were carefully added, ensuring the tip of the pipette was
close to the membrane without touching it. The tube was incubated for two minutes
at room temperature, and then centrifuged for another two minutes at 12,000 rpm. The
supernatant was collected and transferred into a new Eppendorf tube and stored at 4ºC for
later use. The presence of the plasmid was confirmed through agarose gel electrophoresis.
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3.8.3 Plasmid Digestion

To determine the presence of the desired plasmid DNA, the plasmid DNA must be
linearized by restriction enzyme digestion. The chemicals and equipment used to linearise
the plasmid DNA are listed in table 3.12, and the procedure followed is described below.

Material CAS no Lot/Serial no Supplier

AccuGENE Molecular Biology Water 8MB248 Lonza

CutSmart 10x Buffer B7204S 10015396 New England Biolabs

EcoRI-HF R3101S 0151803 New England Biolabs

Microcentrifuge

NdeI #R0111S 0311409 New England Biolabs

PICODROP Model 90021 ISS

Thermomixer Comfort Eppendorff

Table 3.12. Chemicals and equipment used for the digestion of the plasmid DNA.

To linearise the plasmid DNA, 2 µL of isolated DNA (210 µg/mL) was mixed with 39 µL
of DNase free water, 5 µL of 10x CutSmart buffer, and 2 µL of NdeI and EcoRI-HF. The
solution, with a total volume of 50 µL, is centrifugated for one minute at 8,000 rpm and
then incubated at 37ºC for one hour.

3.8.4 Agarose Gel Electrophoresis

The chemicals and equipment used for the plasmid isolation are listed in table 3.13, and
the procedure followed is described below.

Material CAS no Lot/Serial no Supplier

1 kb DNA Ladder N3232S 100971 New England BioLabs

Agarose 9012-36-6 19H2056197 VWR Life Sciences

Electrophoresis equipment Power PAC 3000 Bio-Rad

Ethidium Bromide 1239-45-8 SLBF7132V Sigma Aldrich

Gel Loading Dye (6x) B7024S 10055732 New England BioLabs

Heat Cabinet Karner and Co

Power Supply Bio-Rad

TAE Buffer In house stock

Table 3.13. Chemicals and equipment used for agarose gel electrophoresis

First, a 1% agarose stock solution is produced by mixing agarose (10g/L) in 1x TAE
buffer. The solution is stirred and later heated in a microwave until the solution becomes
completely clear. The stock is stored in a heat cabinet at 60ºC, for later use.

The agarose gel is prepared by mixing approximately 30 mL of 1% agarose with the
minimum amount of ethidium bromide, and transferred to a tray. To cover the tray
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uniformly the tray is gently shaken, and then a comb is placed near the top to create
the wells. Once gelated the tray is transferred to the electrophoresis chamber. The gel is
completely submerged in 1x TAE buffer and the comb is removed. The wells are loaded
with 6 µL of 1 kb DNA ladder and 6 µL of the sample, which consists of 1 µL of loading
dye and 5 µL of the digested DNA. Once loaded, the lid is placed on the chamber. The
electrophoresis is run at 60 V for an hour. The gel is analysed with UV light.

3.9 Mammalian Cell Culture and Trnasfection

This section serves to describe the culturing of HeLa cells used in this project. The
materials used is listed in table 3.14.

Material CAS no Lot/Serial no Supplier

Centrifugue Tube (15 mL, 50 mL) Hounisen

CO2 Incubator HERAcell vios 160i Thermofisher Scientific

Culture Flask (75 mL) Greiner

DMEM In house stock

Fluorescent Microscope Axio Observer Z1 ZEISS

Hemocytometer

Laminar flow fume hood Airstream® Holm & Halby

EnSpire Multimode Plate Reader 23001274 Perkin Elmer

PBS (1x) 10294922 Fischer Scientific

Poly-L-Lysine (0.01%) 75k2381 Sigma Aldrich

Trypsine/EDTA (0.05% in PBS) 15400-054 Thermo Fischer Scientific

96-well plate

Table 3.14. Chemicals and equipment used for the characterisation of the nanoemulsion
transfection.

The HeLa cells were cultivated in 75 cm2 flasks as follows. First, an old passage of cells
was placed under the inverted microscope to estimate the confluence. Then the medium
was carefully removed and discarded, and fresh medium was added dropwise onto the
cells. Then, the cells were incubated in a 5% CO2 incubator at 37◦C. For splitting and
passaging the cells, the medium was carefully removed, and the cells were rinsed by adding
approximately 15 mL of PBS, the flask was tipped to ensure all cells were covered. The
PBS is then removed, and ∼ 3.75 mL of Trypsin-EDTA is added. The cells are incubated
at 37◦C until they are detached from the flask (approximately 3-4 minutes). The Trypsin-
EDTA is inactivated by adding 7.5-11.25 mL of fresh medium and transferred into a new
15 mL tube. If the cell counting is too low, the cells are centrifuged at 300 g for 5 minutes,
with both acceleration and break of 9, and the supernatant is removed, and the cells are
resuspended in fresh medium.

The cell counting is the following. The hemocytometer is cleaned by rubbing 70%
ethanol before covering the chamber with a cover glass. Then, 10 µL of cells are loaded
into the chamber, and the hemocytometer is placed under an inverted microscope with a
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10x objective. The desirable cell counting should have more than 100 cells in total, with
25 to 150 cells per quadrant. After the cell counting, the concentration of cells and the
total cell counts are calculated as follows:

Cell concentration =
Cells counted
# quadrants

· 104 (3.8)

Cell count = [Cells] × V olume (3.9)

After calculating the total amount of cells, the number of cells was adjusted to plate 200
µL of suspended cells into a 96-well plate with a cell concentration of 8 · 103 cells/well and
then incubated overnight at 37◦C in a 5% CO2 incubator for later transfection.

For the transfection, the medium was carefully removed with a pipette and a total
volume of 200 µL of fresh medium mixed with the samples was added. The cells were then
incubated for 24, and 48 hours.
The cells were incubated with free plasmid DNA, plasmid DNA with Poly-L-Lysine, and
droplets obtained with electrospraying. Different samples obtained via ES are E5+10,
E7+37, and E7+35.Where the 5 and 7 correspond to the total volume of alginate solution,
10 and 3 correspond to the amount of plasmid DNA (µL), and the subscripts 7 and 5
are related to the flow rate used for electrospraying, and correspond to 70 and 50 µL/min
respectively. A study carried out by Daniel Joubert et al. in 2003 showed that incubating
DNA with poly-L-Lysine (pll) with molecular weight ranging from 9 to 40 KDa increased
the transfection efficiency. [172] The incubation protocol of the pll with DNA is the
following. A 1:2 mass ratio mixture of DNA and pll (75-150 kDa) was incubated for 30
minutes at room temperature (RT). Then, the mixture was added to the 96-well plate and
incubated with the HeLa cells.

Figure 3.9. 96-well plate distribution.

Different purification procedures were tested for each sample. The purification procedure
was carried out by centrifugation at 8,000 and 12,000 rpm, and an additional sterilisation
by filtration (0.47 µm filter) was also carried out. Therefore, a total of 8 samples were
obtained from the each sample, supernatant and filtered supernatant (SN and SN-F) for
8,000 and 12,000 rpm, and the pellet and filtered pellet (P and P-F) for 8,000 and 12,000
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rpm. The distribution of the samples is shown in figure 3.9. A control with only plasmid
DNA is shown in dark blue (B5, B6, and C1 to C6), a negative control in red (B7 to B10,
and C7 to C12). The samples that contain the droplets created with ES are from D1 to
G12. Wells 1 to 4 correspond to the E5+10, 5 to 8 correspond to E7+37, and 9 to 12
correspond to E7+35. Rows D and E, were centrifugated at 12,000 rpm, while rows F and
G were centrifugated at 8,000 rpm. Furthermore, rows D and E were not filtered, while
rows D and G, were filtered.

The transfection was characterised 24 and 48 hours after the incubation: First, the 96-
well plate was checked with a fluorometer. For that, a new measurement protocol (SOP)
was created to measure the TagRFP, the excitation wavelength was set at 555 nm, and
the emission was measured from the bottom of the plate at 584 nm. Once the SOP was
created each well was assigned either a control (plasmid), blank (negative), or unknown
(sample), then the 96-well plate was loaded into the fluorometer and the SOP was run.

The transfection was also characterised using an inverted phase-contrast fluorescence
microscope. The parameters, such as excitation wavelength, were set with ZEISS ZEN
blue software. The cells were then placed under the microscope, focused, and the wells of
interest were checked.
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Results

In this chapter, the results obtained throughout the project will be introduced.

4.1 3D printing

Several microchips were designed with AutoCAD and printed in this project. The first
microchips printed are shown in figure 4.1. Where the T-junction geometry (a)) was
40 × 17.5 × 0.5 mm, the 90◦ flow-focusing geometry (b)) was 40 × 30 × 0.5 mm, and the
45◦ flow-focusing geometry (b)) was 40× 24.159× 0.5 mm(w × h× t).

a) b)

c)
Figure 4.1. First AutoCAD designs of the microfluidic chips. a) T-Junction geometry, b) 90º

flow-focusing geometry, and c) 45º flow-focusing geometry. Units are in micrometres.
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To be able to connect the microchip to the syringe pump, a 5 mm long circular adapter
with a 3.4 mm inner diameter has been added to all inlets, and the outlet. However, the
thickness of the adapter was too thin and broke after the cleaning of the channels with the
nitrogen gun.

a) b)

c)
Figure 4.2. AutoCAD designs of the microfluidic chips with a thread at all inlets and outlet.

a) T-Junction geometry, b) 90º flow-focusing geometry, and c) 45º flow-focusing
geometry. Units are in micrometres.

Thicker microchips, with a different adapter were designed as shown in figure 4.2. The
adapter consists of a 7.5 mm long M5x0.5 nut with an external diameter of 7.5 mm and
a nominal hole diameter of 5 mm with a fine pitch of 0.5 mm (see appendix A). The
dimensions of the microchips were 45×21.25×7.5 mm for the T-junction (a)), 45×35×7.5

mm for the 90◦ flow-focusing geometry (b)), and 45 × 30.152 × 7.5 mm for the 90◦ flow-
focusing geometry (c)). However, the channels of the microchips could not be unclogged.
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a) b)

c)
Figure 4.3. Screenshot of AutoCAD. Designs of the channels of the microchip, to be used as a

negative mold. a) T-Junction geometry, b) 90º flow-focusing geometry, and c) 45º
flow-focusing geometry. Units are in micrometres.

Another approach to generating the microchips was to print solid channels on top of a
base as shown in figure 4.3. The printings serve as negative molds for a later casting. The
dimensions of the channels are the same as stated in section 3.3. The base for all three
geometries was 2 mm thick, however, the flow-focusing geometries were 37.99× 25.87 mm,
while the T-junction was 37.45 × 18.81 mm (w × h). Additionally, 2 mm diametre, and
5 mm tall cylinders were added to the inlets and outlets, to allow the connection to the
pumps.
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4.2 Soft Lithography

Several microchips were designed with LayoutEditor and cast using soft lithography in
SU-8 resin throughout this project.

Figure 4.4. Photomasks designed with LayoutEditor. Represented in yellow is the wafer, in
green the microfluidic channel, and in blue separation marks. The scale bar is 2000
µm.

In figure 4.4 are shown the photomasks designed. All microfluidic chip photomasks (green),
were manufactured together in a 4 × 4” circular wafer (yellow). Furthermore, separation
marks (blue) were also added to be able to separate the different photomasks without
damaging any of the microfluidic chips.

a) b)

c)
Figure 4.5. Photomasks of microfluidic chips with a minimum element size of 100 µm. a) 90º

flow-focusing geometry, b) 45º flow-focusing geometry, and c) T-junction. All scale
bars are 5000 µm.
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In figure 4.5 the photomasks of the a) 90º flow-focusing geometry, b) 45º flow-focusing
geometry, and c) T-junction are shown. The dimensions of the microfluidic chips are
40× 17.5 mm (l× h), and channel height of 100 µm. The outlet of the droplet generation
junction is connected to a meander. All inlets and outlets have circular cross-section with
a 2 mm diameter.

Figure 4.6. Photomask of the meander. The scale bar is 2000 µm

In figure 4.6 the geometry of the meander is shown. The meander is formed by 100 µm
in height channels and consists of 2 turns of 8.45 mm long channels, and 52 turns of 17
mm long channels connected through 180º arcs with a 200 µm radius. All channels are
separated 300 µm. The length of the meander is approximately 93.42 cm.

4.3 Microfluidic Droplet Generation

This section serves to describe the results obtained regarding the microfluidic chip.
Furthermore, this section has been divided into two: the results from the simulations
using COMSOL Multiphysics ®, and the experimental results.

4.3.1 Simulations

The simulations performed with the level set physics were carried out to identify the op-
timal flow velocities for both phases, and therefore, the optimal flow ratio. To save some
computational time, the duration of the initial simulations was 0.5 seconds with 0.1 sec-
ond time-steps, however, after the optimal parameters were found the time-stepping was
reduced to 0.01 seconds. The initial investigation also served to identify at which time a
steady state of monodisperse droplets was achieved. The parameters used in the initial
simulations were based on literature and the parameters determined in earlier studies by
Djernæs et al. and Úbeda et al. for microfluidic droplet generation with different geome-
try. [173], [174].

3D printing Geometries

The first simulations were carried out by trial error, using Capillary numbers Ca 0.1 and
0.2, as according to literature it results in the dripping regime and therefore would yield a
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steady-state of monodispersed droplets. [112]

Figure 4.7. Screenshot of COMSOL. Droplet simulation with a Ca 0.2 and Rf 0.2. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.

Simulations with Ca 0.2 and Rf 0.2 did not yield droplets but a jetting regime as shown
in figure 4.7. The oil-phase (uc) and dispersed-phase (ud) were 68.017 mm/s and 13.603
mm/s respectively.

Figure 4.8. Screenshot of COMSOL. Droplet simulation with a Ca 0.1 and Rf 0.1. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.

To obtain droplets both Ca and Rf were reduced to 0.1 in the simulation shown in
figure 4.8. However, as can be seen, a jetting regime was achieved and no droplets were
generated. In the simulation uc was 34.009 mm/s and ud was 3.409 mm/s.
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Figure 4.9. Screenshot of COMSOL. Droplet simulation with a Ca 0.1 and Rf 0.06. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase

The simulation shown in figure 4.9 was carried out with Ca 0.1 and reducing Rf from 0.1
to 0.06. As can be seen, uc 34.009 mm/s and ud 2.0405 mm/s yielded droplets.

Additional simulations were carried out to test how the Ca and Rf values, which are
related to the continuous-phase and dispersed-phase velocities respectively, affected the
droplet size. The time-stepping of the simulations was also reduced to 0.01 seconds to
study when the steady-state was achieved.

a) b)
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c) d)

e) f)
Figure 4.10. Histogram size distribution of the droplet’s mean diameter generated with the 90º

flow-focusing geometry with Ca 0.1 and modifying the Rf . a) Rf 0.06, b) Rf 0.05,
c) Rf 0.04, d) Rf 0.03, and e) Rf 0.02. In black is represented the frequency
count, and in red a Gaussian fit. In f) is represented the size trend of droplets’
diameter from figures a) to e).

In figure 4.10 are shown the size distribution of the generated droplets with a constant
continuous-phase velocity of 34.009 mm/s. In figure 4.10 d) it can be observed that by
reducing the Rf value, and therefore, the dispersed-phase velocity, the general trend is
a slight decrease in the droplets’ size. However, as shown in table 4.1 the decrease in
the Rf entails an increase in polydispersity index (PdI), and the time required to reach
the steady-state. Furthermore, for Rf values of 0.03, and 0.02 the simulations showed a
discontinuity in the formation of droplets.

The simulations were carried out with higher values of Ca, and consequently higher
continuous-phase velocity, did not yield droplet formation.
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Rf ud [mm/s] steady-state [ms] � [µm] Counts PdI

0.06 2.0405 21 68.03 ± 9.05 760 ∼0.102

0.05 1.7004 21 66.28 ± 8.87 721 ∼0.137

0.04 1.3603 26 61.54 ± 9.01 651 ∼0.145

0.03 1.0203 31 67.24 ± 9.68 545 ∼0.129

0.02 0.6802 44 60.83 ± 7.87 587 ∼0.101

Table 4.1. Summary of the simulations carried out with constant Ca and modifying the Rf . ud

refers to the dispersed-phase velocity, steady-state refers to the time when droplets
start to be generated.

The PdI of the generated droplets has been calculated according to equation 4.1, where σ

is the standard deviation of a monomodal Gaussian fit, and � is the mean diameter. The
σ values were automatically generated by OriginPro for the nonlinear gaussian fit.

PdI =
σ

�
(4.1)

To study if the geometry of the microfluidic chips affects the formation of droplets, the
first simulation of the 45º flow-focusing geometry was carried out with the parameters
previously found for the 90º geometry.

Figure 4.11. Screenshot of COMSOL. Droplet simulation with a Ca 0.1 and Rf 0.06. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase

The first simulation was carried out with Ca and Rf values of 0.1 and 0.06 respectively,
and is shown in figure 4.11. It can be observed that even though the system reaches
the formation of droplets they are still attached to each other as there is not a complete
break-off.
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Figure 4.12. Screenshot of COMSOL. Droplet simulation with a Ca 0.1 and Rf 0.04. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.

To promote the complete break-off and separation of the droplets, a simulation reducing
the Rf value to 0.04 was performed. It can be observed in figure 4.12 that by reducing the
flow rate ratio and therefore, the dispersed-phase velocity, the system yields a steady-state
of droplets. The droplets were formed with uc 34.009 mm/s and ud 1.3603 mm/s.

Additional simulations were carried out to test the Ca and Rf values, which are related to
the continuous-phase and dispersed-phase velocities respectively, which affected the droplet
size. Furthermore, the time-stepping of the simulations was reduced to 0.01 seconds to
study when the steady-state is achieved.

a) b)
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c) d)
Figure 4.13. Histogram size distribution of the droplet’s mean diameter generated with the 45º

flow-focusing geometry with Ca 0.1 and modifying the Rf . a) Rf 0.04, b) Rf 0.03,
and c) Rf 0.02. In black is represented the frequency count, and in red a Gaussian
fit. In d) is represented the size trend of droplets’ diameter from figures a) to c).

In figure 4.13 are shown the size distribution of the generated droplets with a constant
continuous-phase velocity of 34.009 mm/s. In figure 4.13 d) it can be observed that by
reducing the Rf value, and therefore, the dispersed-phase velocity, the general trend is a
slight decrease in the droplets’ size. However, as shown in table 4.2 the decrease in the
Rf entails an increase in the time required to reach the steady-state. Furthermore, for Rf

values smaller than 0.02 the steady-state is not achieved as there is not enough build-up
pressure leading to the break-off of droplets.

Rf ud [mm/s] steady-state [ms] � [µm] Counts PdI

0.04 1.3603 31 69.08 ± 6.97 553 ∼0.108

0.03 1.0203 44 65.44 ± 6.64 620 ∼0.121

0.02 0.6802 61 67.74 ± 8.01 623 ∼0.125

Table 4.2. Summary of the simulations carried out with constant Ca and modifying the Rf . ud

refers to the dispersed-phase velocity, steady-state refers to the time when droplets
start to be generated.

Similar to the first simulation carried out in the 45º geometry, to study if the geometry
of the microfluidic chips affects the formation of droplets, the first simulation of the T-
junction geometry was carried out with the parameters previously found for both 90º and
45º flow-focusing geometries. However, any of the simulations yielded the formation of
droplets but instead a jetting regime attached to the upper wall. To try to overcome that,
the contact angle was increased to 180◦ yet no droplets were formed.
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Soft-lithography Geometries

The first simulations were carried out by trial error, using Capillary numbers Ca 0.1 and
0.2, as according to literature it results in the dripping regime, and therefore would yield
a steady-state of monodispersed droplets. [112]

Figure 4.14. Screenshot of COMSOL. Droplet simulation with a Ca 0.1 and Rf 0.1. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase

As can be seen in figure 4.14 a jetting regime was achieved, but a steady-state of
monodispersed droplet generation is not achieved. The parameters used in this simulation
were Ca 0.1, flow ratio (Rf ) 0.1, and oil-phase (uc) and dispersed-phase velocities (ud) of
34.009 mm/s and 3.4009 mm/s respectively.

Figure 4.15. Screenshot of COMSOL. Droplet simulation with Ca 0.07 and Rf 0.25. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.
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With uc 23.8069 mm/s and ud 5.9515 mm/s in figure 4.15, it is evident that the droplets
do not experience a complete breakup yielding a regime between dripping and jetting.

a) b)
Figure 4.16. Screenshot of COMSOL. Droplet simulation with Rf 0.0625 and a) Ca 0.06, and

b) Ca 0.07. The scale bar indicates the level set function, where 0 represents the
continuous phase and 1 is the dispersed phase.

When the flow ratio is reduced to 0.0625, for Ca values of a) 0.06 and b) 0.07, it is evident
that the droplets experience a break-up yielding a steady-state of monodispersed droplets
as can be seen in figure 4.16. The continuous-phase and dispersed-phase velocities were
calculated from Ca and Rf according to equation 4.2 and equation 4.3 respectively. Figure
4.16 a) had uc=23.8069 mm/s and ud=1.4879 mm/s, and figure 4.16 b) had uc=20.4052
mm/s and ud=1.2753 mm/s.

uc =
Ca× σ

µc
(4.2)

ud = Rf × uc (4.3)

Figure 4.17. Screenshot of COMSOL. Droplet simulation with Ca 0.05, and Rf 0.2. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.

A dripping regime was achieved for values of Ca 0.05 and Rf 0.2 as can be seen in
figure 4.17. In this simulation the velocities for the oil-phase and dispersed-phase were
17.004 mm/s and 3.4009 mm/s respectively.
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A parametric sweep was performed on the microchip to study how different values of
Ca and Rf , related to the continuous-phase and dispersed-phase velocities respectively,
affected the droplet size. The simulated Ca values were from 0.03 to 0.08, and the Rf

values from 0.08 to 0.2. The simulations were 0.5 seconds long with a time-stepping of
0.01 seconds.
First, a parametric sweep of flow rate ratios with Ca 0.03 was carried out. In figure 4.18
is shown the evolution of the size of the droplets as a function of Rf and constant uc of
10.203 mm/s. As can be observed in the graph above the general trend is an increase
in the mean diameter with the decrease in Rf . Additionally, the standard deviation for
Rf values of 0.12 to 0.18 increases drastically due to the existence of two different size
populations, one between 20-50 µm, and the other above 70 µm as shown in figure 4.18

a) b)

c) d)
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e)
Figure 4.18. Droplet size distribution for Ca 0.03 and varying Rf . a) Rf 0.12, b) Rf 0.14, c)

Rf 0.16, d) Rf 0.18, and e) Rf 0.2.

In figure 4.18 can be seen two different size populations, one with the mean size of around
35 µm, and the other with diameters above 70 µm. It can be observed that the number
of droplets and the population with a mean diameter around 35 µm increase with the Rf .
In figure 4.18 e) it is shown that for Ca 0.2 there is only one population of droplets with
a mean size of 44.13 ± 3.8 µm.

a) b)

c) d)
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e) f)

g)
Figure 4.19. Droplet size distribution for Ca 0.04 and varying Rf . a) Rf 0.08, b) Rf 0.1, c)

Rf 0.12, d) Rf 0.14, e) Rf 0.16, f) 0.18, and g) 0.2.

In figure 4.19 can be seen that for Ca 0.04 the droplet size distribution becomes narrower
with the increase of Rf . However, for Rf values of 0.1, 0.12, and 0.18 two size populations
of droplets can be distinguished. For Ca 0.04 the smallest droplets have been obtained
with Rf 0.1 with a mean size of 38.31 ± 11.51 µm, with continuous and dispersed phase
velocities of 13.603 and 1.3603 mm/s respectively.

a) b)
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c) d)

e) f)

g)
Figure 4.20. Droplet size distribution for Ca 0.05 and varying Rf . a) Rf 0.08, b) Rf 0.1, c)

Rf 0.12, d) Rf 0.14, e) Rf 0.16, f) 0.18, and g) 0.2.

In figure 4.20 can be seen that similar to Ca 0.04, for Ca 0.05 the droplet size distribution
also becomes narrower with the increase of Rf . Additionally, it can be observed that
the number of droplets also increases altogether with Rf . However, for Rf 0.16 two size
populations of droplets can be distinguished. For Ca 0.05 the smallest droplets have been
obtained with Rf 0.1 with a mean size of 40.31 ± 9.45 µm, with continuous and dispersed
phase velocities of 17.004 and 1.7004 mm/s respectively.
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a) b)

c) d)

e) f)
Figure 4.21. Droplet size distribution for Ca 0.06 and varying Rf . a) Rf 0.08, b) Rf 0.1, c)

Rf 0.12, d) Rf 0.14, e) Rf 0.16, and f) 0.18.

A similar behaviour can be seen in figure 4.21 for Ca 0.06, where the droplet size
distribution is broader for small values of Rf and becomes broader with the increase
of the dispersed phase velocity. However, for Ca 0.05 the size distribution is not divided
into different populations unlike for Ca 0.03 and 0.04. For Ca 0.05 the smallest droplets
have been obtained with Rf 0.12 with a mean size of 43.21 ± 8.91 µm, with continuous
and dispersed phase velocities of 20.405 and 2.449 mm/s respectively.
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a) b)

c)
Figure 4.22. Droplet size distribution for Ca 0.07 and varying Rf . a) Rf 0.08, b) Rf 0.1, and

c) Rf 0.12.

For Ca 0.07 droplets could only be generated with Rf values of 0.08, 0.1, and 0.12 as
shown in figure 4.22. For greater Rf values a jetting regime was reached and therefore
no droplets were formed. For Ca 0.07 the smallest droplets have been obtained with Rf

0.08 with a mean size of 47.54 ± 12.56 µm, with continuous and dispersed phase velocities
23.806 and 1.904 mm/s respectively.

a) b)
Figure 4.23. Droplet size distribution for Ca 0.08 and varying Rf . a) Rf 0.08, b) Rf 0.1, and

c) Rf 0.12.

61



Cristina Úbeda i Nicolau 4.3. Microfluidic Droplet Generation

A similar behaviour can be observed for Ca 0.08, where droplets are only formed with Rf

values of 0.08 and 0.1 as shown in figure 4.23. For Ca 0.08 the smallest droplets have been
obtained with Rf 0.1 with a mean size of 61.59 ± 9.06 µm, with continuous and dispersed
phase velocities of 27.207 and 2.7207 mm/s respectively.

Figure 4.24. Droplet diameter size trend for a constant Ca. In black Ca 0.03, in red Ca 0.04,
in blue Ca 0.05, in pink Ca 0.06, in green Ca 0.07, and dark blue Ca 0.08.

Figure 4.24 serves as a summary of the evolution of the droplets’ diameter as a function
of Rf for constant Ca values. For intermediate Ca values, i.e., 0.04 to 0.06, the general
trend is a decrease in the droplet size along with the Rf . Yet, this trend is broken for Ca

0.03 were the droplets’ size increases with the decrease in Rf . The trend can not be seen
for Ca 0.07 and 0.08 due to the jetting regime achieved.

For the 45◦ flow-focusing geometry the parameters used for the first simulations were the
ones previously found for the 90◦ flow-focusing simulations.
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Figure 4.25. Screenshot of COMSOL. Droplet simulation with Ca 0.05, and Rf 0.2. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.

The simulation was carried out with Ca 0.05, Rf 0.1, oil-phase velocity 17.004 mm/s, and
dispersed-phase velocity of 1.7004 mm/s as can be seen in figure 4.25 yielded a steady-state
of droplets.

a) b)

c) d)
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e) f)

g)
Figure 4.26. Droplet size distribution for Ca 0.03 and varying Rf . a) Rf 0.08, b) Rf 0.1, c)

Rf 0.12, d) Rf 0.14, e) Rf 0.16, f) 0.18, and g) 0.2.

In figure 4.26 it can be observed that the size distribution of the droplets gets narrower
with increasing Rf . Furthermore, it can also be observed that the number of droplets also
increases having a frequency count of around 10 for Rf values of 0.08 to 0.12, and up to 30
for Rf values of 0.14 to 0.2. For Ca 0.03 the smallest droplets have been obtained with Rf

0.12 with a mean size of 32.43 ± 16.68 µm, with continuous and dispersed phase velocities
10.203 and 1.224 mm/s respectively.

a) b)
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c) d)

e) f)

g)
Figure 4.27. Droplet size distribution for Ca 0.04 and varying Rf . a) Rf 0.08, b) Rf 0.1, c)

Rf 0.12, d) Rf 0.14, e) Rf 0.16, f) 0.18, and g) 0.2.

In figure 4.27 it can be observed that the size distribution of the droplets is broad and has
a low frequency count for Rf 0.08 and 0.1, but increases the number of counts and gets
narrower for Rf values of 0.12 to 0.2. For Ca 0.04 the smallest droplets have been obtained
with Rf 0.12 with a mean size of 29.37 ± 6.28 µm, with a continuous and dispersed phase
velocities of 13.603 and 1.632 mm/s respectively.
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a) b)

c) d)

e) f)
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g)
Figure 4.28. Droplet size distribution for Ca 0.05 and varying Rf . a) Rf 0.08, b) Rf 0.1, c)

Rf 0.12, d) Rf 0.14, e) Rf 0.16, f) 0.18, and g) 0.2.

In figure 4.28 it can be observed that the size distribution of the droplets increases with Rf .
Yet, the size distribution decreases again for Rf 0.18 and 0.2. For Ca 0.05 the smallest
droplets have been obtained with Rf 0.12 with a mean size of 28.08 ± 5.92 µm, with
continuous and dispersed phase velocities of 17.004 and 1.7004 mm/s respectively.

a) b)

c) d)
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e) f)

g)
Figure 4.29. Droplet size distribution for Ca 0.06 and varying Rf . a) Rf 0.08, b) Rf 0.1, c)

Rf 0.12, d) Rf 0.14, e) Rf 0.16, f) 0.18, and g) 0.2.

In figure 4.29 it can be observed that the size distribution of the droplets remains constant
with the increase of Rf . Yet, two peaks can be distinguished for Rf 0.2 for diameters
around 33 and 41 nm. For Ca 0.06 the smallest droplets have been obtained with Rf 0.1
with a mean size of 30.10 ± 8.33 µm, with continuous and dispersed phase velocities of
20.405 and 2.0405 mm/s respectively.
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Figure 4.30. Droplet diameter size trend for a constant Ca. In black Ca 0.03, in red Ca 0.04,
in blue Ca 0.05, and pink Ca 0.06.

Figure 4.30 serves as a summary of the evolution of the droplets’ diameter as a function
of Rf for constant Ca values. It can be observed that all Ca values follow a similar trend,
which is the decrease of the droplet size along with the Rf . Yet, it can also be observed that
for low Ca and Rf , 0.03-0.04, and 0.08-0.12, respectively, the standard deviation increases.

The first simulations of the T-junction geometry were carried out using the parameters
previously found for both, the 90◦ flow-focusing geometry, and 45◦ flow-focusing geometry.

Figure 4.31. Screenshot of COMSOL. Droplet simulation with Ca 0.05 and Rf 0.2. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.
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The simulation of the T-junction geometry with Ca 0.05 and Rf 0.2 is shown in figure 4.31.
As it can be seen for uc of 17.004 mm/s and, ud of 3.4009 mm/s resulted in a jetting regime.

Figure 4.32. Screenshot of COMSOL. Droplet simulation with Ca 0.03 and Rf 0.1. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.

To try to achieve a dripping regime another simulation was carried out by reducing Ca

to 0.03 and the Rf to 0.1 shown in figure 4.32. As it can be observed for uc of 10.203
mm/s and ud of 1.0203 mm/s a jetting regime is achieved and therefore there is no droplet
formation.

Figure 4.33. Screenshot of COMSOL. Droplet simulation with Ca 0.03 and Rf 0.07. The scale
bar indicates the level set function, where 0 represents the continuous phase and 1
the dispersed phase.

In figure 4.33 is shown the simulation carried out with Ca 0.03 and Rf 0.07. As it can
be seen for uc of 10.203 mm/s and ud of 0.714 mm/s a jetting regime is achieved and
therefore there is no droplet formation. Several simulations were carried out for the T-
junction geometry, yet any of the simulations yielded formation of droplets but instead a
jetting regime attached to the upper wall similar to figure 4.33. To try to overcome that,
the contact angle was increased to 180◦ nonetheless no droplets were formed.
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4.4 Droplet Generation

This section serves to describe and compare the characterisation with Nanoparticle tracking
analysis (NTA) and scanning electron microscope (SEM) of the droplets generated with
different techniques.

4.4.1 Electrospray

Three different protocols were followed to generate droplets via electrospray (ES).

Figure 4.34. Droplet size distribution for a total injected volume of 5 mL and injection flow rate
of 70 µL/min. In black is represented the concentration multiplied by a factor of
106, and in red a Gaussian fit.

In figure 4.34 is shown the size distribution of the droplets generated with ES with a
total volume of 5 mL of a solution 1 wt% alginate 30% ethanol (EtOH) with a flow rate
of injection of 70 µL/min. Even though the droplet size distribution follows a gaussian
distribution, two peaks can be distinguished around 265 and 335 nm. With this protocol
droplets with a mean size of 299.36 ± 1.88 nm were obtained.
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Figure 4.35. Droplet size distribution for a total injected volume of 7 mL and injection flow rate
of 70 µL/min. In black is represented the concentration multiplied by a factor of
106, and in red a Gaussian fit.

In figure 4.35 is shown the size distribution of the droplets generated with ES with a total
volume of 7 mL of a solution 1 wt% alginate 30% ethanol (EtOH) with a flow rate of
injection of 70 µL/min. Different populations can be seen, one under 200 nm outside the
gaussian distribution, and a second population over 200 nm. Even though, the particles
over 200 nm inside follow a normal gaussian distribution, five different peaks can be ob-
served at 285, 335, 375, 435, and 565 nm. With this protocol droplets with a mean size of
367.60 ± 2.70 nm were obtained.

The emulsions E7+37 were also characterised with SEM, were three different
preparation procedures were tested.

a) b)
Figure 4.36. SEM images of dried out wafer. a) shows some debris on the silicon wafer, b)

shows dried out droplet. Scale bars are 1 µm and 10 µm respectively.
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In figure 4.36 it is shown the wafer with the sample left to dry. In a) some debris can be
seen on the surface of the wafer. In b) a dried out droplet can be observed.

a) b)
Figure 4.37. SEM images of a wafer incubated for 10 minutes with the sample. a) shows some

debris on the silicon wafer, b) shows a crystal salt. Scale bars are 100 m and 200
nm respectively.

Similar to the dried-out sample, in the wafer incubated for 10 minutes with the sample
shown in figure 4.37 no droplets could be observed. However, what was present in the
wafer were debris (a)), and salt crystals (b)).

a) b)
Figure 4.38. SEM images of a wafer incubated for 5 minutes with the sample. Both a) and b)

show structures deposited on top of the silicon wafer. Scale bars are 200 m and 100
nm respectively.

Similar to the other two protocols deposited on top of the wafer could be observed some
debris and salt crystals, however, bigger structures fibrous-like were also present as shown
in figure 4.38 could also be observed. In a) gold islands (∼ 20 nm) can also be observed.
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Figure 4.39. SEM image of ES sample incubated for 5 minutes in the wafer. Scale bar is 200
nm,

In figure 4.39 can be observed deposited particles on the silicon wafer. The particles are
round-like even though irregularly shaped.

Figure 4.40. Droplet size distribution for a total injected volume of 7 mL and injection flow rate
of 50 µL/min. In black is represented the concentration multiplied by a factor of
106, and in red a Gaussian fit.

In figure 4.40 is shown the size distribution of the droplets generated with ES with a total
volume of 7 mL of a solution 1 wt% alginate 30% ethanol (EtOH) with a flow rate of
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injection of 50 µL/min. Different populations can be seen, one around 100 nm, and the
other over 100 nm. However, for the population of droplets over 100 nm four peaks can
be observed at 155, 195, 265, and 325 nm. With this protocol droplets with a mean size
of 213.95 ± 2.13 nm were obtained.

Sample Size [nm] Concentration [particles/mL] ·107

ES5+107 299.36 ± 1.88 7 ± 0.72

ES7+37 367.60 ± 2.70 12.2 ± 1.3

ES7+35 213.95 ± 2.13 6.1 ± 0.5

Table 4.3. Summary of the droplet size and concentration obtained with different protocols of
electrospray.

In table 4.3 is shown a summary of the different ES protocols followed showing the average
size and average concentration of the droplets generated.

4.4.2 High-Speed Stirring

Two different protocols and two different velocities were tested to generate droplets via
high-speed stirring (HHS).

Figure 4.41. Droplet size distribution for HSS at 15,000 rpm after adding alginate solution. In
black is represented the concentration multiplied by a factor of 106, and in red a
Gaussian fit.

In figure 4.41 is shown the size distribution of the droplets generated with HHS after the
addition of 1 mL of a solution 1 wt% alginate 5 wt% SDS with a rotor velocity of 15,000
rpm. Several peaks can be observed associated to a high polydispersity in the droplet size.
With this protocol droplets with a mean size of 247.20 ± 140.22 nm were obtained.
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Figure 4.42. Droplet size distribution for HSS at 20,000 rpm after adding alginate solution. In
black is represented the concentration multiplied by a factor of 106, and in red a
Gaussian fit.

In figure 4.42 is shown the size distribution of the droplets generated with HHS after the
addition of 1 mL of a solution 1 wt% alginate 5 wt% SDS with a rotor velocity of 20,000
rpm. Four peaks can be distinguished around 65, 175, 335, and 625 nm. With this protocol
droplets with a mean size of 271.43 ± 162.86 nm were obtained.
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Figure 4.43. Droplet size distribution for HSS at 15,000 rpm while adding alginate solution. In
black is represented the concentration multiplied by a factor of 106, and in red a
Gaussian fit.

In figure 4.43 is shown the size distribution of the droplets generated with HHS at 15,000
rpm while adding drop-wise 1 mL of a solution 1 wt% alginate 5 wt% SDS. Even though
several peaks can be observed the predominant one is for 1000 nm particles. With this
protocol droplets with a mean size of 1332.54 ± 868.69 nm were obtained.
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Figure 4.44. Droplet size distribution for HSS at 20,000 rpm while adding alginate solution. In
black is represented the concentration multiplied by a factor of 106, and in red a
Gaussian fit.

In figure 4.44 is shown the size distribution of the droplets generated with HHS at 20,000
rpm while adding drop-wise 1 mL of a solution 1 wt% alginate 5 wt% SDS. Different size
populations can be observed with peaks at 105, 235, 365, 485, 565, and 645 nm. With this
protocol droplets with a mean size of 282.80 ± 192.12 nm were obtained.

Sample Size [nm] Concentration [particles/mL] ·107

HSS15,000A 247.20 ± 140.22 12.7 ± 0.55

HSS15,000DDW 1332.54 ± 868.69 17.2 ± 10.1

HSS20,000A 271.43 ± 162.86 2.88 ± 1.98

HSS20,000DDW 282.80 ± 192.12 2.47 ± 1.2

Table 4.4. Summary of the droplet size and concentration obtained with different protocols of
high-speed stirring.

In table 4.4 is shown a summary of the different HSS protocols followed showing the average
size and average concentration of the droplets generated.

Technique Size [nm] PdI

Electrospray 213.95 ± 2.13 ∼0.241

High-Speed Stirring 247.20 ± 140.22 ∼0.293

Microfluidics 28.08 ± 5.92 0.218

Table 4.5. Summary of the smallest droplets obtained with the different techniques used to
generate emulsions.
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In table 4.5 it is shown the smaller droplet size achieved for each technique altogether with
the polydisperisty index.

4.5 DNA Isolation

In order to check the presence of the desired plasmid DNA an agarose gel electrophoresis
was performed. The agarose gel can be seen in figure 4.45 below.

Figure 4.45. Agarose gel exposed to UV light. The loaded samples are: well 1 1kb DNA Ladder,
well 2 non-digested pTagRFP-C, and well 3 digested pTagRFP-C with EcoRI-HF
and NdeI.

In Well 2 contains several bands which correspond to different conformations of the
undigested DNA. On the other hand, two vague bands can be seen in Well 3, one just
above the 1,000 basepair (bp) indicator, and the second in between the 3,000 and 4,000
bp indicators.
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4.6 Transfection

The transfection efficiency of the HeLa cells was characterised 24 and 48 hours after
incubation with TagRFP.

a) b)

Figure 4.46. Screenshot of EnSpire fluorescence intensity measurement. a) 24 hours after
incubation, and b) 48 hours after incubation. Fluorescence intensity scale goes
from 0 (purple) to 1,000 (red).

The characterisation of the TagRFP transfection into HeLa cells with a fluorometer is
shown in figure 4.46 a) after 24 hours and b) after 48 hours. In both cases it can be
observed that there is not a great variability in the fluorescence intensity of the different
samples. In both incubation times, some wells of the negative control show more intensity
than the cells incubated with plasmid DNA either free or with a carrier. However, it can be
seen that the fluorescence intensity after incubating for 48 hours has increased compared
to the intensity after 24 hours.

a) b)
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c) d)

e) f)

Figure 4.47. Negative control for the transfection of TagRFP. On the left, HeLa cells were
incubated for 24 hours, on the right the cells were incubated for 48 hours. a)
and b) show the phase channel; c) and d) show the fluorescence channel; and e)
and f) are an overlay of both channels.

In figure 4.47 is shown negative control for the transfection of TagRFP. HeLa cells were
incubated for a) 24 hours and b) 48 hours with 200 µL of DMEM buffer. Some fluorescence
(orange) can be observed in some of the rounder cells.
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a) b)

c) d)
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e) f)

Figure 4.48. Incubation of HeLa cells with free pTagRFP-C plasmid. On the left, HeLa cells
were incubated for 24 hours, on the right the cells were incubated for 48 hours. a)
and b) show the phase channel; c) and d) show the fluorescence channel; and e)
and f) are an overlay of both channels.

In figure 4.48 is shown the fluorescence of HeLa cells after incubating them with free
pTagRFP-C plasmid. HeLa cells were incubated for a) 24 hours and b) 48 hours with
198 µL of DMEM buffer mixed with 2 µL of free plasmid. Similar to the negative control,
some fluorescence (orange) can be observed in some of the rounder cells.

a) b)

Figure 4.49. HeLa cells incubated for 24 hours with plasmid pTagRFP-C mixed with poly-L-
lysine. a) and b) are snapshots of different cells belonging to the same well (B11).
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In figure figure 4.49 it is shown the fluorescence of HeLa cells after 24 hours of incubation
with pTagRFP-C mixed with poly-L-lysine. Opposed to the negative control and the free
pTagRFP, it can be observed that the fluorescent cells are attached to well as they are not
round.

a) b)

c) d)

Figure 4.50. HeLa cells incubated for 48 hours with plasmid pTagRFP-C mixed with poly-L-
lysine. a) and b) are snapshots of different cells belonging to the same well (B11).

in figure 4.50 it is shown the fluorescence of HeLa cells after 48 hours of incubation with
pTagRFP-C mixed with poly-L-lysine. It can be observed that more cells show fluorescence
creating small colonies.
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a) b)

c) d)
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e) f)

Figure 4.51. HeLa cells incubated for 24 hours (left) and 48 hours (right) with droplets
encapsulating plasmid pTagRFP-C.

In figure 4.51 it is shown the fluorescence of HeLa cells incubated with the emulsions
containing the pTagRFP-C. It can be observed that both incubation times present some
fluorescence. However, the number of fluorescent cells is increased after incubating for 48
hours.
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Discussion

This chapter serves to discuss the results presented earlier and follows the same structure
regarding the setup.

5.1 Droplet Generation

The first part of the droplet generation consisted of the simulation of a two-phase laminar
flow in all the different geometries.

5.1.1 Simulations

The simulations were carried out for 3D printed geometries with a channel height of 400
µm showed that both, the time to reach a steady-state of droplet generation, and the size
of the droplets are geometry-dependent. As shown in table 4.1 and 4.1 the steady-state of
droplet generation is faster for the 90◦ flow-focusing geometry, than the 45◦ with times of
0.21 and 0.31 seconds respectively.

As a general trend for the 90◦ flow-focusing geometry, the mean size of the droplets
decreases with the Rf , however, as shown in figure 4.24 for Rf values of 0.08 and 0.1 the
droplet size is increased. This increase in the droplet size could be a consequence of the
low continuous-phase velocity, which does not generate enough shear stress, leading to the
break-off of the droplet due to build up pressure.

It was also found that the steady-state for droplet formation depends on both, the
channel height, and geometry. Channels with a height of 100 µm reached a steady state of
droplet formation faster than the 400 µm channels, 0.05 seconds compared to 0.16 seconds
respectively (90◦ geometry). For the 400 µm channels the effect of the geometry in the
time to reach a steady state was as more evident than in the 100 µm channels, the steady
state being reached at 0.16 seconds for the 90◦, and 0.36 seconds for the 45◦. The results
are in accordance with the literature found as the smaller channel height results in a faster
flow of the continuous-phase surrounding the dispersed-phase which leads to an increase
in the viscous shear forces. This results in a faster droplet break-off and therefore in more
monodispersed droplets. [175]

Even though no results could be obtained for either of the T-junctions, it has been
found in some literature that as the T-junctions do not use hydrodynamic focusing the
droplet formation regime is squeezing instead of the dripping regime of the flow focusing
geometries. A squeezing regime entails a droplet break-off due to the build-up pressure
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in the channel which will be filled up by the droplet. Therefore, for the T-junctions, the
droplet size would be similar to the channel height. [108], [112]–[114], [176]

5.1.2 Experimental Droplet Generation

The size distribution of the different protocols used to generate droplets via electrospray
(ES) (figure 4.34 to 4.40) show that the flow rate of injection of the alginate solution plays
a key role in the size of the droplets. From table 4.3 it can be observed that using the same
protocol but increasing the injection flow ratio 20 µL there is an increase in the droplet
size of 71.82%. The results

The results obtained with the different high-speed stirring protocols are shown in
table 4.4 indicate that homogenising after the addition of the alginate solution yields
smaller droplets compared to the results of homogenising while adding the alginate solution
drop-wise. The difference in the droplet size is more evident when homogenising at 15,000
rpm.

It must be noted that NTA can represent noise signals as particles typically around 100
nm with a narrow size distribution. Furthermore, the high variability in the concentration
of droplets estimated by could be due to the low concentration of particles during the
analysis.

5.2 Plasmid DNA isolation

To confirm the presence of the plasmid DNA encoding the Tag RFP, the plasmid pTagRFP-
C was digested with NdeI, and EcoRI-HF. As shown in figure 4.45, where Well 2 had a clear
band in between the 4,000 and 5,000 basepairs (bp) indicators which correspond to the
undigested plasmid with 4,725 bp. Well 3 contained the plasmid digested both with NdeI
and EcoRI-HF, and showed two vague bands above the 1,000 and 3,000 bp corresponding
to the two fragments obtained after the digestion of digesting the pTagFPF-C with sizes
of 1,120 and 3.605 bp respectively.

5.3 Transfection

From the fluorescence intensity results obtained with the fluorometer measurements it can
not be determined if the transfection of the TagRFP into HeLa cells was successful or not
as all wells (i.e., negative control, free plasmid DNA, and samples) show similar levels of
fluorescence. Furthermore, the increase in fluorescence between the 24 and 48 hours of
incubation (figure 4.46 could also be due to a change in the medium composition due to
its consumption by the cells, as the colour of the medium changed from red to yellowish.

The measurements carried out with the fluorescence microscope (FM) showed that
HeLa cells belonging to the negative control showed some fluorescence as shown in
figure 4.47. Yet, several images taken of the negative control indicate that the fluorescence
is associated to cells in suspension with rounder shape and higher membrane density, which
associated to cells undergoing division or dead cells.

A similar behaviour could be observed for the cells incubated with free plasmid
figure 4.48. It could be observed that the fluorescent cells were round and thus in suspension
and not to the transfection of the pTagRFP-C. However, when the free plasmid was
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incubated for 30 minutes with poly-L-lysine some transfection could be observed after
incubating the HeLa cells for 24 hours as shown in figure 4.49. The transfection of
the pTagRFP-C was more evident after 48 hours as shown in figure 4.50, however, the
formation of fluorescent colonies suggest that the fluorescent cells were generations of
cells.

Fluorescent HeLa cells were visible after incubation with alginate droplets encapsu-
lating pTagRFP. Yet, it could be observed that the fluorescence proceeded from cells in
suspension, with rounder shape, and not due to transfection. Nonetheless, it could also be
observed that after incubating for 48 hours more cells were not attached t o the bottom of
the well, and presenting fluorescence as shown in figure 4.51.
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Conclusion

Casting of Microfluidic Chips

The results obtained from the 3D printing suggest that while it was possible to print
negative geometries with a minimum element size of 400 µm, it is not possible, with the
equipment in the lab, to print hollow geometries, i.e., channels, of that size as the resin
can not get out during the printing process and polymerises blocking the channel.

Nanoemulsions

Simulations carried out in COMSOL show that the droplets’ sizes were in the micrometre
range with the smallest diameters around 30 µm. The simulations also suggest that while
the dimensions of the channel play a key role in the size of the generated droplets, the
geometry is also important. It was found that the flow-focusing geometries generated
droplets with size in the order of the HeLa cells, and therefore, it could be concluded that
to use microfluidics to generate nanoemulsions, techniques with resolution around 500-1000
nm obtaining smaller droplets, which diameters could range from 0.5-1 µm. Droplets of
this size are speculated to be internalised by the cells via macropinocytosis. [68], [70], [72],
[73] From the results shown in table 4.5 it can be concluded that the best procedure is
electrospraying using a flow rate of 50 µm/min. However, microfluidic systems offer the
emulsions with less polydispersity.

Transfection

From the results from the transfection into HeLa cells it can be seen that transfection
occurred when the plasmid was incubated with poly-L-lysine figure 4.49, however, the wells
containing free plasmid DNA or the droplets encapsulating the plasmid no transfection
could be observed (figure 4.48. The transfection of poly-L-lysine, which is positively
charged, was enhanced due to electrostatic interactions with the negatively charged
membrane as reported by different studies. [53], [59]–[61] The lack of transfection for the
free plasmid DNA and the droplets could also be associated with their low concentration
but could also with their surface charge, negative for the DNA. It is also speculated that
the plasmid DNA encapsulated in alginate droplets requires more time for the transfection
to occur. Furthermore, the incubation of HeLa cells with droplets shows that after 48 hours
of incubation the number of cells emitting fluorescence due to a change in their membrane
density increased. This change in the membrane composition is speculated to be associated
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with the high concentration of Ca2+ present in the droplets diluent, an aqueous solution
containing CaCl2 (25 g/L). Two different reasons are speculated to cause this increase in
membrane density. One is that the high concentration of Ca2+ in the medium is cytotoxic
to the cell leading to cell death due to the disruption of the cell homeostasis, as calcium
ions regulated many physiological processes as proposed by Orrenius and Nicotera and
other studies. [177]–[180] Another possibility is that the high concentration of Ca2+ ions
triggers cell division as proposed by Rosendo-Pineda et al..[181]
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Further Studies

To be able to experimentally determine which of the different techniques used in this
project to generate nanoemulsions is better the casting of the microfluidic chips with 100
and 400 µm channels should be cast, and to experimentally generate droplets using the
parameters found in the COMSOL simulations. The protocol to cast the photomasks is
the following:

A silica wafer is placed in acetone and is cleaned by unltrasonication for five
minutes.The wafer is then treated in an STS RIE 320PC, where it was etched for five
min at 300 W. Then, a thin layer of hexamethyldisilazane is spin coated on top of it. The
dispersion time of the spin coating was 15 seconds, the maximum speed was 4000 rpm,
and the acceleration was 500 rpm/s. The wafer is then placed on a 150◦C hotplate for 3
minutes. The SU-8 3050 photoresist is then spin coated onto the wafer at 3,000 rpm to
obtain a 50 µm thick layer. After spin coating, the wafer is placed in a 65◦C hotplate for
five minutes and then on a 95◦C hotplate for another 30 minutes. The glass is then let to
cool down to room temperature.

The wafer is then placed under a UV-light source with the photomask on top and is
exposed for 450 seconds. After exposure, it is placed on a 65◦C hotplate for five minutes
followed by 10 minutes in a 95◦C hotplate. Then, the wafer is placed in the developer
(mr-Dev 600) for seven minutes, followed by a two-minute sonification in the developer.
After sonification, the wafer is rinsed with isopropanol and blow-dried with a nitrogen gun.

The surface charge of the nanoemulsions should be determined to study whether or
not it affects their internalisation by HeLa cells and therefore, the transfection efficiency.

Also, different purification protocols should be achieved to have higher droplet
concentration and to flush any chemical or unbounded salt such as Ca2+ that could in
any matter alter the medium composition or trigger any signalling in the cell that could
affect the transfection.
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Appendix A

Thread Design

A M5x0.5 nut was designed with AutoCAD to be able to connect the syringe-pump to the
microfluidic chips.

a) b)
Figure A.1. Screenshot of AutoCAD. Dimensions of the thread path and pitch of the M5x0.5 nut

adapter. a) thread pitch, b) thread helical path. Dimensions are in micrometres.

The thread was created by doing a sweep of the pitch figure A.1 a), along the helical path
figure A.1 b). The helical path had a radius of 2.5 mm, total length of 7.5 mm, a turn
height of 0.5 mm, and a total of 15 turns. The sweep was carried out by setting as a base
point the bottom right corner of the pitch to the top end of the path. The dimensions
used for both path, and pitch are ISO standard for a M5x0.5 thread, where P is the pitch,
and H is calculated according to equation A.1, where θ for a metric thread with M form
type, is 60◦.

H =
1

2 · tan θ
· P (A.1)
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a) b)
Figure A.2. Screenshot of AutoCAD. Cross-section with the dimensions of the final adapter. a)

cross-section of the whole nut, and b) cross-section of half nut. Dimensions are in
micrometers.

The final nut was created by adding the thread from a 2.5 mm thick circle with inner
diameter of 5 mm as shown in figure A.2. The final nut had a total height and external
diameter of 7.5 mm. The major inner diameter was 5 mm, while the minor inner diameter
was 4.46 mm. In figure A.2 b) it can be observed that the nut is the result of the addition
of the thread to the circle.
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