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ABSTRACT
This paper examines the effects of eye-tracking-driven social gaze
on the quality of communication in a virtual environment between
two participants engaging in dyadic conversation in immersive VR.
While the importance of social gaze on quality of communication
has been well documented, determining if its effects carry over into
VR has not. This paperwill outline the design and implementation of
a multi-user VR experiment, focusing on developing the humanoid
avatars and their gaze interactions and the findings of a comparative
between-subjects study on three conditions: eye-tracking, without
eye-tracking, and simulated gaze. The findings of this study indicate
that for the specified implementation, eye-tracking-driven social
gaze did not yield a statistically significant effect on the quality of
conversation. However, it provided a more realistic conversation
than simulated social gaze.
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1 INTRODUCTION
Due to COVID-19 and the many restrictions, working remotely
from home has been the only option for many. Applications for
online meetings with voice and webcam support, such as Zoom [8]
and Microsoft Teams [4] have been the standard for conducting
meetings during the restriction times. However, communication
over a webcam, compared to communicating in person, lacks sev-
eral aspects of non-verbal communication, such as gaze, proximity,
and gestures. These aspects have a significant effect on the extent
to which the conversational subjects positively evaluated their part-
ner and the extent to which the conversation was enjoyed [23, 44],
and help in communicating interest [19] and emotions [17, 28, 32].
Despite restrictions lessening in most parts of the world, the work-
from-home culture is now seen as amore legitimate way of working,
even after lock-down has ended.

Using webcams to feel present with other meeting participants
can be difficult as the physical webcam does not align with the
view-ports of participant’s camera feeds. Sometimes it is placed on
a secondary monitor resulting in a constant state of gaze-aversion.
A study by Steinicke et al. found that immersive Virtual Reality (VR)
using head-mounted displays (HMD) seems like a good alternative
for online meetings and other webcam interactions. HMDs allow
for better non-verbal communication, which leads to a higher sense
of presence [47]. Simultaneously companies like Meta released
Horizons Workroom [2] which places meeting participants in the
same virtual reality environment (VRE), allowing for proximity and

head-based non-verbal communication. However, they still lack
gaze-based communication outside of what is possible by only mov-
ing one’s head or what can be simulated. With Tobii [7] allegedly
in talks with Sony about implementing their eye-tracking technol-
ogy for PlaystationVR2 [20], it seems eye-tracking will continue
to become a more affordable and widely available technology for
use in VR, be it PlaystationVR2, binocular-addons [6], or the new
HTC VIVE Pro Eye HMD [3]. Accurately depicted eye movements
of a virtual avatar could provide an additional collocated modal
of communication. It could more accurately represent attention,
interest, and signal turn-taking than purely head-and-hand-based
motion, which we suspect will affect how participants perceive the
quality of communication with their conversation partner in VR.

In this paper, we investigate the effect of eye-tracking-driven gaze
behavior of virtual avatars in VR on the indicators of face-to-face
involvement, co-presence, and partner evaluation. It will be done
in a meeting scenario between two participants, comparing eye-
tracking-driven eye movements to no-eye-movement as is currently
the standard in VR-meeting applications. Furthermore, this paper
will investigate whether simulating the eye movement of avatars
based on gaze data from previous non-verbal-communication ex-
periments yields similar results to actual eye-tracked motions.

2 BACKGROUND RESEARCH
In the following section, research, supported by related works,
which has formed the base of design and implementation, will
be outlined, such as non-verbal communication, gaze, and social
gaze. Furthermore, this section will outline the theory regarding
measuring the quality of communication and partner evaluation.

2.1 Non-verbal Communication
Non-verbal communication is the process of sending and receiving
messages without using words, neither spoken nor written [24]. It
is possible in several ways, such as eye contact, facial expressions,
gestures, posture, and body language. Non-verbal communication
is used consciously and unconsciously and is a part of every social
interaction to regulate speech through turn-taking signals, em-
phasize points, and signify interest [9]. Therefore, to perceive an
interaction as ’real’ or ’correct’, it must include forms of non-verbal
communication. Facial expressions are an important element for
expressing emotions and personality, as a great amount of infor-
mation is interpretable during interactions. A study by Gu et al.
examines the impact of social gaze and different types of facial
expressions of virtual avatars. Their study suggests that virtual
avatars should have not only proper human attention attributes
but also convey appropriate distractions and engagement behav-
ior while communicating [25]. However, creating realistic facial
expressions and meaningful visual speech is a complicated task

1



Andrei, Engermann, Sørensen

due to the complex structure of the human face. There are plenty
of factors that have to be taken into account when trying to un-
derstand the meaning behind non-verbal communication. Features
such as eye movement, lip movement, gestures, emotional facial
expressions, and body orientation can give a clear insight into what
a person is trying to express. All these features are important parts
of non-verbal communication. When developing humanoid avatars,
lip synchronization of the facial models is crucial, as it can easily
convey a close representation of real human face movements in a
VE [27].

Maloney et al. explored different communications dynamics in VR
[1]. Their research is a collection of findings from two other stud-
ies. The first study collected data through observations to explore
which non-verbal interactions users used naturally in VR. These
interactions are similar to what one would expect from a real-life
face-to-face conversation, such as nodding, head movement, ges-
tures, and pointing. The other study was an interview that looked
into how users perceive and understand various non-verbal commu-
nication interactions in VR and how it affects interaction outcomes.
They found that interacting in VR, by allowing forms of non-verbal
communication, immerses users more than interacting through
a computer screen. They found that this enables participants to
connect more with those they communicate with within the VE.
Participants highlighted that more realistic facial expressions and
movements would likely heighten this effect.

This paper suggests several non-verbal communication methods,
such as facial expressions, movements, and eyes. These non-verbal-
communication allowances lead to a communicative experience
more congruent to real life. It relates well to the focus on investi-
gating the effect of eye-driven gaze behavior during conversations
in these settings. Therefore, in this paper, we use the findings as
a starting point for our design of the virtual avatars to make sure
they can replicate good non-verbal behavior in all conditions. It is
necessary to examine if eye movements provide enough difference
to sufficiently elicit participants’ responses.

2.2 Social Gaze
Gaze is of central importance in social behavior; paying attention
to the way someone gazes can have meaningful signals, such as
the amount of interest they have for the conversation partner. In
Bodily Communication, Argyle separates gaze into ten different
aspects [9]:

Amount of gaze at others: Measured as a percentage of time an
interactor spends looking at another in the area of the face, gener-
ally done with fixations lasting one-third of a second, focusing on
facial aspects like eye and mouth [53].
Mutual gaze: Percentage of time interactors spend looking at each
other in the region of the face; while eye contact would be better
to measure, it is not easy to detect.
Looking while talking and looking while listening: Measured
separately, can be used to determine a ratio, which reflects status.
Glances: Gaze consists of glances, lasting typically two to three
seconds. One aspect of glance is the eye flash used to give emphasis.

Mutual glances: Average length of mutual glances can be mea-
sured, typically lasts one second.
Pattern of fixation: Requires special equipment to measure to
record the precise patterns of fixation.
Pupil dilation: Affects others, though they may not be aware of it.
Eye expression: The eyes are expressive in other ways, by how
open they are and the amount of white showing above and below
the pupil. This may be seen as ’staring’, ’looking ’intently’, ’looking
daggers’, or ’looking through’ the other person, i.e. fixating beyond
them, etc.
Direction of gaze breaking:When not looking at others, depressed
people tend to look downwards; interactors may break their gaze
by shifting to the left or right.
Blink-rate: The rate at which one blinks varies, for example, with
anxiety and concentration.

There is a balance between individual gaze and mutual gaze. People
tend to look more closely at those they like. Exline and Winters
found that when speaking with multiple individuals, participants
tended to look at their preferred confederate 2.7 times more than
the other [19]. People also tend to look more when cooperating than
competing [21]. This difference in the level of gaze is noticeable:
Argyle and Williams found that when the difference of the level
of gaze is between 15% and 80%, people interpreted that higher
levels of gaze signals interest and a wish to interact [13]. Just like
people tend to look more at those they find favorable, people who
look more are also perceived more favorably and self-confident
[12, 28]. In a study by Bente et al. on computer-simulated gaze in
avatar-based conversations, they found that even when the differ-
ence in levels of gaze is not consciously perceived, participants
still preferred humanoid avatars with longer gaze duration [15].
From data gathered by Argyle [11], Argyle & Kendon [10], and
Beattie [14], Argyle derived some averages regarding gaze while
listening and speaking in dyadic conversations at a distance of 6
ft between interactors, see table 1. It is worth noting that there
is a wide variation depending on the personalities and affiliations
of those involved [9]. That there is more gaze and mutual gaze
when interactors are further apart [10, 11] and interaction between
strangers is more likely to take place when inside a room.

Individual gaze 60 %
While listening 75 %
While talking 40 %
Length of glance 3 seconds

Eye-contact (mutual glance) 30 %
Length of mutual glance 1.5 seconds

Table 1: Basic statistics for two people in conversation, on an
emotionally neutral topic, at a distance of 6 feet [9].

These results can be regarded as the representation of normal gaze
behavior, though it varies significantly from person to person.When
people deviate from the norms, for example, with prolonged gazing
or staring, it can be interpreted as a threat signal or bizarre, leading
to heightened discomfort of the observer [12, 49]. Therefore, if one
would attempt to program a basic form of simulated gaze, these
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are values to consider. When examining the impact of eye-gaze on
communication using humanoid avatars, Garau et al. determined
that when the avatar’s gaze was directly related to the conversation,
participants tended to look at the avatar while speaking 46% of the
time and while listening 61% of the time [23]. These results seem
congruent with other studies, suggesting that as long as the imple-
mentation of the social gaze of a humanoid avatar is sophisticated
enough, the current literature and findings regarding social gaze
should apply in VR as well.

Previous work found that gaze varies with the intensity of emotion
and with different emotions. It is evident from studies that people
look less and downward when sad [18] and that the level of gaze is
lowest when embarrassed [17]. Higher levels of gaze signal feelings
of warmth and joy, lower levels of anxiety, submission, and depres-
sion. The findings suggest that higher levels of gaze reflect positive
moods [28]. Another way to interpret gaze concerning emotions
is that gaze is greatest when the object of emotion is outside the
self and lowest when the self is the object of the emotion. Laljee
determined this when asking subjects to roleplay emotions and
found that gaze was highest for surprise, excitement, joy, and scorn
and lowest for despair, annoyance, rage, and anxiety [32].

Gaze plays an essential role in conversations. To mimic conversa-
tions in VR as close as possible, it will also be necessary to mimic
an avatar’s gaze correctly, either by accurately tracking a user’s
gaze or by implementing a form of simulated gaze.

2.3 Meetings and Conferencing in VR
In an attempt to maintain a social presence during virtual meet-
ings, new studies have sought to investigate the benefits of having
meetings in a VE compared to traditional video-based conferencing.
Gunkel et al. conducted a study where participants held meetings
in VR around a round table, had stand-up meetings, and had remote
meetings between offices. Overall, participants agreed that the con-
cept of meetings and conferences in VR is a promising concept,
with 54% of participants believing VR conferencing is an excellent
alternative to video conferencing. However, they wished for better
interaction with the environment and note-taking functions [43].

A pilot study by Steinecke et al. compares traditional video-based
meetings with meetings conducted in VR with and without HMDs
to investigate the difference in the feeling of presence. Findings
from the pilot study suggest that participants feel a higher sense of
presence when partaking in the meeting in VR, rather than through
video, but only if an HMD is used [22]. Steinicke et al.’s and Gunkel
et al.’s papers were some of the first to compare video conferences
to meetings in virtual reality. The findings suggest that meetings
in a VE could be a suitable alternative to video meetings if done in
immersive VR with an HMD. However, they did not explore some
of the interaction possibilities available in VR where participants
are collocated, such as gaze-tracking. As the lack of eye contact and
gaze behavior is noticeably present in video conferences, it could
be interesting to investigate how noticeable its effect on meetings
is in immersive VR.

2.4 Evaluating Communication Methods
One way to determine the effectiveness of social gaze on conversa-
tions in VR is to examine how participants evaluate their partner
differently when the colonial gaze is possible. One can examine
how gaze changes the extent to which the interaction feels real,
how involved in the conversation the participant feels, and whether
the participant feels as if they are interacting with another person
rather than a virtual avatar. It is the approach Garau et al. used
when investigating the impact of eye gaze on communication with
a humanoid avatar. Their evaluation consisted of 100 participants
randomly assigned to one of four conditions representing different
communication methods. Their evaluation had two sections. The
first section determined if participants preferred conversing with a
humanoid avatar rather than a purely auditory scenario. The second
section investigated the impact of an avatar’s informed and random
gazes on a conversation. Garau et al. developed a questionnaire
examining four indicators: Face-to-face, Involvement, Co-presence,
and Partner Evaluation based on research by Sellen [42], and Straus
& McGrath [48]. Their results suggest that communicating with an
avatar with a random gaze does not outperform audio-only com-
munication, but conversing with an avatar with an informed gaze,
significantly outperforms random gaze and also outperforms audio-
only based communication on several responses indicators [23]. It
may be interesting to develop avatars with informed gaze through
eye-tracking to correctly display where participant’s conversation
partners are gazing at.

Garau et al. and Straus & McGrath’s experiments were not in im-
mersive VR, meaning gaze was the only form of non-verbal commu-
nication perceivable to the participants. The difference in response
for each condition is elevated compared to if the gaze behavior of
the virtual avatars were unclear among other non-verbal behavior.
The findings by Garau et al. in particular, however, seem indicative
of what they derived from background research. Their question-
naire examines how one’s conversation partner is perceived, which
is usable for this paper.

3 DESIGN
This section will present the design choices and criteria of the
avatars used in the virtual environment. The goal is to achieve
avatars resembling human beings in their visual representation and
the avatar’s movement, lips, and eyes. To properly investigate this,
the design criteria are as follows:

(1) It must incorporate eye-tracking enabled gaze to represent
the participants’ gaze accurately.

(2) It must employ realistic collocated humanoid avatars to
allow for various forms of non-verbal behavior [1, 9].

(3) It must allow for verbal communication between partici-
pants.

(4) It must allow participants to perceive the lip movements of
the other’s avatar [25].

(5) It must occur in a realistically modeled environment to
promote immersion. This environment should be indoors
as background research suggests that is where conversation
between strangers is most likely or natural to take place
[9].
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(6) It must allow two participants to be present in the same
virtual environment while being physically isolated.

3.1 Avatar Models
Realistic-looking avatar models were needed to simulate honest
conversations with real people as closely as possible [40]. Further-
more, a large selection of avatars is beneficial to ensure that users
receive an avatar that reflects them to some extent, such as the color
of their skin and gender. The avatar’s faces need to be realistic, as
the social gaze only pertains to human beings. Therefore, users
would need to associate the virtual avatar with a real human being
to the highest degree possible.

The virtual avatars and their functionality used Microsoft’s Rock-
etbox avatar library, which contains fully 3D designed and rigged
characters [34]. There were several types of avatars available in
this library. It allowed people with different characteristics, such
as gender and skin color, to be somewhat the same in the VE as in
real life, see 1.

Figure 1: Selection of some of the avatars participants could
select, with varying hair, skin, clothing, and eye colors.

The virtual avatars were collocated to the actual participants’ move-
ments. Because of this, when participants hold the controllers in
their hands, the virtual avatar mimics the movements of the partic-
ipant’s body, see 2. Normal maps, height maps, and specular maps
were also added to the avatars’ visual representation to make them
look even more realistic. The avatars also had lip-sync integrated
through Oculus Lipsync [27].

Figure 2: Left: User gesturing. Right: Collocated avatarmimic-
ing the gesture.

3.2 Movement
Like with the avatar’s visual representation, the physical movement
of the avatars needs to be collocated as closely to the users’ actual
movement as possible. Background research related to non-verbal
communication states that realistic simulation of body movement
helps achieve the best forms of communicating non-verbally [40].
To properly mimic the users’ gestures and pose using a 3-point
tracking setup, inverse kinematics properly pose the avatar’s arms
and hands, as hand and arm movements are common ways one
expresses themselves non-verbally.

3.3 Virtual Environment
The setting of the VEwas an in-doors office building. Several objects
were present here, such as a table, chairs, plants, paintings on the
walls, and smaller decorative items, see figure 3. The VE uses Unity’s
HDRP to develop realistic lighting settings. The VE also had an
ambient sound of what seemed like an office space sound. The
participants were placed in two chairs with a table to precisely
simulate this office meeting setting.

Figure 3: Image of the virtual environment where conver-
sation takes place, rendered in Unity 3D with their High
Definition Render Pipeline

3.4 Lip-syncing
Another relevant feature for communication in VR is matching the
movement of the lips every time the user talks [40]. Developing lip-
syncing made it possible to have the avatar’s lips move according to
the pronounced words. It is the easiest way to realistically animate
an avatar’s face and give it a semblance of life without delving into
affection-recognition-programming.

3.5 Eye-movements
To properly implement the avatar’s gaze, informed by eye-tracking,
first, the system needed to be able to track when users were blinking
and have the avatar do the same. Secondly, the fixation point of the
virtual avatar should be at the point in space the user is currently
gazing at in the HMD. This way, users can adequately perceive
each-others gazes, and eye interactions, inferring the intention be-
hind the gaze behavior.
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To simulate gaze behavior without eye-tracking data. Blinking
should be done at randomized intervals within a set range as in-
formed by background research. The avatar’s gaze point should
alternate between gazing at and averting the conversation part-
ner’s gaze at randomized intervals within a set range. The point of
gaze-aversion should also be randomized between several points
to make the avatar appear less robotic in its gaze behavior. Finally,
the avatars should have a static direction pointing forward if no
gaze behavior is wanted.

3.6 Experiment Conditions
The experiment had three conditions. The first one was with eye-
tracking enabled. This condition required a calibration process of
the eyes to correctly measure where they looked in the VE and,
therefore, accurately present it in their avatar. The second condition
was with eye-tracking disabled. The third condition simulates eye-
tracking by having the avatars blink and move within a set range
informed by background research (see table 1).

3.7 System Limitations
The experiment used two computers simultaneously. They did not
have the same hardware, but both maintained a framerate above 60,
so participants did not get disrupted by clear lag spikes. HTC lists
in their specifications that the HTC VIVE has a field of view of 110
degrees [26]. However, due to many factors such as the headset’s
fit, facial geometry, and the distance between the lens and the eyes,
Lange et al. have identified a more appropriate field of view of 65
degrees [33]. With the added binocular addons, the field of view
further decreases to about 58 degrees.

4 PILOT STUDIES
This section will present two pilot studies and their findings. They
were conducted to understand better what should be included in the
final evaluation. The first pilot study was conducted to understand
how participants felt with their eyes being realistic in their gaze
and movement. The second pilot study was conducted to under-
stand how far away participants should be sitting from each other
and whether or not gaze and eye movements affected the virtual
meeting.

4.1 Pilot Study | Mirror Test
Before any significant experimentation, it is crucial to investigate
whether participants will find the eye and gaze movements of the
virtual avatars realistic. This is done to ensure findings are not
drawn from a potentially flawed system that does not adequately
represent the user’s gaze to conclude how gaze behavior affects
the feeling of embodiment, presence, and partner evaluation in VR.
Therefore, a pilot study was developed where participants could
report their feeling of avatar embodiment after inspecting their vir-
tual avatar, its eyes, and eye movements based on live eye-tracking
data in VR. The test was conducted on 9 participants, two females
and seven males, aged between 22 and 28 years old.

Participants were first asked to select the avatar they identified
with the most from a selection of avatars with differing gender,

skin, hair, and eye colors, a selection of which can be seen in figure
1. The variety of avatars was implemented to lessen the difference
in the feeling of avatar embodiment between a participant who
identified with an avatar and one who didn’t. After selecting an
avatar and having the gaze-tracking calibrated in VR, participants
were placed in a simple room in VR, where the only point of interest
was a mirror.

The mirror was implemented using a planar reflection probe, accu-
rately reflecting depth, the avatar, and the virtual environment. Par-
ticipants were asked to closely examine their avatar’s eyes and eye
movements, as seen in figure 4. Once they felt they had adequately
studied their gaze, they were asked to fill out an avatar-embodiment
questionnaire.

Figure 4: Participant investigating their avatar using amirror
in VR

The experiment was then repeated with a different condition, of
which there were two. Condition A had realistically modeled and
textured eyes, whereas condition B had eyes resembling ping-pong
balls with no shading and flat colors. see figure 5. Each participant
had the order in which they experienced flipped conditions to pre-
vent order bias.

Figure 5: Eye appearance of condition A (left) and B (right)

Condition A, which has realistically textured and modeled eyes,
scored 13.39/25.4, whereas Condition B, scored 12.94/25.4. See table
2.

While the total avatar embodiment score for ConditionA is 13.39/25.4,
it was reported that the latency between the participant’s eye move-
ments and the reflected movement of the avatar was noticeable,
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A B
Ownership Average Mean = 2.77 (SD = 6.51) Mean = 2.33 (SD = 7.46)
Agency Average Mean = 13.88 (SD = 1.83) Mean = 13.44 (SD = 1.81)
Location Average Mean = 3.55 (SD = 1.87) Mean = 3.22 (SD = 1.71)
Appearance Average Mean = 11.88 (SD = 4.85) Mean = 12.55 (SD = 3.32)
Total Embodiment Average Mean = 13.39 (SD = 4.73) Mean = 12.94 (SD = 4.28)

Table 2: Results from avatar embodiment questionnaire, com-
paring condition A and B

with some remarking it harmed the experience. The latency is a
result of hardware and software limitations. According to Pupil
Labs’ documentation, there is 8.5ms camera latency, and around
4ms processing latency, [5]. In a dyadic conversation, when per-
ceiving someone else’s avatar and not your own collocated avatar
in a mirror, this small latency would probably not be noticeable.
Results from the pilot study indicate that the implementation of
gaze should be sufficient enough to use it as a basis to investigate
the effects of gaze in VR in dyadic conversations.

4.2 Pilot Study | Partner Evaluation
The second pilot studywas to determinewhether therewere any sig-
nificant oversights in the implementation. It also examined whether
eye-tracking in a dyadic conversation likely provided a noticeable
difference in partner-evaluation co-presence, involvement, and face-
to-face indicators.

The experiment was conducted on 10 participants, consisting en-
tirely of men (due to availability) aged between 24 and 31 years old,
with a mean age of 27. The experiment consisted of two five-minute
conversations in an immersive virtual environment, modeled to
look like an office, as research suggests people are more likely to
engage in conversation while indoors [9]. The participants were
seated a comfortable distance apart, at around 180 cm, as a conver-
sation is more likely to occur when interactions are further apart
(see section [9]. The experiment took place in two different loca-
tions at Aalborg University, so participants could be in separate
rooms to ensure they would not be able to hear each other during
the pilot study. Both setups required an HTC Vive headset (one
with eye-tracking cameras), two controllers which functioned as
the user’s hands in the virtual environment, and two towers to
track said HMD and controllers. Each conversation partner was
placed in a chair as the virtual environment took place in a meeting
setting where the avatars were also sitting down. One conversation
partner was an author of this paper, while the other was a recruited
participant. The pilot study had two conditions; one condition had
eye-tracking enabled, meaning the participant would be able to see
their conversation partner’s eyes move, tracked to their real-life
gaze. The other had eye-tracking disabled, meaning the participant
would not know any gaze movements from their partner but a static
forward-facing gaze.

The study was a within-subject study, where each participant ex-
perienced both conditions in different orders to avoid order bias.
Participants would first fill out a demographics questionnaire be-
fore being guided to their seats and explained what would occur.

Then participants would freely talk to one of the researchers for 5
minutes, located physically in a different room but across from the
table in the virtual environment, as seen in figure 6.

Figure 6: Participant alone in test room, though conversing
with partner in an immersive virtual environment over net-
work

The author partaking in the study was unaware of which condi-
tion was currently active and would calibrate their gaze for eye-
and non-eye-tracking conditions. Topics would range from work,
studies, hobbies, favorite foods, etc. Once the five minutes were up,
participants would fill out a partner evaluation, co-presence, face-to-
face, and involvement questionnaire for the condition. Participants
would then return to their seat for another 5-minute conversation
with a different condition before filling out the questionnaire again.

Looking at the results from the second experiment, there is very
little difference. Condition A (eye-tracking) did slightly worse than
condition B (no eye-tracking) on Face-to-Face and Involvement
while doing slightly better on Co-presence and Partner Evaluation.
(see table 3)

Condition A B
Face to Face Mean = 37.6 (SD = 5.44) Mean = 37.4 (SD = 6.93)
Involvement Mean = 15 (SD = 2.10) Mean = 15.4 (SD = 2.17)
Co-presence Mean = 16 (SD = 2.26) Mean = 15 (SD = 2.86)
Partner evaluation Mean = 31.9 (SD = 3.69) Mean = 31.8 (SD = 3.70)

Table 3: Average scores of condition A and B

Interestingly, the second condition always did significantly better
than the first condition, despite it being condition A or B. This
could be that participants have built a rapport with the examiner
during the first 5-minute conversation round and are, therefore,
more relaxed and open during the second conversation round. (see
table 4 and 5)

A first A second
Face to Face Mean = 35 (SD = 5.52) Mean = 40.2 (SD = 4.38)
Involvement Mean = 14.2 (SD = 2.16) Mean = 15.8 (SD = 1.92)
Co-presence Mean = 14.4 (SD = 2.07) Mean = 17.6 (SD = 0.89)
Partner evaluation Mean = 30 (SD = 4.47) Mean = 33.8 (SD = 1.30)

Table 4: Average score of condition A as first and second
condition.
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B first B second
Face to Face Mean = 35.4 (SD = 8.20) Mean = 39.4 (SD = 5.54)
Involvement Mean = 15 (SD = 2.82) Mean = 15.8 (SD = 1.48)
Co-presence Mean = 13.8 (SD = 3.49) Mean = 16.2 (SD = 1.64)
Partner evaluation Mean = 30.4 (SD = 4.72) Mean = 33.2 (SD = 1.92)

Table 5: Average score of condition A as first and second
condition.

4.3 Changes to Design from Pilot Studies
Our pilot studies brought several changes to our prototype before
conducting the final experiment. A calibration room was added to
ensure that the participants did not calibrate their gaze in front of
each other, potentially disturbing their calibration. The second pilot
study had participants point out that the distance between their
conversation partners was too far and therefore had trouble seeing
their partner’s eyes due to the visual limitation of the HMD. Because
of this, the table’s length has been changed from 180cm to 120cm.
Participants seemed to be surprisingly focused on the cups present
in the virtual environment of the second pilot test with which
they could interact. Most feedback was about these cups and how
interaction with them could be improved. Participants would spend
excessive time playing with the cups rather than focusing on their
conversation partner. Therefore, interactable items will be removed
for the final experiment. Participants also noted sounds from the
real world distracting them while in VR. Therefore, ambient sound
will be placed in the virtual scene to make the outside sound less
obtrusive. The conversation time also increased from five to eight
minutes since five seemed too short while ten proved too long in
our second pilot study.

5 IMPLEMENTATION
This chapter contains a brief outline of the different technologies
used to implement the experiment.

5.1 Game Engine & Eye-tracking Software
The experiment was developed in Unity 3D [50] version 2019.4.21f1
using its High Definition Render Pipeline [52]. To implement Vir-
tual Reality functionality with 3-point tracking from HTC Vive
HMD and controllers [26], the Steam VR package [16] was down-
loaded and implemented into the virtual scene to interface with
Steam VR [45].

The HMD available with eye-tracking had eye-tracking cameras
from Pupil Labs [31] fitted. The binocular add-on consists of two
clip-on 200hz cameraswith infrared illuminator rings [6]. Pupil Labs
maintains a Unity package called HMD-eyes [30], which receives
eye and gaze-tracking data from their Pupil Capture executable
program [29], which can then be accessed in Unity.

5.2 Characters
The humanoid avatars used for the experiment were gathered from
the Microsoft Rocketbox avatar library, which consists of multi-
ple fully modeled and rigged characters, supplied for free by Mi-
crosoft for research and academic use [34]. Aside from being fully
rigged and modeled, the avatars also have multiple blend-shapes

of visemes, the visual counterparts of phonemes, the most minor
units of sound that distinguishes one word from another, which
can be used for lip-syncing.

Lip-syncing was achieved through the use of a package for Unity
calledOculus Lipsync, which by processing an audio stream,matches
visemes to detected phonemes, blending between the different
viseme blend-shapes of the character to have the surface appear to
be speaking [27, 35].

To have the virtual avatars follow the user’s movements, FinalIK
VR [41], a package for Unity, was used. By setting the avatar’s head
and hands to follow the position of the Vive HMD and controllers,
FinalIK then inferred the real-life position and pose of the user
with inverse kinematics, moving the body parts of the model to
correspond to its estimate. FinalIK also allowed for limb-stretching
to ensure that the hand position of the avatar always corresponded
to the tracked position of the Vive controllers.

5.3 Gaze-, Simulated Gaze- & No Gaze-tracking
Versions

To have the virtual avatar properly reflect the user’s gaze, eye-
tracking and gaze-tracking data from Pupil Capture was accessed
by using the Eyes-HMD package [30]. Pupil Capture [29] solved
for gaze direction and depth, which could then be used to calculate
the position of the user’s gaze in 3D space. Using Unity’s LookAt()
function, [51], the eyes of the virtual avatars were then directed to
look at that point in space.

Blinking was achieved by blending two blend-shapes, one with
eyes open and another with eyes closed. Checking for when Pupil
Capture detected a blink, the eyes would be closed and not opened
until the eyes could be confidently tracked again.

To simulate gaze behavior when no eye-tracking data was available,
blinking was set at random intervals within a set range, and gaze
points were alternated between the conversation partner and three
aversion points; one to either side and one downward. The gaze-
timings were set based on research by Argyle outlined in section
??, table 1.

5.4 Multiuser functionality
Multiuser functionality was implemented using the packages Pho-
ton Pun 2 [38] and Photon Voice [37, 39], which uses Unity’s built-in
networking. Photon offers a free server, which was used that seats
up to 20 users [36]. The packages allow one to connect clients to
the network, synchronize game object transforms and game ob-
ject ownership, and enable audio broadcasting from appropriate
speakers in the scene.

6 EVALUATION
The evaluation was a between-subjects experiment to determine
the effect social gaze has on the indicators of face-to-face, involve-
ment, co-presence, and partner evaluation reported after a dyadic
conversation in immersive virtual reality with collocated virtual
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avatars. Measurement was score-based and self-reported by partici-
pants using a questionnaire developed by Garau et al. [23] focusing
on the quality of communication. Following the score-based part
of the questionnaire, participants were free to answer some open-
ended questions relating to gaze and their experience, in general,
to discern the user’s immediate thoughts following the experiment.

H10: Eye-tracking driven social gaze will not affect the quality of
communication. Hypotheses 1 Eye-tracking driven social gaze
will affect the quality of communication.

H20: Simulated social gaze will not affect the quality of communi-
cation. Hypotheses 2 Simulated social gaze will affect the quality
of communication.

H30: Eye-tracking driven social gaze will not lead to a greater
quality of communication than simulated social gaze. Hypotheses
3 Eye-tracking driven social gaze will lead to a greater quality of
communication than simulated social gaze.

6.1 Participants
Forty-five participants took part in the experiment: Fifteen for each
of the three conditions. The age and gender distribution was as
follows:
Condition A (eye-tracking): Age range 18-28, with a mean age
of 24.9 (SD =2.52). 13/15 were male, while 2/15 were female.
Condition B (no eye-tracking): Age range 21-28, with a mean
age of 23.4 (SD=1.96). 9/15 were male, while 6/15 were female.
Condition C (simulated): Age range 21-26, with a mean age of
23.13 (SD=1.54). 12/15 were male, while 2/15 were female., with one
participant not wishing to disclose their gender.

Before the experiment, participants gauged the amount of time they
spent playing video games per week and how many times they had
tried VR before as it might have an influence on how they perceived
the experiment as some might have no or few similar experiences,
while others have many (see worksheet page X).

To ensure proper gaze-tracking: For all participants of condition
A, their eye confidence (how accurately pupil capture determines it
can estimate their gaze) was above 90%, well over what Pupil Labs
deem acceptable, which is a confidence of 80% [30].

6.2 Experimental Setup
For each experiment, two setups were needed as participants would
need to be present in the same virtual environment to converse but
physically separated so as not to meet each other beforehand or
hear each other in the same physical room.

Each setup consisted of two VIVE base stations, two HTC VIVE
controllers, and one HTC VIVE HMD fitted with a binocular eye-
tracking add-on from Pupil Labs and a computer capable of running
the Unity 3D scene and pupil capture simultaneously at 60 frames
per second. A researcher was present in each room to assist the
participants with fitting the HMD and calibrating the pupil capture

for each participant. An image of the setup in one of the rooms can
be seen in figure 7.

Figure 7: Image of the experimental setup in one of the
rooms.

6.3 Procedure
For each condition, two participantswere recruited from the premises
at AAU Create. Participants were brought down one by one to ei-
ther of the two rooms reserved for experimentation to limit any
prior interaction between the two; for the same reason, participants
were from different semesters and fields of study.
While participants answered a brief demographics questionnaire,
the researcher selected their virtual avatar among a selection of
different gender, ethnicity, clothing, hair color, and eye color, which
they thought resembled the participant best. After filling out the
demographics questionnaire, the participants were seated and as-
sisted with fitting the VIVE HMD and had the eye-tracking software
calibrated to their gaze.

Being told to treat the experience as a first-time meeting between
colloquies, a friend of a familiar friend, or a friendly stranger at
a gathering, and to introduce themselves and discuss/talk about
whatever they desired and found appropriate. Once both partici-
pants were ready, the researcher moved their virtual avatar from a
separate calibration room into a shared room resembling an office.
Their virtual avatars were present in chairs on opposite sides of
a table. Here they were given eight minutes to converse. Follow-
ing the experiment, participants filled out Garau et al.’s quality of
conmmunication questionnaire and, afterward, some open-ended
questions regarding their experience.

6.4 Measures
The main measure for this experiment was perceived quality of
communication. Using the questionnaire developed by Garau et al.,
as mentioned in section 2.4. The questionnaire divides quality of
communication into four broad indicators, briefly explained as the
following:
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(1) Face-to-face - The extent to which the conversation was
experienced as a real face-to-face conversation.

(2) Involvement - The extent to which participants experi-
enced involvement in the conversation.

(3) Co-presence - The extent to which it felt as if participants
communicated with another human being rather than a
computer interface.

(4) Partner evaluation - The extent to which the conversation
was enjoyed and how positively participants evaluated their
partner.

Questions relating to these indicators would be scored on a Likert
scale from 1-9 (strongly disagree to strongly agree), such that a
significance test can be run on the quantitative results. As there are
three conditions with one changing variable, a One-way-ANOVA
could be used to determine the significance of the results. However,
due to the relatively low sample size, a One-way-ANOVA on ranks
or a Kruskal-Wallis H Test should be used for non-parametric data.
As well as a Mann-Whitney U test for pairwise significance.

7 RESULTS
Hypothesis 1 andHypothesis 2 was tested with a Kruskal-Wallis
H significance test on all four indicators across the three conditions;
however, no statistically significant difference could be proven. Fur-
thermore, after doing a Mann-Whitney U significance test, compar-
ing the conditions pairwise, no statistically significant difference
could be proven.
Condition A outperformed the other conditions on all but one indi-
cator, being involvement, while condition C had the worst response
on all but one indicator, being partner-evaluation, as can be seen in
table 6.

Hypothesis 3 was tested with a pairwise Mann-Whitney U test
on conditions A and C for all indicators. For one indicator, face-to-
face, condition A did perform better than condition C, with a mean
value of 7.81 to 7.055 and a statistically significant difference. The
significance values for the pairwise Mann-Whitney U test can be
seen in figure 7.

7.1 Additional Results
Following the quality of conversation questionnaire, the partici-
pants had to answer three additional multiple-choice questions
with some open-ended follow-up questions. It was to determine
a clear and more rudimentary difference in experience between
conditions. The questions and responses were as follows:
When asked if participants found their partner’s gaze realistic: 62.5%
answered yes for condition A, 37.5% for condition B, and 43.8% for
condition C.

When asked if participants felt their conversation partner looked
too much at them: 87.5% from conditions A and B reported their
conversation partner looked at them a normal or acceptable amount.
In contrast, 6% reported they looked at them too much, and 6% re-
ported they looked at them too little. For Condition C, participants
reported 93.8% looked at them a normal or acceptable amount, while

6.3% reported they looked at them too much.

Participants were free to elaborate on their reasoning for these
answers and some of their responses will be shown and discussed
in the following section.

8 DISCUSSION
Gaze-tracking-driven social gaze had no statistically significant ef-
fect on the quality of communication; therefore, both H10 and H20
could not be rejected. The indicator for a face-to-face response did
have a higher mean for condition A than B and C (as seen in figure
6 and 8) and close to being statistically significant when consider-
ing all conditions in a Kruskal–Wallis H significance test. Perhaps
with more participants, a statistically significant effect could have
been proven. When considering the four indicators: face-to-face,
involvement, co-presence, and partner-evaluation, face-to-face is
the indicator where the most significant difference in response is
expected, as it directly relates to how close to reality the interaction
felt.

Figure 8: Comparison ofmean responses between conditions.

H30 could be rejected as comparing the indicator face-to-face be-
tween conditions A andC; the differencewas statistically significant.
Looking at the difference in means, 7.81 to 7.055, we can conclude
that accurate eye-tracking driven gaze of an avatar outperforms
simulated social gaze of an avatar.

There is value in discussing whyH10, andH20 could not be rejected,
as background research details how critical social gaze is to the
quality of communication. One reason could be that in dyadic
conversations, it is not as essential to signal intent, interest, and
where one’s attention is focused as it would be in a conversation
with three or more individuals. In a conversation with multiple
individuals, one’s gaze can signal to others precisely to whom one’s
interest lies at the moment. Another reason could be the experiment
itself; the gaze behavior was ’obscured’ behind other factors like
collocated movements, lip-syncing, and the virtual environment.
Therefore, participants might not consider gaze as heavily when
answering a questionnaire as they would if it had been evident
that gaze was the experiment’s focus. For example, in Garau et
al.’s experiment, from which the questionnaire was sourced, they
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Condition A Condition B Condition C Kruskal–Wallis H Test
Face to Face Mean = 7.81 (SD = 0.907) Mean = 7.31 (SD = 0.97) Mean = 7.055 (SD = 0.757) p = 0.07
Involvement Mean = 7.5 (SD = 1.085) Mean = 7.73 (SD = 1.385) Mean = 7.03 (SD = 1.005) p = 0.12
Co-presence Mean = 7.23 (SD = 1.235) Mean = 7.035 (SD = 1.635) Mean = 6.73 (SD = 1.36) p = 0.54
Partner Evaluation Mean = 7.626 (SD = 1.186) Mean = 7.32 (SD = 0.834) Mean = 7.48 (SD = 0.874) p = 0.8

Table 6: Table showcasing the Kruskal–Wallis H results for each condition of the Garau et al. quality of conversation question-
naire, as well as the mean and SD for each group.

A-B Comparison A-C Comparison B-C Comparison
Face to Face p = 0.19 p = 0.02 p = 0.38
Involvement p = 0.3 p = 0.2 p = 0.06
Co-presence p = 0.96 p = 0.23 p = 0.52
Partner Evaluation p = 0.95 p = 0.73 p = 0.47

Table 7: Table showing the significance of results from a pairwise Mann-Whitney U significance test.

compared inferred gaze to random gaze, with only an avatar’s face
visible to participants, which means the gaze-behavior was in no
way obscured by other factors, such as the virtual environment, the
collocated avatars, and lip-syncing. [23].

8.1 Discussion of additional results
When examining the qualitative data gathered at the end of the
questionnaire, it is clear that participants from group A did no-
tice what can be considered realistic gaze behavior: Participant A6
remarked: "Yes, I think it (gaze) moved naturally with the conver-
sation.", A5 remarked: "I noticed that he was looking at me while I
was talking, and looking around more while he was talking.", and A8
remarked: "The eyes moved and the head followed, which gave you
the feeling of being really present.".

When examining responses from other conditions, while positive, it
focused more on the head movement than their gaze.B3 remarked:
"I could follow when he moved his head; that made the conversation
feel more real." B12 remarked: "I noticed the head movement as we
looked around the room. However, I did not pay attention to the eye
movement.". Participants from Condition C generally noticed the
eye movement. However, judging from their answers, they could
tell it was not the actual gaze behavior of their conversation partner
but rather the simulated gaze. C7 remarked: "It (the gaze) followed
me often, but also sometimes wandered off a bit to look at the sur-
roundings, which seemed very much like how it would be in a real
conversation." C1 remarked: "I would say it’s realistic enough as not
to be distracting."

When examining comments with a negative connotation, most
comments from participants from condition A related to how un-
canny the experience felt. A2 stated: "A bit uncanny, the gaze did
not seem to matter as much as head rotation did in the conversation."
they further commented: "It was not super realistic, but that might
be because of the model." Most comments from participants from
condition B worded that eye movements were missing (B1), that it
felt like a deadpan stare (B2), or, as participant B8 put it: "They did
not blink, and eye movement was not present. This is a tough thing to

simulate, I know, but also very important in a conversation. The eyes
are the window to the soul.". Participants C4 and C2 mirrored many
of the same opinions from the C group, namely that a person’s
gaze is hard to simulate and the eyes were ’weird,’ displaying the
same gaze behavior regardless of the topic of conversation or who
was talking. Interestingly while condition C scored the worst on all
indicators but one, the highest ratio of participants who felt their
conversation partner gazed at them an appropriate amount was
from condition C; this is likely since averages from Argyle’s work
determined the gaze behavior (see table 1).

It is fair to conclude that participants generally felt the experience
could feel uncanny for condition A. However, they recognized it
was the reflected gaze of their conversation partner. While for
condition B, due to the noticeable lack of eye movement, it did not
feel as uncanny. Participants of condition B instead paid attention
to the head movement of their conversation partner. For condition
C, participants recognized that the gaze was simulated and instead
relied on head movement to gauge interest and intent, the eye
movement instead proving a somewhat distracting factor.

9 FUTUREWORK
Repeating the experiment with more test subjects could lead to a
statistically significant distance between conditions, as there seems
to be a trend in the data of condition A outperforming the other
conditions. The subject count for this project only just met the bare
minimum recommended amount, and had ties which complicates
calculation of a P-value.

In order for participants to more actively utilize their gaze, one or
two more conversational subjects could be included in the exper-
iment to make it a conversation between multiple subjects. This
way, participants are forced to use their gaze to signify intent and
attention within the group while also being forced to more actively
observe the gaze of others to infer their intent and attention.

In discussion, we theorized that the lack of a statistically signifi-
cant effect could be due to too many confounding factors in the
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experiment. Meaning participants did not pay close attention to
their partner’s gaze, experiencing too many factors within the short
timeframe of the experiment. One approach could be to increase
the time spent conversing, allowing more time for participants to
consider every factor. Another approach is to cut down dramat-
ically on the scope of the experiment, making it similar to other
experiments by Garau et al. [23] and Steed et al. [46] where the
conversational subject is only visible from the shoulders up. How-
ever, we feel this negates the motivation for the experiment, which
was to investigate how eye-tracking could affect conversation in
immersive VR.

Finally, it could be useful to examine the results where more stylistic
avatars were used, as is the case in Horizon Workrooms, which can
more clearly communicate gaze and gestures with bigger eyes and
hands, also negating any chance of an uncanny-valley effect.

10 CONCLUSION
This paper aimed to examine whether implementing gaze-tracking-
driven social gaze in a dyadic conversation in VR would result in a
statistically significant difference in the quality of communication
compared to no social gaze implementation and simulated social
gaze. While supported by the theory outlined in this paper and sug-
gested by examining additional qualitative data, the results were
inconclusive. However, it was proven that accurate eye-tracking-
driven social gaze did make participants feel as if the conversation
was closer to real-life than a naïve simulated gaze. For future works,
perhaps a statistically proven effect between eye-tracking driven
social gaze and no social gaze could have been proven on the indica-
tor of face-to-face, which is the extent to how real the conversation
felt compared to real life.
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