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Chapter 1

Initial Research

1.1 Recommendation systems

Recommendation systems are part of the field of information filtering system, a
field focusing on the prediction of raking and preference of users in concerning an
item. It does so by using an automated method to classify and remove redundant
information from a stream of information before such information is presented to
a user. Such a method allows for the managing of overloaded information. The
user’s profile in service provides characteristics for the automated system to decide
what to present to the user. The system will access the information extracted from
the user’s profile, the content-based approach, or the social network of the user, the
collaborative filtering approach. Both approaches can be used separately or in a
hybrid setup. The collaborative filtering approach uses a model from a user’s past
behavior (rating of items and consumer choices) as well as other users with simi-
lar behavior. Such information is used for the prediction and presentation of item
suggestions. The content-based filtering approach uses discrete information, such
as tags, to recommend additional items that look similar by sharing these same
properties. It is common for recommendation systems to apply both systems in
a hybrid setup. The difference between these two methods can be exemplified by
comparing the service of Last.FM and Pandora. Last.FM originates a music station
through analysis of artists and individual tracks that are part of the user’s listen-
ing history and then compares it to other users with similar listening behavior.
Where Pandora applies to signal analysis techniques to identify songs’ properties
to find and present a music station with compatible properties and compliments
the suggestion considering the user feedback over the songs being played.

1
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1.1.1 Recommendation system techniques

Collaborative filtering

Has as a starting point the assumption that the agreement of people in the past
is to be kept in the future, so if two people liked the same item in the past then
they must both like a similar item in the future. This method does not require an
understanding of its items online and how the users relate to them. For example,
recommending a movie with a system that only knows the poster of the movie. It
is therefore important when building a model from a user’s behavior that a distinc-
tion is made between implicit and explicit data collection. Requesting users to rate,
search, provide a single preference between multiple choices, and like or dislike a
list of items is considered explicit data where the observation of a user’s search
history, consumption history, and social network is considered implicit data. Three
main situations affect the performance of collaborative filtering. When a new item
does not possess enough data, the accuracy for this item‘s recommendation drops,
this is referred to as a cold start. Scalability might be an issue that refers to the
large amount of computational power need for calculating the recommendations.
Sparsity on the general ratings of a database such as having popular items with
few ratings in comparison to other items of the database.

Content-base filtering

The go-to choice when dealing with a scenario where there’s data about the item
but not about the user. The recommendation is therefore addressed as a user-
specific classification problem where the classifier learns from the user’s rating
based on features of the items. Keywords are used for the description of items and
user profiles to indicate the preference of users. The recommendation takes place
through the comparison of various new items, candidates for a new suggestion,
with items rated previously by the user resulting in a suggestion based on the best
match of both. A model of user preferences and a history of interactions with the
recommendation system are the two most common pieces of information used to
create a user profile. A vector space algorithm is used in the system to address a
content profile of users, based on a weight vector of the features of an item. These
weights represent the relevance that each feature has for the user. It is common
practice to use average values from the vector of the rated item although more so-
phisticated methods can also be applied, this involves the use of machine learning
techniques for providing a probability of the user preferences. It might be an issue
of degrading the accuracy of the recommendation when the system is limited to
the recommendation of content that is the same as the one the user already uses.
Then the value of the recommendation decreases as other content types from other
services can be recommended. The content-based recommendation system might
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include text mining, information retrieval, and sentiment analysis techniques to
aid its recommendations, such methods are part of the so-called opinion-based
recommendation system [26]. Deep learning might be applied here.

Knowledge-based system

A system that attempts to represent knowledge explicitly and allows for deriving
into new knowledge. The system is therefore divided into two features: a knowl-
edge base and an inference engine. The knowledge base represents facts about
the world (frames, conceptual graphs, and logical assertions) and the inference
engine allows for the inference of new knowledge (usually it is formed of if-then
statements aggregated to forward or backward chaining processes) [69].

Hybrid recommendation system

These systems can be implemented for making collaborative and content-based
predictions which then combine both, by merging both approaches into a sin-
gle model. The main advantage is that such methods can be the solution to the
shortcoming issues present in collaborative and content-based filtering. There are
many techniques available when applying a hybrid recommending system such as
combining scores from different recommendations numerically (weighted), choos-
ing from different recommendations methods (switching), presentation of differ-
ent recommendations together (mixed), using features gathered from different sys-
tems, and combining them into a single recommendation system (feature combina-
tion), computing a set of features and apply them as the input for a next technique
(feature augmentation), avoid destruction of ties in the scores (cascade) and input
a produced mode into a next technique (meta-level [12]).

Session-based recommendation system

This system uses the data of the user’s interactions during a single session. It
might be relevant to use when the user’s history is not made available or simply
not relevant for the session taking place. Uses mostly recurrent neural networks
and other deep learning approaches as a base to its own generative sequential
models.

Context-aware recommendation system

Context-aware recommendation systems try to incorporate context into conven-
tional user-item space. The prediction of a rating can be modeled with the function:

User × Item × Context → Rating
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The search space is multi-dimensional and, therefore, computationally expensive.
The challenge in front of such systems is to learn user preferences in different
contextual situations. Capturing the contextual attributes suitable for the domain
under consideration and incorporating them in the recommendation process is a
key to develop such systems [47]. Literature on context defines that "the context
is any information that characterizes a situation related to the interaction between
humans, applications and the surrounding environment" [5]. A context can either
be categorized as static, contextual attributes and their structure remains the same
over some time, and dynamic, contextual attributes and/or their structure changes
over some time (some contextual attributes may become obsolete and thus can be
removed from the system) [2]. Also, context can be classified into fully observable,
a recommendation system knowing everything about the contextual attributes in-
cluding their structure, partially observable, only certain aspects of contextual at-
tributes are known, and unobservable, no explicit knowledge about contextual
attributes. Another method to include context is contextual preference elicitation
and estimation. In this method, recommendation systems attempt to learn user
preferences in different contextual situations. Learning depends on implicit or
explicit feedback obtained from the users. For learning contextual preferences,
the systems either use existing recommendation techniques or use machine learn-
ing techniques. There are three basic approaches named contextual pre-filtering,
contextual post-filtering, and contextual modeling, all of which perform contextual
preference elicitation and estimation [34]. In contextual pre-filtering, values of con-
textual attributes are used as constraints for the selection of ratings which are then
used in conventional user-item space. Contextual post-filtering involves the gener-
ation of predicted ratings first and then uses contextual information while ratings
are adjusted for every user. In the contextual modeling approach, contextual at-
tributes are used in the process of prediction of the ratings by recommendation
systems [47].

1.1.2 Evaluating recommendation performance

Recommendation systems can be evaluated in three ways: employing user studies,
online evaluations (A/B tests), and offline evaluations. It is challenging to evaluate
a recommendation algorithm due to the impossibility to predict accurate reactions
of real users to the recommendations. Therefore, metrics computing the effective-
ness of an algorithm are always imprecise. User studies use a small group of users
(hundreds) to judge from recommendations (which they think is best) that use dif-
ferent approaches. A/B tests use a higher group of users (thousands) and make
them a test on a real product. At least two different recommendation approaches
are applied and the effectiveness of them is measured through conversion rates
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(the number of goal achievements per visitor) and click-through rates (the number
of users clicking a link from all those who had access to the same link). Offline
evaluations are based on already produced data such as a dataset containing in-
formation about ratings to an item. The effectiveness of the approach being tested
is measured with the accuracy to predict the rating of the given dataset. When
attempting to find the most accurate recommendation algorithm the following fac-
tors are considered to be important: diversity of the presented recommendations
[83]; persistence by showing again previous suggestions [7]; privacy of user data;
demographic data of the user [8]; fraud caused by the users’ ability to participate
in the recommendation system [46]; surprise in users when presented to a recom-
mendation; trust due to transparency of how the recommendation algorithm works
[57]; and labeling influencing the satisfaction of the user on the items (organic or
automatic) [6].

Reproducibility

Reproducing the results of the evaluation of a recommendation algorithm is not
always possible. This compromises the validity of the results and makes unclear
the effectiveness of the algorithm which the performance measurement aims to do.
The following suggestions address the issue [9]: a survey of other research fields; a
common understanding of what reproducibility is; identification and understand-
ing of what affects reproducibility; make experiments more comprehensive; reform
publication practices; improve upon the development of a recommendation evalu-
ation framework; establishment of best-practice guidelines.

1.2 Sentiment analysis

Sentiment analysis combines natural language processing (computer processing
of human language), text data mining (deriving information from text), computa-
tional linguistics (computational modeling of natural languages), and biometrics
(measuring and calculating concerning human characteristics).

1.2.1 Subjective and objective identification

The term objective refers to factual information (something that can be proven).
An example of an objective sentence is “to be elected the president of the resident
council, a candidate must be a resident for at least six months”. In opposition, the
term subjective refers to non-factual information, such as personal opinions, judg-
ment and predictions [58]. Three types of attitudes were observed by Liv (2010),
they were positive, neutral, and negative opinions [52]. An example of a subjective
sentence is “the resident council must elect a president who is mature and can
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make wise decisions”. The detection of subjectivity can be performed with au-
tomated learning methods separated into supervised and unsupervised machine
learning. When applying these methods, metaphorical expressions [80], the dis-
crepancy in the writing style, context (consideration on previous and following
sentences), time (how long until a piece of information becomes outdated), words
with less use and the constant growth of data must be considered. To train a
classifier using machine learning, a dataset composed of text is used and the text
can be either annotated or not. Manually annotated data may suffer from human
biases regarding comprehension, errors due to concentration-related issued and
required time to complete the task [63]. As an alternative, linguistic patterns can
be extracted using bootstrapping methods [64], statistical techniques for estimat-
ing quantities about a population by averaging estimated from multiple small data
samples.

1.2.2 Feature/aspect-based

Feature-based or aspect-based refers to determining the opinions or sentiments ex-
pressed on different features or aspects of entities such as those of a cell phone, a
digital camera or a bank [36]. The advantage of feature-based sentiment analysis is
the possibility to capture nuances about objects of interest so that different features
can generate different sentiment responses [13]. Therefore, it is required to per-
form identification of relevant entities and extract their features/aspects, as well as
evaluating if the opinion expressed for each feature is positive, neutral, or negative
[52]. Also, the topic model is a type of statistical model used for discovering ab-
stract topics occurring in a collection of documents and relies on deep learning for
the automatic identification of features.

1.2.3 Application in recommendation systems

User-generated text, such as the one found in online social networking and com-
merce business services, provides a valuable source of the user’s sentiment opin-
ions about many items. Text generated by real users can therefore reveal the re-
lated feature/aspect of the item as well as the users’ sentiments. It can be observed
that the item’s features/aspects described in the text perform the same rule as the
meta-data in content-based filtering. A user may show different sentiments for
different items with features in common, and a feature from an item can receive
different sentiments from different users. Thus, user’s sentiments on the features
can be regarded as a multi-dimensional (multiple features/aspects) rating score,
reflecting their preferences on the items. A hybrid recommendation system can
be constructed based on the sentiments extracted from the user’s text and the fea-
tures/aspects the text comes from [40]. The motivation to recommend an item to
a user can be done in different ways. The candidate item can have numerous com-
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mon features with the user’s preferred items [37]. Hence it has been concluded that
combining a ranking score of similarity and sentiment rating can be constructed
for each candidate item [40].

1.2.4 VADER (Valence Aware Dictionary and Sentiment Reasoner)

VADER [16] is a lexicon and rule-based sentiment analysis tool that is directed to
sentiments expressed in social media. Examples of typical use cases for sentiment
analysis with VADER include typical negations (“not good”), contractions as nega-
tions (“wasn’t very good”), punctuation to signal increased sentiment intensity
(“good!”), word-shape to signal emphasis (using ALL CAPS for words or phrases),
degree modifiers to alter sentiment intensity (boosters such as “very” and intensity
dampeners such as “kind of”), sentiment-laden slang words (“sux”), slang words
as modifiers (“uber”, “frigging”, “kinda”), emoticons (“:)”), utf-8 encoded emo-
jis (“heart”), initialism and acronyms (“lol”). VADER contains examples of tricky
sentences that may confuse other sentiment analysis tools. The NLTK (Natural
Language Tool Kit) [10] to do sentiment analysis on longer texts (articles, nov-
els, etc) to decompose paragraphs into the sentence-level analysis. The NLTK is a
platform for building Python programs that work with human language data. It
provided a suite of text processing libraries for classification, tokenization, stem-
ming, tagging, parsing, and semantic reasoning. VADER also contains a concept
for assessing the sentiment of images, video, and a variety of tagged multimedia
content. Consequently, a translating service combined with VADER can provide a
multilingual analysis setup.

VADER’s score

The most common type of score used for sentiment analysis is the compound score.
It is computed by summing the valence score of each word in the lexicon and
then normalized to be between -1 (most extreme negative) and +1 (most extreme
positive). The threshold values are: positive sentiment: compound score >= 0.05;
neutral sentiment: compound score > -0.05 and compound score < 0.05; negative
sentiment: compound score <= -0.05.

1.3 Music listening behavior

1.3.1 A survey on music listening and management behavior [42]

Major findings in this research show that elements like the familiarity of songs, how
distracting they are, how much they match the listener’s mood, and the desire of
changing the mood within one listening session, are all affected by the activity dur-
ing which music is listened to. While people want to have options for manipulating
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the above elements, at the same time, they prefer a minimal amount of interaction
in general. Active listening, commuting, exercising, work and housework were the
activities aimed for study and for the playback of music methods the following
were taken into consideration: song after song; artist, album or genre; playlist or
folder; shuffle on collection; online recommendation; radio; surfing the internet;
playing video games. Mentions to other studies present [11] that the most popular
places for listening to music were the car, followed by the living room and work
and that the distinction between activities during which music is listened to can
be the amount of attention the activities need. The study hypothesizes the having
to pay or not pay attention to the activity would affect four aspects. Those aspects
were the familiarity of songs, pickiness of the listener (importance of song), prefer-
ence for constant or various moods, and what is the amount of desired interaction.
It was concluded that familiar songs are preferred in general for both attention and
non-attention activities, and in the case of attention activities, participants strongly
preferred familiar songs with nearly 0% preferring new ones. Along with the find-
ings, it is concluded that mood, genre, and artist are the most important elements
for creating playlists.

1.3.2 Quantitative study of music listening behavior in a social and af-
fective context [81]

This study initially states that a scientific understanding of emotional experience
requires information on the contexts in which the emotion is induced and that one
of music’s primary functions is to regulate the listener’s mood. Hence, an individ-
ual’s short-term music preference may reveal the emotional state of the individual.
The study attempts at presenting a computational model of the latent structure
underlying music listening and mood regulation. It is noted that the study work
focused on the emotional state of an individual before listening to music instead
of the emotion evoked as a result of music listening. MER (Music Emotion Recog-
nition) is a field focusing on tagging songs with emotional labels that listeners
perceive when listening to the song. In this case, it is assumed that the tag is not
biased by the prior emotional state of the listener. Therefore, it is concluded that to
create an effective emotion-based music recommendation system, an understand-
ing of the interplay between music emotion and user mood is needed. UMR (User
Mood Recognition) focuses on the emotion an individual feels in response to a
stimulus (not necessarily music). The service AllMusic is addressed at this point
for its 190 emotional tags for music available. The study assumes the user data
must be recorded spontaneously and social media is selected as the best place with
access to such data. Blogs are also mentioned as a source of spontaneous infor-
mation of the everyday context of people. In continuation, a tripartite relationship
between music emotion, used mood and music listening behavior is modeled.
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Figure 1.1: Tripartite relationship between music emotion, user mood and music listening behavior
from [81]

Figure 1.1 is a graphical model of the musical, personal, and situational factors
considered in the study. The shaded nodes represent the observed data in our
study, whereas the dashed ones are not considered and left as future work. The
three factors central to the graph are the user mood, user context, and the music the
user listens to. The user’s mood is influenced by the user’s context and personal
traits. The user context is determined by factors such as the daily experience, social
factors (listening alone or with friends), time, and location. The music listening be-
havior is influenced by the user’s mood and user context but is also conditioned on
the individual’s music taste and the audio, lyrics, and effective content of the mu-
sic. Conclusions derived from this model provide observation of how, in general,
people listen to mood-congruent music when being in a positive mood but tend to
listen to mood-incongruent music when being in a negative mood. Also, people
with different personalities prefer different music even when being in the same
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mood. Energy, rhythm, and timbre are content that always improves the accuracy
of prediction whether audio-base UMR or MER are applied. To finalize, it is sug-
gested that an individual mood can be inferred from social media-generated text
and used to recommend either mood-congruent or incongruent music, depending
of course on the user mood and personality traits.

1.4 Culture and demographics

1.4.1 Culture in music cognition

Culture in music cognition is the field encompassing the impact that an individ-
ual’s culture has upon their music cognition. This includes their preferences, emo-
tion recognition, and musical memory. Musical preferences start with cultural
and familiar music traditions present since infancy. In adulthood, emotion’s clas-
sification of a musical piece will depend on specific cultural features as well as
universal structural features [73]. Therefore, it can be reasoned that culture is the
main influence of music cognition. The effect of culture and musical experience
are important factors that determine preferences. As for emotion recognition, psy-
chophysical cues (tempo, loudness, and timbre), culturally bound cues (musical
traditions), cue-redundancy model (exposure to individual’s own culture), STEM
(stereotype theory of emotion in music), complexity, repetition, and methodolog-
ical limitations are important factors to have in consideration. Memory plays an
important role in culture in music cognition. Long-term and working memory sys-
tems are a dependency for the comprehension and appreciation of music.
Enculturation is the name given to the process of learning the dynamics of cul-
ture surrounding and individual as well as the acquisition of values and norms
appropriate to the related culture [30]. Still considering memory, enculturation
has cleared an influence on a person’s memory of music which also considers the
person’s development since childhood and their biases toward music expectations
later through the. Although, enculturation has limits that can be encountered, for
example, when a person is raised with more than one influential culture.

1.4.2 Demographics of music

Observing the music consumption study “The Overall Music Landscape” (2018)
[3], the most common data points captured are gender, age, region, income, and
profession. The intersection of data happens between preferred media sources
(music, online video streaming, social media content, etc) by age and average time
spent on each media source. The different sources referring to music listening are
considered: AM/FM radio, on-demand streaming, digital download/files, other
internet radio, CDs, satellite radio, AM/FM radio stations streamed online (e.g.



1.5. Music streaming services 11

Radio Garden), vinyl. The on-demand modality of music listening can then be
divided by different service providers (Youtube, Spotify, Apple Music) and be in-
tersected by the age of groups by listeners. The referred study in this paragraph
extends its research to the impact of the listening experience considering the listen-
ing devices (smartphones, smart speakers, etc). The study concludes that FM/AM
radio leads music discovery, followed by Youtube. The targets of this study are
citizens (3000) from the US.

1.5 Music streaming services

1.5.1 Pandora’s Music Genome

Used by the music streaming service Pandora [59], the Music Genome Project is
an effort to “capture the essence of music”. It does so using 450 attributes to
represent songs and then organize with an algorithm. There are five subcategories
on which songs are divided: pop/rock, hip-hop/electronica, jazz, world music,
classic. Each given song gets a representation from a vector that contains 450
genes (an analogy to the determining traits genes possess) where each gene is a
data point representing a characteristic of the music such as lead singer gender
or level of distortion in the guitar. Then, a matching algorithm is used to find
similar songs recurring to vectors of these genes. Apart from that, each song is
analyzed by a musician (20 to 30 minutes process per song), and 10% of songs are
analyzed by more than one as an effort to ensure statistical reliability. This model
is limited to the users of Pandora radio service, exclusive to the US, and the full
list of attributes is not available to the public.

1.5.2 Spotify’s music genres

Glenn McDonald is a "data alchemist" at Spotify [70]. He developed Every Noise
at Once [55] which contains more than 1700 labels for music genres. It started
as a debugging tool, later on, these labels found themselves useful to understand
the content of a song by complementing the information given by other attributes
(happy, sad, danceable, etc). Some of the label’s names for music genres are created
by the author Glenn McDonald, who visualizes new musical ideas and directions
taken by artists working within already-popular styles. This work supports Spotify
features Daily Mix and Discover Weekly, while attempting to be more in tune with
users’ listening habits. Some "genres" are not named yet.

1.5.3 Last.fm’s scrobbling

In Last.fm [48], a scrobble is a piece of data that tells people what you listened to
and when. It normally consists of the track name, artist and time stamp as well as
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album name and album artist. In that sense, scrobbling is the process of sending
Last.fm our listening data (our scrobbles). It can be achieved through the official
app or third-party applications that use Last.fm’s API. For example, it is possible
to scrobble what we listened to on Spotify. Millions of tracks are scrobbled every
day and there are ways available to scrobble vinyl records and music played on the
radio. When a track is scrobbled successfully, it appears on the profile page and is
stored in the library. Scrobbles and scrobbling allow for Last.fm to generate charts
as well as recommending new music based on our listening data. In a similar
fashion to Spotify, it will also generate personalized radio stations.

1.5.4 Online radio communities

Online radios are services that stream digital audio through the internet. They
present listeners with a continuous stream of audio that cannot be paused (might
be possible with the use of middleware) or replayed (possible through later access
to shows’ archives). Accessible assets to set up an online radio station have made
it easy for individuals to carry out their station. Online radios are examples of
how online communities are bound together from different physical locations. Al-
though music streaming in online radio can be aided by a recommendation system,
it is also expected that the music is curated manually by one or more individuals.
NTS [1] is an online radio community divided into two continuous streaming sta-
tions, physically located in London and Los Angeles, with hosts from all over the
world playing their music every one or two hours (the website offers a chat room
where the listeners and host can interact during the streaming). In Lisbon, "un-
derground music" radio stations have bloomed in recent years and one of the most
popular radios is Radio Quântica [4], which streams more than a hundred author’s
shows and hosts live events for the listeners and supporter’s of the radio and de-
fends a do-it-yourself culture approach. Smaller online radios can also be found,
such as Rádio Paranóia [35], launched in March 2021, gathers a small (30 people)
community of listeners and hosts with a shared chat room. In Copenhagen, Absa-
lon Radio is a new radio build upon the already established associative building,
Folkehuset Absalon [28], where dancing, yoga classes, and sports matches take
place. Christiania’s Radio 90.4 [20] is an FM radio station streaming from Free-
town Christiania in Copenhagen, it merges the radio activities with the cultural
activities of Freetown Christiania.



Chapter 2

Development

2.1 Final research

2.1.1 Context-aware recommendation system

As mentioned in the previous chapter, recommendation systems face three major
issues. Cold start, whenever a new user or new item is introduced in the recom-
mendation system, there is insufficient information available about such user or
item. If it is a new user, it is difficult to learn about the preferences because of
the lack of data available. In case of a new item, having less number of users who
have used that item, incorporation of it in the recommendation process takes time
[50]. Data sparsity, when feedback given by costumers is insufficient for the rec-
ommendation system models to work on. It happens due to a cold start or to the
tendency of users not giving enough feedback, which therefore impacts the range
and quality of the recommendation [77]. Scalability, as the number of users and
items increases, the computation cost also increases which may affect the perfor-
mance and response time of the recommendation system [39].
To measure the performance of a context-aware recommendation system, evalu-
ation criteria have been specified in the literature and separates into two types,
offline and online evaluation. Offline evaluation is performed when the dataset is
collected before the design of the system and then the system operates on this data
and predicts the preference of the users on the items. This performance measure is
evaluating the accuracy of the system in terms of its capacity to predict preferences
[67]. Offline evaluation is a faster way to evaluate although it has the disadvantage
that the system won’t be able to track changes in user preferences in real-time.
There are different metrics for offline evaluation, these are root mean squared er-
ror (RMSE), mean absolute error (MAE), precision, recall, f-measure, area under
the curve (AUC), normalized discounted cumulative gain (NDCG), mean average
precision (MAP), hit rate and perplexity. RMSE is the square root of the sum of the
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squares of the difference between predicted values and corresponding actual value
specified number of observations, it fives the standard deviation of the prediction
errors [67]. MAE is the arithmetic average of the absolute difference between pre-
dicted and actual values, precision is the number of true positives over the sum of
true positive and true negatives, it reveals the proportion of data that the model
predicts relevant is relevant [32]. A recall is the number of true positives over the
sum of true positives and false negatives, it enables the model to find all the rele-
vant data from the dataset. F-measure is the harmonic mean of precision and recall
[67]. AUC is the capability of the model to identify different classes in the dataset.
NDCG is a measure related to the ranking of the items a recommendation system
returns, where every item in the list has a relevance score associated with it, called
gain. The summation of all gains is named the cumulative gain [67] and each of
the gain values is divided by the logarithm of the position of the item, a process
named discounting [32]. MAP is the mean of the average precision values over the
ranks in the relevant recommended items [32]. The hit rate is the number of items
in the test set that were also present in the recommended items given by the system
for each user (the number of hits over the total number of users is named hit rate).
[22]). Perplexity is a metric to evaluate topical models, it measures the quality of
topics extracted by the topical model using a training document which allows pre-
dicting the occurrence of the words in testing documents [76]. On the other hand,
online evaluation is used when the experiment is done in real-time and therefore
evaluates the real-time feedback of the users. In comparison to offline evaluation,
it takes more time to evaluate online metrics as it has to be monitored over a longer
period. Online evaluation helps to understand user interaction behavior with the
system which also is an important consideration while assessing the quality of
the recommendations [67][32][74]. There are two common online evaluation met-
rics used in context-aware recommendation systems, click-through rate (CTR) and
bounce rate. CTR is the count of recommendations that are clicked by the user,
measures real-time feedback of users regarding their preferences. Bounce rate is
the percentage of users who have seen the list of recommendations given by the
system but instead of exploring those recommendations further chose to exit the
recommendation system [74][33].
Some other evaluation criteria are coverage, confidence, trust, novelty, diversity,
adaptivity, and user satisfaction. Coverage is either the percentage of total avail-
able items a system can recommend or the percentage of total available users for
which a system can recommend [32]. Confidence is the system’s trust in the pre-
diction of the recommended items, usually, measure in terms of the probability of
correctness of the predicted value [32]. Trust defines how much of it the users have
on the recommendations give by the system. Novelty is the percentage of items
recommended out of the total recommended items that are unknown to the user
[32]. Diversity measures how many recommended items belong to a diverse group
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of items and helps to understand the interest of users in different types of items
[32]. Adaptivity measures the system’s capacity to adapt to the changes in the item
space or changing trends of the user preferences [32]. User satisfaction measures
the satisfaction level of the user after going through the recommendation list. It can
be measured using implicit or explicit feedback from the users [32]. Also, an im-
portant aspect in context-aware recommendation systems is the availability of the
datasets having context information, this factor plays an important role especially
in offline experimentation. [67][32].

2.1.2 Music listening behavior: context and playback method

According to the study "A survey on music listening and management behaviors"
(2012) [42] several contexts for listening to music and playback methods are iden-
tified. The identified contexts are active listening, commuting, exercising, work,
and housework. And the identified playback methods are song after song, artist,
album or genre, playlist or folder, shuffle on collection, online recommendation,
and radio. Figure 2.1. shows the relation between preferred methods of playback

Figure 2.1: Preferred methods of playback for different listening contexts from [42]

for different listening contexts. The questionnaire was conducted by 222 partici-
pants. Song after song is clear to be a popular choice when active listening while
it becomes the least popular in any other context. Playing music by artist, album
or genre, has a stable percentage, from 18% to 27% of all answers, for each lis-
tening context, being the highest for commuting. Playing music from a playlist or
folder is most popular when exercising, 43% of all answers, and is almost as pop-
ular as listening to artist, album or genre for commuting, work, and housework
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but is not popular, 10% of all answers, for active listening. Shuffle-on collection is
most popular for commuting and housework, 22% of all answers both. It is the
third most popular playback method for exercising and work, 12% and 13% of all
answers respectively, and 6% of all answers for active listening. The online recom-
mendation is the least popular playback method with less than 1% of all answers
for active listening, commuting, and exercising contexts, although it increases to
9% for work and 4% for housework contexts. Although not the most popular an-
swer, radio has a listening percentage from 3% to 14% across all contexts, being
commuting and housework the ones with a higher percentage and active listening
and exercising the ones with the least. The limited popularity of answers for the
online recommendation was considered surprising by the authors of the study as
for the consideration that participants had most technical education backgrounds
and young ages.

2.1.3 Copenhangen population and Lisbon population

Copenhagen has a total population of 638678 [71], from which 474074 (74%) have
danish nationality. The other 164604 (26%) have other nationalities. Lisbon has
a total population of 508368 [29], from which 247865 (49%) has portuguese na-
tionality. The other 260503 (51%) have other nationalities. There is a total of 197
different nationalities (excluding Denmark) in the population of Copenhagen and
182 different nationalities (excluding Portugal) in the population of Lisbon. There
is a total population with portuguese nationality of 1336, 0.2% of the total popu-
lation of Copenhagen and a total population with danish nationality of 653, 0.12%
of the total population of Lisbon. Pakistan, Turkey, Iraq, Germany, Poland, So-
malia, Sweden, Morocco, United Kingdom, and Lebanon, in order, represent the
highest number of other nationalities among the population of Copenhagen apart
from Denmark. And the highest number of other nationalities among the popula-
tion of Lisbon apart from Portugal are represented, in order, by Brazil, Cape Verde,
China, Guinea Bissau, Angola, Italy, Romania, France, Nepal, and Ukraine. Figures
A.29 and A.30 in the appendix contain in detail the numbers for all nationalities
in both cities. Denmark and Portugal are considered to have different work cul-
tures. Therefore, the present research considers the possibility of difference among
the two populations on how the activity context influences on their general music
listening behavior when performing work activity and not. A resume of the total
population for each city is presented in Figure 2.2 and 2.3.

2.1.4 Music streaming and media players

According to Google Store’s music & audio category and Apple Store’s music cat-
egory of apps available on store, a comparison between the most downloaded and
used (Google Store only) in Denmark and Portugal (not Copenhagen and Lisbon),
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Figure 2.2: Total population of Copenhagen

Figure 2.3: Total population of Lisbon

free and paid. SimilarWeb [68] was used to access both app store’s data, which
was collected from the update on SimilarWeb’s website on May 21, 2021. Apple
Store’s most popular paid applications in the category of music apps are music
production tools both in Denmark and Portugal. And free, Spotify [70] is the most
downloaded in both countries. Apart from one music production app, both Den-
mark and Portugal have music media players in their five most downloaded paid
apps in Google Store. Music media player apps make part of the ten most-used
apps in both countries, music streaming apps (Spotify, etc) do not. Both countries
have Spotify as the most downloaded free app from Google Store. In Denmark, the
most used apps are music streaming apps and in Portugal, the most used apps are
music media players. Spotify is probably the most popular music streaming app in
both Denmark and Portugal. An observable difference from Google Store’s apps
shows that in Portugal the most popular free music & audio apps are music media
players, while in Denmark are the music streaming platforms. This indicates that
users in Portugal have storage of music files in their mobile devices, which doesn’t
seem to be so much the case in Denmark (from the most used apps in Google Store
point of view).

2.1.5 Ethnography

Ethnography is a research method central to knowing the world from the stand-
point of its social relations [79]. The discipline relies on the employment of quali-
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tative and quantitative methods for data acquisition. In the virtual domain, digital
ethnography uses social media platforms data to study human interaction and be-
haviors. On the other end, relational ethnography is applied in specific places and
employs observation over targeted instances that relate to a certain topic. Ethnogra-
phy research considers its findings of context and situation and, therefore, through
uncovering relationships and then use the resultant data to test and explain em-
pirical assumptions that allow the integration of ethnography in a quantitative
research [23]. In recent years, the streaming platform Spotify has been a subjet of
an ethnographic study [78]. The current research relies on the principles of ethnog-
raphy to deduce human listening behavior over the influence of activity context,
and eventual differences between working individuals of two different cities.

2.2 Introduction to experiment design [21]

Variables

A fundamental element we need to consider when designing an experiment is
the variables. The variables take at least two values and are useful to understand
the answer to a research question, e.g. "Can sound effects help players solve a
puzzle game more efficiently?". Variables may relate to one another in a way where
variable A has an effect over variable B, this relationship can be confirmed through
analysis of acquired data on variables. In order to confirm this, an experiment
where A is manipulated and B is measured. Confirmation is concluded when
B changes due to nothing else but A getting altered. This is the essence of an
experiment: manipulating only one variable, keeping everything else constant, and
then measuring the effect. In this scenario, A (manipulated variable) is called an
independent variable and B (measured variable) a dependent variable.

Measurement scales

Different scales can be used to measure the dependent variable. The data can be
either numerical or categorical and different types of measurement scales require
analysis methods in accordance. It depends on the research question which mea-
surement scale shall be used. A nominal scale implies that there is no natural
ordering of the categories, as is the case with gender, race, and religion. An or-
dinal scale refers to categories that can be ordered such as sizes (small, medium,
large, etc.), still the difference between small and medium may not be the same as
medium and large. An interval scale implies meaningful numbers, a scale where
all values are equidistant. And a ratio scale is where zero is a meaningful value
such as 0kg or 0 degrees Celsius.
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Sensitivity

The sensitivity indicates the way a question is asked such as "Do you like this
product?" and be presented with a yes/no answer choice or "To what degree did
you like this product?" and be given a scale from "Not at all" to "Very much" and
asked to choose where to place across. The first example is categorical and the
second is continuous. Therefore, different measurement scales were applied by
different measures. In this case, the second example would provide more detailed
information on the success of the product.

Confounding variables

Confounding variables may originate from the participant’s different prior knowl-
edge, experience, and preferences. The place where the testing takes place or by
whom and in what way the instructions are presented. To access the right con-
clusions on the effect of the independent variable, the experiment needs control
for all confounding variables to avoid any systematic differences that can influ-
ence the interpretation of the manipulated variables. Therefore, all the possible
confounding factors need to be kept either constant or random. Constant means
that instructions and testing set up are done the same way to all participants and
random means that test conditions are randomly assigned to avoid any systematic
effects due to the order of the presentation.

Control groups

Due to the confounding variables, it is required to compare the intervention to a
situation without any intervention. This can be achieved through the manipulation
of the independent variable. It is important to consider the variability on personal
traits of each individual, the confounding variables when foreseen may allow better
control of acquired data.

Between-group design

The between-group randomly assigns participants to take part in one of the ex-
perimental conditions. This way, any systematic differences between the groups
that might affect data are avoided. Sample sizes can sometimes be approximately
equal. This allows for the monitoring of how many get assigned to one condi-
tion and reduces the probability of this condition coming up for the remaining
participants.
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Within-group design

Letting participants take part in both experimental and control conditions mini-
mizes the risk of having the individual variability hiding any possible effect. Fewer
participants are needed to spot an effect in the case of reduced individual differ-
ences in regards to the variability. No systematic effect of order as well as con-
sideration for how participants are assigned to the experiment is required to not
contaminate the results. Tiredness, boredom, and acquisition of skills while taking
the experiment can affect the accuracy of the acquired data.

Operational definition

Defining a musician as someone who can earn money by playing music is an ex-
ample of an operational definition. In this example, if this quality (earn money by
playing music) is sought after in the experiment, then it is the target of measure-
ment and should be made clear. Therefore, an operational definition of concepts is
performed.

Reliability and validity

A good experiment should collect measurements that are reliable and valid. Re-
liability means that the experiment if reproduced will achieve the same results.
Validity means that what is measured is indeed what is meant to be measured.

Measurement error and reliability

When something is measured, the error of measurement is taken into account.
The consistency of measurement is achieved through measuring multiple times
(repeating the same task on the same test occasion in an unnoticed fashion to the
test taker). It can also be achieved through a comparison of ratings from several
people. The similarity will indicate a low measurement error.

Internal and external validity

The intended population for the experiment must not be systematically different,
as the results do not generalize to the larger population. Data collected from an
experiment would likely be invalid if systematic differences occur between the
experimental and control groups.

Likert items and scales

Likert items and scales are useful to assure reliability and validity as they com-
bine multiple ratings of statements that contribute toward one construct of what is
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intended to measure and, therefore, reduce the measuring error.

Populations and samples

A population is the full set of individuals of interest in a research study. Measuring
a whole population can be unpractical. A sample is meant to represent the target
population studied. For trustworthiness, the sample group should be formed in a
fashion where there is an equal of each individual to be selected. This is of most
importance if bias and unreliable data are to be avoided.

Central tendency

The acquired sample must be collected, classified, summarized and the data pre-
sented for interpretation. Descriptive statistics are used for this task. Depending
on how the data looks and which measurement scales are used, the summarized
data will differ. The measure of central tendencies that is based on all scores is
named the mean value. The point below which half of the scores fall is named the
median, it is less sensitive to extreme values. The most commonly occurring score
in the data, and therefore a score always present in the data, is named the mode.

Variability

Information about variability or spread in it are often necessary to get a meaning-
ful conclusion from the reported mean values. Giving the range of the data, the
smallest and largest values, is one simple form of reporting the variability. Vari-
ance and standard deviation are more useful to provide an idea of the variability
and where most values can be found. The standard deviation can be thought of as
a measure of distance from the mean value.

Frequency distributions

The shape of the distribution can be observed through histograms. The expected
shapes to be observed are normal distributions (symmetrical and bell-shaped),
skewed distributions (a longer "tail" than the other), bimodal distributions (two
main peaks), and uniform distributions (flat). The normal distributions, also named
Gaussian distributions, are the most commonly occurring results and relate to dif-
ferent biological processes.

Sample mean and sample size

A large sample is needed for the sample mean to be a good estimate of the true
population mean. Therefore, the larger possible sample is preferred.
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Standard error of the mean

The estimate of the true population mean varies with each sample. Most sample
means will be close to the true population mean when the sample size is large
enough. The standard deviation of the distribution, named standard error of the
mean, provides a number of the precision of our estimation of the true mean.

Relationship between variables

The plot of data against each other is a method to observe if both the independent
and dependent variables have some kind of relationship. It is often of interest to
study such relationships.

Covariance

Covariance is a measure of the joint variability of two random variables [62]. If
the greater values of one variable mainly correspond with the greater values of the
other variable, and the same holds for the lesser values (that is, the variables tend
to show similar behavior), the covariance is positive [18].

Correlation coefficient

The Pearson Product-Moment Correlation Coefficient is a standardized measure of
the linear relationship between two variables. The degree to which the relationship
can be explained by a linear model is expressed by the coefficient. By calculating
the correlation coefficient for different ratings of the same stimuli, it is possible to
get a measure of how reliable the measure is.

Linear regression

In linear regression, a variable y is predicted by x in terms of a linear relationship
between the two. The method finds the straight line that best fits the data points
and y.

Inferential statistics

Frequency distributions can be related to probabilities. The probability of an event
varies between 0 and 1, this probability is defined as the number of outcomes di-
vided by the total number of possible outcomes. Mutually exclusive outcomes can
be added. Inferential statistics provide systems and techniques helpful for good
decision-making and accurate predictions based on data. They are used to model
patterns of data and make inferences about the population studied. Therefore,
without testing on the whole population it is made possible to predict something
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about it and test such predictions. The testing hypothesis is performed in research
recurring to such a method. The hypothesis is a prediction, it may or not be based
on previous theory or studies. To develop a good hypothesis it is important to
be possible to falsify it. The confirmation or rejection of a hypothesis is based
on the probability of an outcome. Likewise, the probability is linked to the fre-
quency distribution of a population. Knowing the mean and standard deviation
of our study population makes it possible to score how likely it is to belong to
such a population. When the probability of obtaining a result by random is lower
than a particular criterion, a result is generally seen as being statically significant
from that predicted by the null hypothesis. For testing significance, a "statistical
significant level" of 0.05 is used. Its purpose is to observe where a score belongs
into a normal distribution. It is considered a significant difference if the score has
a 5% chance or less of occurring. The effect size is a measure of how much of
the variability in the data the effect (between the experimental and control group
difference of score) accounts for. There are two types of variance effects, unsystem-
atic and systematic. Unsystematic variance is caused due to random variability in
data due to preferences or measurement errors. Systematic variance is caused by a
systematic difference in measurements between groups. If the experiment is well-
controlled, the systemic variance should only happen due to the manipulation of
the independent variable so that a clear interpretation of the results is possible. In
inferential statistics, two types of errors can occur, type I and type II errors. Type I
falsely states that there is a statistically significant effect when the result occurred
by chance. Type II falsely states that there is no statistically significant effect when
there is one. With the 0.05 criteria, 5% of times it is likely that the null hypothesis is
rejected. More strict significance levels can be selected and this will likely increase
one of the error’s type chance of occurrence and decrease the other one. In terms
of statistical power, the power of a test is the probability of detecting an effect (in
case it exists). 80% detection of the actual effect is considered reasonable [27].

Parametric data

Parametric tests assume the use of (arithmetic) mean and variance, the statistics
that describe the normal distribution. Therefore, the measures need to be accu-
rate and meaningful enough to have trust in the results. Before using parametric
statistics the data should be on an interval or ratio scale, all groups should have
approximate variances, and the distribution of the population should be normal.
Likert scale items tend to use scales and it can be considered an interval measure
when a subscale is based on several combined Likert items. Data must have ap-
proximately equal variance since it is related to the precision of the mean. Box plots
summarize the majority of data points and whether there are outliers. Likewise,
the Levene test tests the null hypothesis that all input samples are from popula-
tions with equal variances. Assuming a normal distribution of data is performed
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by plotting histograms of data and determine the type of distribution of the popu-
lation that the sample was drawn from, although the histogram shape can vary a
lot. QQ plots display the data points against a plot drawn from a population with
normal distribution by ordering the values against the theoretical qualities. If the
assumptions for parametric data are violated, parametric tests should not be used.
For most kinds of tests, there is a corresponding non-parametric test that can be
used as an alternative for data that do not fulfill the criteria.

Student’s t-test

The t-test is any statistical hypothesis test in which the test statistic follows a Stu-
dent’s t-distribution under the null hypothesis. It can determine if the means of
two sets of data are significantly different from each other. A test of whether the
mean of a population has a value specified in a null hypothesis is named a one-
sample location test. A test of the null hypothesis such that the means of two
populations are equal is named a two-sample location test. The name student’s
t-test applies when it is assumed the variance of the two populations to be equal.

2.3 Research hypotheses

Current times have presented to the world population a large range of options
regarding music listening. An individual may store their music files either on a
laptop or a portable device and listen to them as well as having music played di-
rectly from an online source. Both music media players and online music streaming
platforms offer various methods of playback, one can listen to an album or have
their whole collection on shuffle. Music streaming services such as Spotify offer
recommendations that present people to a continuous and automatic stream of
music, similar to the more antique FM radio stations. In that matter, radio stations
are more commonly found online at present and can be perceived as an alterna-
tive form to the automatic stream of music. Whichever preferences an individual
has in terms of the platforms and devices he uses to listen to music, research on
music listening and management behaviors [42] present activity context (e.g. work-
out, communing) to influence the playback method of the music (e.g. shuffle on
collection, radio). The aim of the current research is an attempt to verify the vari-
ance in music playback preferences, for passive listening, when at work and not.
The research considers the population of two cities and their different work cul-
tures, Lisbon and Copenhagen, therefore questioning the possibility of significant
differences of passive music listening behavior (playback method of music) when
performing work tasks and not. Additionally, due to the higher download of music
streaming apps in Copenhagen and of media players in Lisbon, the research ques-
tions if this characteristic can be confirmed among the experiment participants.
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Moving towards the improvement of recommendation systems in music stream-
ing platforms, the current research expects the acquired data to contain relevant
information for practical application in context-aware recommendation systems.

2.4 Experiment design

An online survey was designed and includes a demographic and a music listen-
ing behavior section of questions. The demographic section contains questions
regarding the city of residence (Copenhagen or Lisbon), years residing in that city,
age, nationality, and gender. The section of music listening behavior, questions
how the participants passively listen to music when working and when not (two
questions), considering the following playback preferences: song after song, artist,
album or genre, playlist or folder, shuffle on collection, online recommendation,
radio. The music preferences selected are the same had in account by Kamalzadeh
et al. [42] in their research on music listening and management behaviors, and rely
on a 7 point scale presented linearly. The questionnaire got published in several
groups on social media composed of expats of both cities, and academic groups
of both cities. To complete the questionnaire, the participants had to have a job
(paid position of regular employment) where they listen to music of their choice
and reside in Copenhagen or Lisbon. The questionnaire makes these same ques-
tions to exclude anyone who attempted to participate without conforming to all
the requirements. The survey population completing the survey comprises 58 par-
ticipants, 28 residents of Lisbon (48%) and 30 of Copenhagen (52%). 31 are male
(53%), 26 are female (45%), and 1 does not identify with either of the two gen-
ders (2%). 36 participants are portuguese (62%), 4 are danish (7%), and 18 have
other nationalities (31%). Of all the participants, 6 have double nationality (10%).
The next chapter follows an analysis of how working against not working (inde-
pendent variable) affects the playback methods the participants choose (dependent
variable). Additionally, a comparison of the average results between participants
from Copenhagen and Lisbon attempts to answer the question of how the activity
of working is related to passive listening behavior and if significant differences can
be observed among the population of the cities. The imposition of histograms is
used to observe the data.
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Results

3.1 Population sample

The population sample composed of 30 individuals residing in Copenhagen and
28 residing in Lisbon, is composed of 18 individuals between 16 and 25 years old,
31 between 26 and 35 years old, 7 between 36 and 45 years old, 1 between 46 and
55 years old, and 1 between 56-65 years old. In terms of years residing in one of

Figure 3.1: Age of the population sample.

the two cities, 19 individuals are residing in Copenhagen for less than 5 years, 5
residing in between 5 and 10 years, 1 between 21 and 25 years, 2 between 25 and
30 years, and 1 for more than 30 years. In Lisbon, 5 individuals are residing for
less than 5 years, 4 residing in between 5 and 10 years, 4 residing in between 11
and 15 years, 2 between 16 and 20 years, 3 between 21 and 25 years, 3 between 25
and 30 years, and 8 above 30 years.

27
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Figure 3.2: Population sample number of years residing in Copenhagen.

Figure 3.3: Population sample number of years residing in Lisbon.

3.2 Music streaming apps and media players

On a quick note, the results provide, for both cities, clear use of music streaming
apps much higher than music media player apps. Wherefrom all participants, 28
in Copenhagen and 23 in Lisbon use more music streaming apps, 1 in Copenhagen
and 4 in Lisbon use more music media players, and equally 1 for both cities use
both means equally.
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3.3 Playback method and activity context

At section A.2 in the appendix, a group of histograms present the differences and
similarities in playback method for passive listening depending on activity context
among all participants, Copenhagen and Lisbon residents, when working and not,
and when working and not working among the two groups of participants.

3.3.1 General population comparison: working and not working

A general comparison follows, including all participants, without focus on their
city of residence (Copenhagen and Lisbon), between each playback method indi-
vidually when working and not.

Song after song passive listening when working plotted against not working shows
an overlap that doesn’t present a significant difference from being on or off job
work activity. In both contexts, there’s a tendency for listening more to a song
after song than not. A concern to the term song after song arises. The intention is
to mean selection, by the user, of each track getting played (like placing songs on
queue). It appears unlikely to be the case when working due to the focus required
and sense of responsibility. Address to figure A.1 in the appendix for histogram
data.

The most significant difference observed for passive listening to a single artist
when working and not is that it is more the case when not working, although
it still happens while working and with less frequency. Address to figure A.2 in
the appendix for histogram data.

No significant difference in listening to album or genre is detected. It seems likely
preferred for both working and not working activity. Address to figure A.3 in the
appendix for histogram data.

Listening playback method playlist or folder, plotted for working against not work-
ing, shows a higher frequency to always listening when working. Additionally, the
plot shows a high frequency for always listening (7 in the Likert scale) in both con-
texts combined. Address to figure A.4 in the appendix for histogram data.

Shuffle on collection shows a very identical plot for working against not work-
ing, with peaks on both extremes of the Likert scale. Address to figure A.5 in the
appendix for histogram data.

Online recommendation shows a low incidence in the higher end of the Likert
scale, with an overall spread all along with its range. Address to figure A.6 in the
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appendix for histogram data.

Radio has the highest selection on one of the Likert scale values in both work-
ing and not working contexts, with never (1) selected for radio in both contexts
and few choices of the items from the middle (4) to the higher end (7) of the scale.
The researcher assumes radio is a less popular method of music listening, whatever
the activity context is (unless driving [24]). Address to figure A.7 in the appendix
for histogram data.

3.3.2 Working comparison: Copenhagen and Lisbon

A comparison between the two populations (residents of Copenhagen and Lisbon)
follows, between each playback method individually when working.

In the Likert scale, song after song when working shows a higher selection for
residents in Copenhagen than in Lisbon. Still, the general tendency falls from the
middle to the higher end of the scale. Again, a concern to the term song after song
being misunderstood by the participants is considered. Address to figure A.8 in
the appendix for histogram data.

Passive listening to an artist when working shows a higher preference in the res-
idents of Lisbon than those of Copenhagen, with both having a similar selection
on the middle range of the Likert scale. Address to figure A.9 in the appendix for
histogram data.

Likewise, in terms of passive listening to album or genre when working, the plot
shows Lisbon residents to have a higher preference for this playback method rather
than Copenhagen residents. Address to figure A.10 in the appendix for histogram
data.

The playlist or folder passive listening when working plot shows a clear higher
(end of the Likert scale) preference of the residents of Copenhagen in comparison
to those of Lisbon that find themselves more present at the lower end of the Likert
scale. Address to figure A.11 in the appendix for histogram data.

The plot for shuffle on collection, when working, shows a higher preference for
this playback method by the residents of Lisbon. The opposite is the case for the
residents of Copenhagen. Address to figure A.12 in the appendix for histogram
data.

The plot for online recommendation listening when working shows residents of
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Copenhagen more at the lower and higher end of the Likert scale. In comparison
to those of Lisbon, found in the middle of it. In general, almost no differences are
visible between the two populations. Address to figure A.13 in the appendix for
histogram data.

As for radio passive listening when working, a slightly higher preference in the
plot is shown for the population of Lisbon. Although, in general, the tendency of
the result is for the lower end of the Likert scale. Address to figure A.14 in the
appendix for histogram data.

3.3.3 Not working comparison: Copenhagen and Lisbon

A comparison between the two populations (residents of Copenhagen and Lisbon)
follows, between each playback method individually, when not working.

When not working, the song after song plot shows a similar distribution in the
Likert scale for the residents of both cities, with a higher tendency towards the
higher end of the scale. Again, a concern to the term song after song getting mis-
understood by the participants is under consideration. Address to figure A.15 in
the appendix for histogram data.

The plot for passive listening to an artist when not working shows a similar distri-
bution in the Likert scale among the residents of both cities. The same plot shows
a higher tendency from the residents of Lisbon to the higher end of the scale. Ad-
dress to figure A.16 in the appendix for histogram data.

Passive listening to an album and genre, when not working, has the respective
plot showing a tendency of the participants of Lisbon to the central values of the
Linker scale. The participants of Copenhagen tend to the edges of it. In general, a
higher tendency to the higher values of the scale shows. Address to figure A.17 in
the appendix for histogram data.

The plot shows that while the residents of Lisbon, when not working, do pas-
sive listen of a playlist or folder with a tendency on the lower values of the Likert,
the ones of Copenhagen present the opposite behavior (7 on the scale gets a sig-
nificant amount of selection per participants residing in Copenhagen). Address to
figure A.18 in the appendix for histogram data.

The plot for residents of Copenhagen against Lisbon, on their preference for pas-
sive listening of music to shuffle on collection when not working, shows a higher
tendency for residents of Lisbon on the lower end of the Likert scale. The opposite
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can be observed for the residents of Copenhagen. Address to figure A.19 in the
appendix for histogram data.

When not working, online recommendation has the residents of Lisbon hitting
higher on the lower end of the Likert scale. The Copenhagen population places
its answers on the edges of the scale. Address to figure A.20 in the appendix for
histogram data.

For residents of both cities, radio, when not working, has most selections on the
Likert scale to the lower end of it, with most selection on the last value (1) of the
scale. Address to figure A.21 in the appendix for histogram data.

3.3.4 Copenhagen and Lisbon comparison: working and not working

A final comparison follows, between the activity of when working and not work-
ing, and between the population of each city, for each playback method individu-
ally.

For passive listening of a song after song in Copenhagen, working has a higher
incidence over the edges of the Likert scale, and not working has a higher in-
cidence at the center. In Lisbon, working and not working tend to have higher
values on the Likert scale. Like the previous cases, a concern to the term song after
song getting misunderstood by the participants is under consideration. Address to
figure A.22 in the appendix for histogram data.

For passive listening of an artist in Copenhagen, working and not working have
a higher incidence on the higher values of the Likert scale. Not working reaches
the higher edge of the range (6 and 7) and working places below that (4 and 5).
Lisbon, similarly, tends to the higher values, both working and not working, with
less incidence (both) on the smaller values in comparison to Copenhagen. Address
to figure A.23 in the appendix for histogram data.

For passive listening of an album or genre in Copenhagen, working and not work-
ing both tend to the higher values of the Likert scale. Working shows a solid
selection at the middle value (4) of the scale. Lisbon tends to the middle of the
scale, both working and not working. Address to figure A.24 in the appendix for
histogram data.

In Copenhagen, for passive listening of a playlist or folder, there’s a high incidence
on the highest value of the Likert scale (7) for both working and not working, and
in general more the higher values than the smaller ones of the scale. Lisbon shows
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a similar frequency throughout the Likert scale for both working and not working.
Address to figure A.25 in the appendix for histogram data.

In Copenhagen, for passive listening of shuffle on collection, there is a common
higher incidence on the higher values of the Likert scale for working and not work-
ing. Lisbon shows a distribution of frequency on both the edge values of the Likert
scale. Address to figure A.26 in the appendix for histogram data.

In Copenhagen, for passive listening of online recommendation, the plot shows a
similar frequency through the whole range of the Likert scale for working. Not
working, the frequency tends to both edges of the scale. In Lisbon, working
presents a higher incidence on the smallest values on the edge of the Likert scale,
while working is placed at the central ones. Address to figure A.27 in the appendix
for histogram data.

In Copenhagen, for passive listening of radio, working and not working tend to the
smaller values of the Likert scale with incidence on the lowest value (1). Lisbon,
comparatively, has its results more spread through the whole Likert scale, similar-
ity, between working and not working, although sharing the incidence towards the
lowest values of the scale. Address to figure A.28 in the appendix for histogram
data.

3.4 Final observations

Repeated measures mixed ANOVA [45] with "Working" and "Not working" as the
within-subject factor and "City" (Copenhagen and Lisbon) as the between-subject
factor. The tests of within-subject effect present no significant (above 0.05) F val-
ues. The "Sig. value" shows a significant value, 0.007, for listening to an artist as a
playback method. Finally, according to the partial eta squared results, for all play-
back methods, the test of within-subjects showed significant results (below 0.05).
The tests of between-subjects effects show no significant F value, all significant
"Sig. values" (all 0), and no significant partial eta squared values (all above 0.05).
For difference withing-subject of working and not working, listening to a single
artist has a significant Sig. value, and therefore the only significant variance when
working and not working among the playback methods in focus. More deductions
may be inferred through the histograms addressing the comparisons in the previ-
ous section (consult. A.2). Finally, the plots of estimated marginal means for each
playback method studied follow .
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Figure 3.4: Repeated measures mixed ANOVA with "Working" and "Not working" as the within-
subject factor and "City" as the between-subject factor for passive listening to song after song.

Figure 3.5: Repeated measures mixed ANOVA with "Working" and "Not working" as the within-
subject factor and "City" as the between-subject factor for passive listening to an artist.
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Figure 3.6: Repeated measures mixed ANOVA with "Working" and "Not working" as the within-
subject factor and "City" as the between-subject factor for passive listening to an album or genre.

Figure 3.7: Repeated measures mixed ANOVA with "Working" and "Not working" as the within-
subject factor and "City" as the between-subject factor for passive listening to a playlist of folder.
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Figure 3.8: Repeated measures mixed ANOVA with "Working" and "Not working" as the within-
subject factor and "City" as the between-subject factor for passive listening to shuffle on collection.

Figure 3.9: Repeated measures mixed ANOVA with "Working" and "Not working" as the within-
subject factor and "City" as the between-subject factor for passive listening to online recommendation.
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Figure 3.10: Repeated measures mixed ANOVA with "Working" and "Not working" as the within-
subject factor and "City" as the between-subject factor for passive listening to radio.





Chapter 4

Research contribution

Murciego et al. in their article "Context-Aware Recommender Systems in the Mu-
sic Domain: A Systematic Literature Review" (2021) [53] present a review of re-
search and development of context-aware recommendation systems in the music
domain. The results of the review are divided per contextual factors (more com-
monly employed), devices and technologies (for extracting contextual information),
recommendation algorithms (context information exploited), the recommendation
process and employment of algorithms), and evaluation metrics (to validate the
effectiveness of the recommendation system).

4.1 Contextual factors

The context in the music domain divides into two groups, environment-related
and user-related [61]. Environment-related refers to the context of the physical en-
vironment and devices used by the user. User-related refers to the current activity,
knowledge background, and social context of the user.

4.1.1 Environment-related

In terms of physical context, environment-related context covers location, weather,
time, and others such as traffic activity or ambient light. In terms of interactive
media, the use of mobile devices, desktop devices, vehicles, wearables, virtual
assistants, and session context are considered.

4.1.2 User-related

In terms of social context, through the access to social media data of the user,
user-related context covers people met by the user at a given time, people the user
connects or interacts with, and people’s role and relationships of trust in the user’s

39
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environment. In terms of modal context (user’s state of mind, goals, mood, ex-
perience, and cognitive capabilities), the user’s emotional state, skills, and culture
are considered. Finally, user activity refers to tasks performing specific physical
activities, and the physiological state (measured through biometric variables).

4.1.3 Further considerations

The knowledge the recommendation system has of the context can be classified
as fully or partially observable, and unobservable. Respectively, means that the
acquisition of contextual data is either complete, incomplete or nonexistent. Con-
sidering changes in the user’s context over time, the context can be considered
as static (steady music listening behavior over whole context activity) or dynamic
(accentuated changes on music listening behavior over whole context activity). Fi-
nally, in terms of the recommendation system’s acquisition of the user’s context
information, the acquisition of the data can be considered explicit, explicit, or in-
ferred. Inferred means that the acquired information is a prediction based on the
interaction of the user with the system.

4.2 Devices and technologies

The sensor can be classified into four categories: physical or hardware sensors,
virtual or software sensors, social sensors, and human sensors [38].

4.2.1 Physical sensors

Physical sensors are the ones that provide a raw measurement of the environment.
Such sensors are the GPS, accelerometer and gyroscope, WiFi and Bluetooth, cam-
era, microphone, and biosensors. GPS provides the geographical location of the
user. Accelerometer and gyroscope can detect physical activity through the cap-
ture of movement. WiFi and Bluetooth give the user’s presence and position to
devices nearby. The camera can give the emotional state of the user through emo-
tion recognition through facial analysis as well as the geographic location in some
cases. The microphone provides information on the user environment and cap-
tures spoken conversation. Last, biosensors refer to EEG and heart rate monitors
to capture the state of the user.

4.2.2 Virtual sensors

Virtual sensors refer to the combination of measurements from different sensors.
Its use can provide information on external devices and their APIs, such as geolo-
cation acquisition through an IP. More precise measures of a contextual factor are
possible through information fusion techniques.
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4.2.3 Social sensors

Social sensors extract data from the social media content of the user. Facial expres-
sion recognition can provide information on the user’s emotions by accessing their
photos. Sentiment analysis of text published recently on the user’s social media is
considered.

4.2.4 Human sensors

Human sensors regard explicit information that the user provides such as a textual
description of a playlist or a mood description of the activity being performed.

4.3 Recommendation algorithms

Context-aware recommendation systems have information added to them through
different paradigms. 2D methods, contextual prefiltering, contextual post filtering,
and contextual modeling are the recommendation processes in use [75].

4.3.1 2D methods

2D methods work in a two-dimensional space, most commonly through the follow-
ing function: User × Item → Rating. With contextual attributes taken into account,
the following paradigms (contextual prefiltering, postfiltering, and modeling) ap-
ply.

4.3.2 Contextual prefiltering

Contextual prefiltering uses contextual attributes to filter the data before other
recommendation systems algorithms. Therefore, any recommendation algorithm
can be applied independently of contextual prefiltering, although, consideration
of the amount of data available after prefiltering must be taken so that there is
enough information available to generate relevant recommendations. To counter
such a situation, generalization techniques can be applied to acquire contexts less
specific and have contextual group attributes in hierarchies or use dimensionality
reduction models. This approach includes item splitting, user splitting, and user-
item splitting, which, if the ratings are very different, splitting the profile of an
item or user will create new entities of items or users that are linked to a given
context.

4.3.3 Contextual postfiltering

Contextual postfiltering applies contextual attributes filtering to the recommenda-
tions obtained after the usual methods of recommendation are applied. The recom-
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mendations acquired within this paradigm are contextualized according to filtering
or selection (discards recommendations irrelevant to the context), and ranking ad-
justment (ranking is altered due to the context). Additionally, these techniques can
be classified into heuristic (pursuing the common characteristics of an item for a
specific user in a given context), and model-based (predictive model considering a
given context).

4.3.4 Contextual modeling

Contextual modeling adds contextual information into the recommendation algo-
rithm (not before or after), creating the multidimensional space: User × Item ×
Context → Rating. The contextual information can be multidimensional itself and
therefore incorporating such information into the recommendation model, using
the contextual dimensions as predictors of the rating from the user to the item.
Model-based contextual modeling is an approach where the contextual dimension
is directly added to the recommendation space and makes possible the employ-
ment of machine learning techniques such as classification and regression, and
support vector machines. Additionally, collaborative filtering based on matrix fac-
torization is possible with tensor factorization, factorization machine, and context-
aware matrix factorization approaches. Heuristics in contextual modeling employ
an extension of k-nearest neighbor techniques. Contextual modeling can be the
combination of any of the other paradigms with this one.

4.4 Evaluation metrics

In addition to the first section on the introduction chapter of this research, some
further considerations should be had when performing either user studies, on-
line or offline evaluations. This concerns coverage, novelty, serendipity, diversity,
sequence-aware evaluation measures. Coverage concerns the proportion of items
on which the system generates recommendations, and therefore, the importance of
coverage deals with situations where a music catalog won’t get recommended be-
cause of a cold start or popularity bias. Novelty concerns the items that get recom-
mended to the user and that he wasn’t aware of before (such as recommendation
of the new artist). Serendipity is the attempt to measure recommendations consid-
ered relevant and surprising, although the literature hasn’t provided a consensus
on how to measure this element. Sequence-aware evaluation measures consider
the transition between songs during a listening session, this concerns mostly mu-
sic genre and aims to predict a satisfactory suggestion by analyzing the order the
user is listening to songs.
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4.5 Datasets

Among the most used datasets in music recommendation systems, there are the
MillionMusicalTweets (location and timestamp), LastFM1K (timestamp), and Spo-
tify Playlists Dataset (playlist name). In terms of contextual information, the In-
CarMusic dataset contains multiple contextual factors, which are modal, weather,
driving style, road type, traffic conditions, social, timestamp, and tags. The InCar-
Music dataset is one of the most used in context-aware recommendation systems,
as well as datasets from Last.fm (social tags and timestamps) which has become a
reference.

4.6 Current challenges

Apart from the cold start problem, popularity bias, and dimensionality, a couple
of other concerns challenge the state of the art of context-aware recommendation
systems (CARS). In regards to the evaluation of CARS, an increase of datasets with
more contextual information is likely to lead to improvements in the subject. The
recommendation of less popular items, as popular items are generally more rec-
ommended, can boost the enhancement of novelty and diversity in CARS. Increase
of emotion-aware methods (using NLP on the text and artificial vision on photos
from recent social information), consideration of the situation in intention (infer-
ring the intention the user is listening to music for and the situation the user’s
in), and voice-driven interaction (voice assistant that engages in dialogue with the
user) are suggested open lines of research by Murciego et al. (2021).

4.7 Research project

4.7.1 Research considerations

From the topics covered above, the present research considers some of them for
the future development of a context-aware recommendation system that considers
the playback methods as the target of suggestion according to the activity context.
In terms of contextual factors, the research considers location/time (environment-
related), activity (user-related), and explicit data. This means, location and time
or activity provided explicitly by the user giving their activity context. In terms of
devices and technologies, these are not considered as explicit data (text or photos)
and are to be provided by the user explicitly without recurring to implicit sensor
data (due to ethical motives [56] that are not covered in this research). For the rec-
ommendation algorithms, contextual prefiltering is of interest as it shall select the
playback method, upon explicit information of the user’s activity at a given mo-
ment, before any other type of recommendation operation takes place. User studies
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are of most interest as an evaluation metric, which could be useful for the creation
of new datasets that have further consideration in contextual elements. Further-
more, a sequence-aware recommendation for the automatic change of the playback
methods is considered. The challenge of situation and intention-awareness is an
important consideration for future work and is extended in the next chapter.

4.7.2 State of the art

Keeping close to the aspects considered in the previous section, state of art ap-
proaches to context-aware recommendation systems explore the importance of the
emotion a specific place can arouse and has been studied to match music to a
specific place [43], giving special attention to the specifics of the user’s venue and
the atmosphere that surrounds [14][15]. Time-aware music recommendation de-
velopment has paid attention to overlooked aspects such as users’ listening habits
over time, far fewer ratings than listening records in music providing systems [49],
and has improved the accuracy of music recommendation. In other research [72],
again, the use of user listening habits data has been shown to improve the rec-
ommendation accuracy. A relevant tool to access this temporal information from
music stream apps is ListenBrainz [51]. More research considers that tracks are
short, listened to multiple times, typically consumed in sessions with other tracks,
and relevance is highly dependent on context [31]. Approximate nearest-neighbor
search algorithms are popular for tackling such challenges, such as t-SNE [54].
As most of the research focuses on the use of implicit data, extracted from social
media, for example, much more than explicit (25 works on explicit and 81 in im-
plicit covered in the CARS review research [53]). Zhou et al. (2020) [82] propose
a conversational model, relying on explicit data from the user, in a ”user ask, sys-
tem respond” dialog fashion. Additionally, the user is permitted to express their
music requirements via text. From the acquired data to the recommendations, the
bandit-based algorithm [44] is applied. Beside the range of research considerations,
in terms of implicit data, promising results have been attained with the use of click
and cursor movement to access the emotional state of the user and use this infor-
mation for music recommendations [41]. Using prefiltering has presented good
results when applying semantic similarity of tags [17], particle swarm optimiza-
tion, and unsupervised learning [25]. Finally, a recent user-based study (2020) has
been conducted to look into the influence of context in music preference [66]. The
result proposed a new framework for music context-aware recommendation sys-
tem divided into three steps, combination of ratings, clustering-based predictive
model generation, and generation.
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4.7.3 Present research novelty

Extending the research of Kamalzadeh et al. (2011) [53], the questionnaire consid-
ered preferred methods of music playback for different activities (passive listening)
and attached a cultural aspect by comparing the results between residents of two
different cities instead of the ones of a single city, as conducted in the mentioned re-
search. Additionally, although there’s a higher download number of music media
player apps in Portugal than Denmark [68], Spotify is the most downloaded app
in both countries. While there’s a higher number of participants residing in Lisbon
who use media player apps more (and equally use to online stream) in comparison
to Denmark, music streaming app is without contesting wider used. Should be
considered that the data from SimilarWeb on most downloaded music apps refers
to a whole country population, where the present research focuses on the residents
of two cities, as this data represents additional populations to the ones in focus in
this research. As for the user study performed in this research, there seems to be no
significance in considering the autonomous playback method as a core attribute of
context in a context-aware recommendation system. This research is therefore rel-
evant as it provides novel information on the playback methods aspect and invites
researchers to add additional contextual consideration for a new user study that
may provide significant insight and apply it to the development of more accurate
music recommendations.





Chapter 5

Conclusion and future work

Although the present research can statistically prove a significant variance between
music listening preferences among the residents of two different cities, it is con-
cluded that no significant information on how an autonomous recommendation
system, that considers activity to select a music playback method, can bring forth
the improvement of context-aware music recommendation systems. This is due to
the lack of statically proven significance among the preference for playback meth-
ods among the two different activity contexts studied. Nevertheless, the research
is driven by a recent increase of interest in context-aware recommendation systems
in academic literature and attempts to motivate the readers and researchers inter-
ested in the topic to pursue similar lines of research.
From a music listening behavior discipline angle, the present research presented
a novel approach by considering two populations and their work culture to ana-
lyze differences in terms of music playback method of preference, a parameter of
music listening that hasn’t been given yet attention in previous literature concern-
ing context-aware recommendation system for music. Significance has been found
between the passive music listening between the residents of Copenhagen and Lis-
bon. Except for one case (artist playback method preference), no significance is
found in the different results for working and not working. Therefore, future re-
search should get new insights on both populations by considering further social-
economic factors concerning music genre preferences [65] as this paper shows how
people living in Portugal and Denmark, with concern to the cultural and socio-
economic background of the listener, place in distinct country archetypes. Due
to the qualitative complexity of emotion concepts and terms [19], an important
parameter overlooked in the present research is affective states. In future work,
affective states [81] shall be applied with the use of NLP techniques for senti-
ment analysis (using VADER [16]) of explicit text data provided by the user in a
fashion that goes along with the works of Polignano et al. (2021) [60], where an
emotion-aware computational model based on affective user profiles is proposed,
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an affective coherence score between an item and the user profile is defined. In this
way, preferences depend on user emotional state varies from user to user. Likely
important, as considered in the CARS review research (2021) [53], situation and
intention-aware, are to be considered too, for accurately inferring the activity that
the user is performing more precisely, identifying the intention with which the
user listens to music and in which situations.
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Appendix A name

A.1 Questionnaire

Questionnaire on music listening behavior when and when not at work.
In order to take this test you must be residing in either the city of Copenhagen or
Lisbon, be employed and working. Please answer to all questions the most accu-
rate way possible.

In which city do you have a residence right now?

• Copenhagen

• Lisbon

In total how many year have you lived in this city?

• <5

• 5-10

• 11-15

• 16-20

• 21-25

• 25-30

• >30

How old are you at the present moment?

• <15
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• 16-25

• 26-35

• 36-45

• 46-55

• 56-65

• >65

Select your nationality.

If you have double nationality, select your other nationality. Otherwise, choose
the option "Doesn’t apply".

Select the gender you identify with.

• Female

• Male

• Other

Select the type of platforms you use to listen to music. Check all that apply.

• Music media player (audio files required)

• Music streaming app (online audio stream)

• Both equally

• None of the above

From 1 to 7, where 1 is never and 7 is always, select how often you listen to music
in a determined playback method when working.

• Song after song

• Artist

• Album or genre

• Playlist or folder

• Shuffle on collection

• Online recommendation
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• Radio

From 1 to 7, where 1 is never and 7 is always, select how often you listen to music
in a determined playback method when not working.

• Song after song

• Artist

• Album or genre

• Playlist or folder

• Shuffle on collection

• Online recommendation

• Radio

The questionnaire is over. Thank you for completing it.

A.2 Histogram data & Copenhagen and Lisbon populations

Figure A.1: Comparison of working and not working passive music listening preference to song after
song among all participants.
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Figure A.2: Comparison of working and not working passive music listening preference to artist
among all participants.

Figure A.3: Comparison of working and not working passive music listening preference to album or
genre among all participants.

Figure A.4: Comparison of working and not working passive music listening preference to playlist
or folder among all participants.
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Figure A.5: Comparison of working and not working passive music listening preference to shuffle
on collection among all participants.

Figure A.6: Comparison of working and not working passive music listening preference to online
recommendation among all participants.

Figure A.7: Comparison of working and not working passive music listening preference to radio
among all participants.
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Figure A.8: Comparison of Copenhagen and Lisbon residents passive music listening preference to
song after song when working.

Figure A.9: Comparison of Copenhagen and Lisbon residents passive music listening preference to
artist when working.

Figure A.10: Comparison of Copenhagen and Lisbon residents passive music listening preference to
album or genre when working.
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Figure A.11: Comparison of Copenhagen and Lisbon residents passive music listening preference to
playlist or folder when working.

Figure A.12: Comparison of Copenhagen and Lisbon residents passive music listening preference to
shuffle on collection when working.

Figure A.13: Comparison of Copenhagen and Lisbon residents passive music listening preference to
online recommendation when working.



64 Appendix A. Appendix A name

Figure A.14: Comparison of Copenhagen and Lisbon residents passive music listening preference to
radio when working.

Figure A.15: Comparison of Copenhagen and Lisbon residents passive music listening preference to
song after song when not working.

Figure A.16: Comparison of Copenhagen and Lisbon residents passive music listening preference to
artist when not working.
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Figure A.17: Comparison of Copenhagen and Lisbon residents passive music listening preference to
album or genre when not working.

Figure A.18: Comparison of Copenhagen and Lisbon residents passive music listening preference to
playlist or folder when not working.

Figure A.19: Comparison of Copenhagen and Lisbon residents passive music listening preference to
shuffle on collection when not working.
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Figure A.20: Comparison of Copenhagen and Lisbon residents passive music listening preference to
online recommendation when not working.

Figure A.21: Comparison of Copenhagen and Lisbon residents passive music listening preference to
radio when not working.
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Figure A.22: Comparison of working and not working passive music listening preference to song
after song between Copenhagen and Lisbon residents.

Figure A.23: Comparison of working and not working passive music listening preference to artist
between Copenhagen and Lisbon residents.
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Figure A.24: Comparison of working and not working passive music listening preference to album
or genre between Copenhagen and Lisbon residents.
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Figure A.25: Comparison of working and not working passive music listening preference to playlist
or folder between Copenhagen and Lisbon residents.

Figure A.26: Comparison of working and not working passive music listening preference to shuffle
on collection between Copenhagen and Lisbon residents.
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Figure A.27: Comparison of working and not working passive music listening preference to online
recommendation between Copenhagen and Lisbon residents.
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Figure A.28: Comparison of working and not working passive music listening preference to radio
between Copenhagen and Lisbon residents.
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Figure A.29: Non-danish population in Copenhagen by nationality and gender
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Figure A.30: Non-portuguese population in Lisbon by nationality and gender
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