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Abstract
Humanity has been struggling with infectious diseases since the dawn of time.
These diseases pose a great threat to society and the fight against them is some-
times challenging. Currently, the world is struggling with a pandemic of a virus
that causes a disease called Covid-19. Disease is rarely fatal but spreads quickly
and becomes easily out of control. Controlling the spread of the virus has become
a challenge for governments. In this project, we propose to use a reinforcement
learning algorithm to find the optimal policy to keep hospitalized and severe (re-
quiring a respirator) cases within the imposed thresholds. We use an agent-based
modelling technique to simulate society and the spread of the virus within it. Fol-
lowing the actions of governments regarding the pandemics, we have established a
list of policies that, cause reactions similar to those in the real world. We apply the
model-free value iteration reinforcement learning algorithm to the model to find a
sequence of policies that will allow to control the spread of the disease and keep
hospitalized and those requiring a respirator at a level that will not overload health
care. We create three models with different complexities to test the operation of
the algorithm. We simulate two models and the results show that the algorithm
can find the desired sequence of policies.

iii





Contents
1 Introduction 3

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Thesis scope and content . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Related Works 7
2.1 COVID-19 outbreak . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Infectious diseases models . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Agent-based modeling and simulation . . . . . . . . . . . . . . . . . . 10
2.4 Infection spread control . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 Project Approach 13

4 Methods 15
4.1 Markov decision process . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Dynamic programming and reinforcement learning . . . . . . . . . . 17

4.2.1 Model-free value iteration . . . . . . . . . . . . . . . . . . . . . 18

5 System Design 21
5.1 Agent-based model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

5.1.1 Humans . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.1.2 Grid environment . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.1.3 Economy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

5.2 SEIHVR Epidemic model . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.2.1 SEIHVR model . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5.3 Policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.4 Reinforcement learning . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.4.1 Exploration - exploitation strategy . . . . . . . . . . . . . . . . 34
5.4.2 Reward function . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.5 Single workplace model . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.5.1 Simulation and learning process . . . . . . . . . . . . . . . . . 36
5.5.2 Markov decision process . . . . . . . . . . . . . . . . . . . . . 40

5.6 Dynamic programming for single workplace simulation . . . . . . . 47
5.7 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.7.1 Structure of the program, initial model . . . . . . . . . . . . . 52
5.7.2 Structure of the program, single workplace model . . . . . . 54
5.7.3 Learning procedure . . . . . . . . . . . . . . . . . . . . . . . . 55
5.7.4 Implementation of policies . . . . . . . . . . . . . . . . . . . . 55

v



Contents 1

6 Tests and Results 57
6.1 Agent-based model: policies tests . . . . . . . . . . . . . . . . . . . . 57

6.1.1 Policy 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.1.2 Policy 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.1.3 Policy 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.1.4 Policy 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.1.5 Policy 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.1.6 Policy 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.1.7 Policies Comparison . . . . . . . . . . . . . . . . . . . . . . . . 68

6.2 Single workplace model: policies tests . . . . . . . . . . . . . . . . . . 71
6.2.1 Policy 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2.2 Policy 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.3 Policy 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.3 Reinforcement learning . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3.1 Single workplace environment . . . . . . . . . . . . . . . . . . 74
6.3.2 Second illustrative model . . . . . . . . . . . . . . . . . . . . . 77
6.3.3 Simulation with optimal policies . . . . . . . . . . . . . . . . . 79

7 Conclusions and Further Development 81

Bibliography 83

List of Figures 87

List of Tables 91





Chapter 1

Introduction

1.1 Introduction

COVID-19 is a contagious disease that a person can get if he becomes exposed to
the new severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Initially,
the virus appeared in Wuhan, China at the end of 2019. In the next months, it
spreaded throughout the world and in March 2020, the World Health Organiza-
tion (WHO) declared it a pandemic. After the outbreak of the Covid-19 pandemic,
everyday life does not remind at all the one that it used to be during the previ-
ous years. The pandemic has directly affected public health worldwide. All over
the world, healthcare systems struggled with an unknown opponent and, on most
occasions at least, proved to be unprepared for such a battle. Additionally, the
global economy is suffering another big crisis and at the same time, coronavirus
has affected a lot of aspects of humans life such as social relationships, education
and politics. Thus, the Covid-19 pandemic has become one of the most important
challenges for humanity to overcome at the moment.

Figure 1.1: Spread of Covid-19 disease until end of March 2020. Red numbers specify number of
countries with confirmed Covid-19 cases until January 20th, February 15th, March 1st and March
20th [2].

All over the world, governments enacted a variety of new laws and adopted
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4 Chapter 1. Introduction

different policies and non-pharmaceutical interventions for controlling the spread
of the disease. For instance, such policies are obligatory use of face masks in both
indoor and outdoor places, international travel restrictions, social distancing, work
from home, closure of schools and universities.

A significant asset to limit the coronavirus spread is the ability to forecast its
epidemiological evolution and its economical effects. This can be achieved with
mathematical simulation models of the pandemic dynamics, which emulate soci-
ety. There is a variety of important factors to predict but in general the most vital
ones are:

• Number of hospitalized people.

• Number of people in intense care units (ICUs).

• The numbers of other epidemiological compartments such as the number of
infected and recovered people.

• Possible contacts/infections per day.

These mathematical simulation models of the pandemic dynamics can be eas-
ily extended to different societies by modifying the input parameters, and are able
to simulate and study multiple epidemiological and lockdown scenarios. Political
and health authorities can use such models as a guide to plan their actions and
policies against Covid-19 pandemic. Motivated by this, this current thesis pro-
poses an agent-based model together with reinforcement learning to understand
the propagation of the Covid-19 disease and to provide policies to control it.

1.2 Thesis scope and content

The scope of this thesis is to provide a long term policy to control Covid-19 disease
spread by using an Agent-based model (ABM) together with reinforcement learn-
ing (RL) methods when the dynamics of the disease model is not fully known.
This is planned to be achieved with reinforcement learning methods applied to
ABM. The ABM simulates the disease dynamics using a society of agents, which
emulate people, families, businesses, school and workplace environment. The epi-
demic model that is used to model the pandemic dynamics is a SEIHVR (Susceptible-
Exposed-Infected-Hospitalized-Severe-Recovered) model, where the total popula-
tion is equal to the sum of the people belonging to these health condition groups.

Six different policies of social distancing interventions are simulated:

• No restrictions.

• No restrictions with slightly lower contagion probability.
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• Vertical isolation.

• Vertical isolation and obligatory use of face masks.

• Vertical and partial isolation, obligatory use of face masks and conditional
lockdown.

• Partial lockdown.

• Total lockdown.

Some states must be considered constrained since the capacity of hospitals and
intensive care units is limited. Therefore, a threshold is defined for the number of
people in hospital and intensive care units (belonging at hospitalized and severe
cases groups respectively). Objective of the reinforcement learning is to minimize
the number of exposed and infected people by keeping the numbers of people
in hospital and intensive care under the thresholds. Furthermore, the reinforce-
ment learning algorithm must take under consideration the influence of the con-
trol strategies on the economy and pursue to achieve the less negative effects on
economy.
In the next chapter, some related works that already have been done concerning
control of epidemiological dynamics of other diseases are presented. In chapter 3,
the general approach of the thesis is stated. The methods and the procedures that
are followed for the design and the implementation of the system are documented
in chapter 4 and 5 respectively. Chapter 6 presents the results of the testing simu-
lations. Finally, in the last chapter, conclusions, future work and possible further
steps on the project are discussed.





Chapter 2

Related Works
In this chapter, we present some existing researches conducted on mathematical
modeling of pandemics in general, as well as modeling the Covid-19 pandemic.
More precisely, we focus on infectious diseases models, agent-based model, agent-
based simulation and policies to control the pandemic.

2.1 COVID-19 outbreak

As of today, COVID-19 is an ongoing global pandemic caused by the severe acute
respiratory syndrome coronavirus 2 (SARS-CoV-2) [26]. The pandemic was pub-
licly declared on 11 March 2020 however the first encounter with the virus took
place in December 2019 in Wuhan, China. Since then, governments and scientists
work tirelessly to control the rapid spread of the virus. Specialist started to come
up with models of the pandemics, analyses of the dynamics and virus progres-
sion, ways of controlling and preventing the virus from the rapid spread [27]. In
this thesis, we aim to focus on the control of the outbreak. Initially, we will focus
on the simulation of the epidemic model with proper parameters compatible with
real-world conditions and control of epidemics by using reinforcement learning.

2.2 Infectious diseases models

The purpose of modeling infectious diseases in form of mathematical models is
to get a better understanding of how the disease propagates and how it reacts to
different inputs. It also plays a role in the development and testing of different
strategies for control.

To discuss about infectious diseases models and later about agent-based mod-
els the term model needs to be explicated. Models are abstract representations of
real-world processes or objects. They are abstract since no model perfectly matches
with the real-world conditions. Mathematical models can be presented in various
ways such as differential equations [11]. Over the years, a wide variety of models
have been developed, from simple to more complicated ones. They were devel-
oped to mimic the behaviours and propagation of the diseases. Infectious disease
models can be formulated by using differential equations and proper parameters
compatible with real-world data.

7



8 Chapter 2. Related Works

One of the basic infectious diseases model is SIR (Susceptible Infected Recov-
ered) model [11] dating from the early 20th century. It consists of three compart-
ments:

• S - Susceptible, number of susceptible individuals. These are liable to get a
disease when exposed to a contact with infected individual.

• I - Infected, number of infected people. These can infect susceptible group.

• R - Recovered or removed, number of recovered/removed. This group un-
derwent the infection and recovered from it or died.

Figure 2.1: Transfer diagram for the simplest SIR model.

The number of people in each group changes in the unit of time, thus the
groups can be represented as a function of time. People change states with as-
sumed transition rates.

The classic SIR epidemic model is given by:

dS
dt

= −βIS
N

dI
dt

=
βIS
N
− γI

dR
dt

= γI

(2.1)

where:

• β is an average number of contact sufficient for transmission of the infection,

• γ represents the transfer rate from infected to recovered.

Moreover, the time between contact can be stated as Tc = β−1 and time to
recover can be stated as Tr = γ−1.

The population is given by:

S(t) + I(t) + R(t) = N (2.2)

Together these two parameters divided are called basic reproduction number
(also called basic reproductive ratio or basic reproductive rate):

R0 =
Tr

Tc
=

β

γ
(2.3)
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This parameter represents the number of secondary infections in the population
caused by one initial infection.

The model was used in simulation of Covid-19 [3] however due to the complex-
ity of the Covid-19 disease, it is not the best choice.

According to research [1] median incubation time for Covid-19 is estimated at
around 5 to 6 days. This means that after having contact with an infected indi-
vidual, a susceptible person before developing an infection, need to go through an
exposed state (incubation time). The SIR model can be extended to SEIR model by
considering the incubation time of the disease. It is a much-preferred choice used
in previous works [23]. SEIR is obtained from SIR model by using Exposed state.
This exposed state can be understood as a delay in the system.

According to data [15] the transition of the coronavirus occurs through proxim-
ity in human to human interactions (1,5 meters), through droplets containing the
virus, or through viral particles that float in the air which may be inhaled into the
lungs. These factors can be modelled in a simulation as contagion distance and
probability of contagion and will control the transition between Susceptible and
Exposed states. The transitions from Infected group to Recovered group happens
after a time called recovery time. The recovery time varies from 10 days onward
[13]. Nevertheless SEIR model gives a good representation of Covid-19 dynamics,
it is still far from complete. This model can be extended by adding more states,
bringing it ever so slightly closer to to real world stages of the disease.

Figure 2.2: Transfer diagram for the SEIR model.

The SEIR model is given by:

dS
dt

= −βIS
N

dE
dt

=
βIS
N
− αE

dI
dt

= αE− γI

dR
dt

= γI

(2.4)

where:

• β is an average number of contact sufficient for transmission of the infection,

• γ represents the transfer rate from infected to recovered,
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• α is an incubation time.

Another research [9] uses a model which contain 8 states namely susceptible
(S), infected (I), diagnosed (D), ailing (A), recognized (R), threatened (T), healed
(H) and extinct (E). The model differentiates between severity of the infected cases
namely non-life-threatening and potentially life threatening and also between de-
tected and undetected cases. It also distinguishes between symptomatic and asymp-
tomatic cases.

The simulation of the model is based on data from Italy and shows how the
situation will progress and what could have happened if several different measures
had been implemented earlier. It shows the benefits of the stricter lockdown and
other measures such as contact tracing.

Figure 2.3: Graphical scheme representing all states in SIDARTHE mathematical model. Source [9]

There are many more details and parameters that can be added to these models.
Vital dynamics (births and deaths), passive immunity’s, vaccination programs and
so on. All these factors will influence the simulation time and accuracy of the
model.

2.3 Agent-based modeling and simulation

Agent-Based Models nowadays are widely used as a powerful and convenient
modeling tool. The concept of ABM involves self-conscious (to some extent) agents,
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which can perform actions on the environment. The concept development started
around the 1970s. Agent-Based Simulation (ABS) can be described as micro-scale
models with agents which are performing actions and interactions with each other
and environment over a period of time to imitate some real world processes. From
ABS one can observe the dynamics of the system. There can be several various
scenarios and factors applied to the simulation to observe a result. ABMs are used
in a variety of different disciplines like biology, business, technology or epidemics
[4] [7].

In biomedical, the ABM is used to study how tissue patterns develop as a result
of cellular interactions [5]. It proved to be useful giving the researches an insight
about complex cellular activity related to cancer, immunology and others.

The ABM concept was also proven exploitable in understating the spread of
diseases [22] [16]. It allows to build various models of environments with au-
tonomous agents (humans) with set of rules such as how the agents interacts and
others.

Recent studies which aim to find a way to end the Covid-19 pandemics are
based on ABMs [23]. They explore and analyze several scenarios to find the strat-
egy to dispose of the virus.

The results indicate, that to control the pandemics, 90% of the population needs
to be isolated, along with travel restriction and case isolation.

Connecting the ABM with Infectious Diseases models can give an insight into
how the pandemics progresses and gives a powerful tool that can be used to find
a way to control the spread.

2.4 Infection spread control

The control of the disease is a great challenge. In the past, with less possibilities to
travel and different people’s approach, it was easier to take the pandemics under
control. Nowadays with possibilities to travel around the globe it is effortless to
spread the virus in no time, causing global pandemics. Also with great availability
of information and disinformation it is hard to control the pandemics, making
them quite hard to dispose.

The first hints of variolation (one of the method to immunize) against the con-
tagious disease called smallpox are dated to 10th century [10]. The method was
a bit different from what we know today, insufflation techniques were used. The
technique involves blowing the immunological material into a body cavity. In 18th
century first vaccines were developed with success, making them safer and so far
the best tool against contagious diseases. Vaccines contributed to disposing a lot of
diseases such as diphtheria, tetanus, pertussis, influenza and measles [21]. How-
ever, the development of the vaccines is time consuming process especially for a
completely new diseases like Covid-19. Before the vaccination program can start
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saving lives, there are different ways to limit the propagation of the virus.
Since Covid-19 is a disease which spread very easily through droplets and

small particles floating in the air or settled on surfaces, a number of regulations
were introduced to counteract. Several recommendations were proven to work
against the spread namely face-masks [14], disinfection [24] and social distance
[6]. Several restrictions were so far proven to have a positive impact on infection
curve. Lockdown introduced all over the world become an efficient way to keep the
severe cases below capacity of medical care [8]. Since most of the life-threatening
symptoms occur in patients in higher age groups, isolation of these groups has a
great impact on reducing the effects of the disease on population.

Nowadays, people are able to simulate the progression of the real world pro-
cesses with great accuracy and based on conclusions, take appropriate actions in
significantly faster time. These simulations can be also used to dispose a pan-
demics. Reinforcement learning techniques help people to control complicated,
stochastic processes.

Researchers have used deep reinforcement learning technique to seek for a se-
quence of policies to control the Covid-19 spread with a great success [19].

In the present thesis, we will focus on the Q-learning technique, to find an
optimal set of policies that will keep the hospitalized and severe cases below the
health care limit.



Chapter 3

Project Approach
In this project, we aim to use reinforcement learning as a way to control the Covid-
19 pandemics by keeping the numbers of people in hospital and intensive care
below the capacity.

Initially, we develop an ABM, to mirror the real world into a smaller and sim-
pler model. The model will contain an environment composed of houses, work-
places, school, hospital and free space. The environment is grid-based i.e., the area
is fixed to a 2-dimensional x by y grid. It will also contain a fixed number of agents.

Each agent will perform fixed actions (go to work, go to school, go home) and
random actions (movement in the environment). The goal is to mimic a real-life en-
vironment in which agents interact with each other to simulate the progression of
the pandemics. Each agent will be assigned to one of six groups at all times namely
susceptible (S), exposed (E), infected (I), hospitalized (H), severe (V) or recovered
(R). Agents will change groups according to transition probabilities. Spread of the
infection will be possible with contagion probability when two agents will find
themselves on the same cell on the grid.

There will be several policies to follow by the agents. Each policy will introduce
a layer of restrictions. Restrictions chosen for the policies are based on previous
research [23].

The task for reinforcement learning controller is to learn, which policies should
be applied to the simulation to keep the hospitalized and severe cases within the
capacity.

Moreover, alongside the model described above which involves a lot of details
and operations, two simpler, illustrative models will be programmed and simu-
lated. The purpose of them is to evaluate the correctness of the reinforcement
learning technique. Reducing complexity and having knowledge and control over
processes that are taking place in the environment of illustrative models, the cor-
rectness of reinforcement learning can be easily confirmed or denied. Having two
illustrative models, one with a larger environment and a larger number of agents
will confirm if the reinforcement learning technique can be used, regardless of the
complexity of the model.

13





Chapter 4

Methods
In this chapter, the methods used in this project are presented and described.
These are Markov Decision Process and Reinforcement Learning technique called
Q-learning.

4.1 Markov decision process

Reinforcement learning problems can be formulated with assistance of Markov
decision processes (MDPs). There are two different cases of MDPs. First one have
deterministic state transitions and second one have stochastic state transitions. In
general, a MDP contains:

• A set of possible states S.

• A set of possible actions A.

• A real-valued reward function R(St,At).

In the MDP setup, the environment’s response at time t + 1 depends only on
the state and action at time t and it is independent of whatever happened in the
past.

15



16 Chapter 4. Methods

Figure 4.1: Graphical illustration of time steps of a MDP environment. Agents receive a reward Rt+1
and end up in state St+1 based on the action At at a particular state St Source: [18].

The goal of the agents is to maximise the cumulative reward that they receive
in total. Total reward at any time instant t is given by the next equation:

Total Reward = Rt+1 + Rt+2 + Rt+3 + ... + RT (4.1)

Where T is the final time step. In Equation 4.1, it can be observed that all
future rewards have equal weights. This fact might not be desirable, therefore an
additional concept of discounting arises. A discount factor γ is defined and each
reward after the immediate reward is discounted by this factor as follows:

Total Reward = Rt+1 + γRt+2 + ... + γ2Rt+3 + ... =
∞

∑
k=0

γkRt+k+1 (4.2)

Deterministic Markov Decision Processes

A deterministic MDP is defined by the state space of the process, the action space
of the controller, the transition function, which describes how the state changes as
a result of control actions, and the reward function, which evaluates the immedi-
ate control performance. As a result of an action At applied in the state St at the
discrete time step t, the state changes to St+1, according to the transition function
f : SxA→ S :

St+1 = f (St, At) (4.3)

At the same time, the controller obtains a reward Rt+1, according to the reward
function R : SxA→ R :

Rt+1 = R(St, At) (4.4)
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The reward evaluates the immediate effect of an action, or more specifically the
transition from a state St to another state St+1. However it does not say anything
about long-term effects of this action. Actions are selected according to a policy
h : S→ A, using:

At = h(St) (4.5)

If the transition and reward function are available, the current state St and the cur-
rent action At are sufficient to determine both the next state St+1 and the reward
Rt+1. This is called the Markov property, which is essential in providing theoretical
guarantees about reinforcement learning algorithms [17].

Stochastic Markov Decision Processes

In stochastic MDP, the next state is not deterministically given by the current state
and action. In contrast, the next state is a random variable, and the current state
and action give the probability density of this random variable.

Rewards are associated with transitions, and in stochastic MDP transitions are
not fully determined by the current state and action. Thus, the reward function
also has to depend on the next state. After a transition to a random state St+1, a
reward Rt+1 is derived according to:

Rt+1 = R(St, At, St+1) (4.6)

Note that Equation 4.6 is a deterministic equation, which means that, once St+1

has been generated, the reward corresponding to the transition reward Rt+1 is
fully determined. In the stochastic case, the Markov property requires that the
state St and the action At fully determine the probability density of the next state
St+1.

4.2 Dynamic programming and reinforcement learning

To control the pandemics, dynamic programming (DP) and reinforcement learning
(RL) techniques are considered. DP methods require a model of a system. They
work offline to produce the optimal policy for a given process. RL alongside su-
pervised and unsupervised machine learning form three basic machine learning
(ML) paradigms. In comparison to ML methods, RL does not require to be fed
with optimal inputs and outputs. It also does not require a model in contrast to
DP. Instead, it discovers and learns by taking actions and receiving rewards. The
RL can be divided into two categories - online and offline. Offline RL uses data
given in advance. Online RL, seeks an optimal set of actions relying on data col-
lected as the process run. For DP and RL, the goal is to find a set of actions that
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maximize the reward. The environment is usually presented in form of the MDP.
The advantage of RL over DP is that RL methods can work on huge (a great num-
ber of states), stochastic and even not fully known processes, whereas DP methods
always require process model.

Online RL requires a balance between exploration (trying random or not opti-
mal actions) and exploitation (using the current knowledge, taking currently opti-
mal actions). This balance can be controlled by the ε-greedy algorithm [17] where
with probability ε, the RL algorithm chooses to explore and with probability 1− ε

- exploit.

4.2.1 Model-free value iteration

The method of RL which fits this project is a model-free value iteration method
namely Q-learning [17]. The method was introduced by Chris Watkins in 1989 and
later proven by Watkins and Dayan in 1992. Q-learning can help to find the best
policy (set of actions) for a system that does not change in finite time. Q-learning
depends on Q-table which stores the quality values and an updated formula. The
update formula is stated as:

QNEW(st, at) = (1− α)Q(st, at) + α(rt + γmaxaQ(st+1, a)) (4.7)

where:

• st is a state at time t,

• at is an action taken at time t,

• QNEW(st, at) is the new Q-value,

• Q(st, at) is a current Q-value for state st at time t and action at a time t,

• maxaQ(st+1, a) is the maximum Q-value over all possible actions in next state
(st + 1),

• α is the learning rate,

• rt is the reward,

• γ is the discount factor.

The equation can be divided into two parts. First part (1− α)Q(st, at) is the old
information, the Q-value value obtained so far, scaled by the learning rate. Second
part α(rt + γmaxaQ(st+1, a)) is the new information. The learning rate defines how
much the new information should override the old one. Choosing it as 0 will
mean that the algorithm will only take the old information. This is not the desired
situation as the algorithm will not learn anything from taken actions. Choosing
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the learning rate as 1 will mean that the old information will be completely lost at
every iteration. The choice of this value is arbitrary and depends on the system to
which the reinforcement learning is implemented.

The discount factor determines how the algorithm will consider future rewards.
The stopping criteria for Q-learning is:

QNEW(st, at) = Q(st, at) (4.8)

Meaning that the QNEW is the same as Q-value in the Q-table, the Q value
will not change. If the discount factor is chosen to 0, the Q-values will naturally
converge to rewards since:

QNEW(st, at) = (1− α)Q(st, at) + αrt (4.9)

QNEW(st, at) = Q(st, at)− αQ(st, at) + αrt (4.10)

QNEW(st, at)−Q(st, at) = α(rt −Q(st, at)) (4.11)

QNEW(st, at) = rt (4.12)

If the discount factor is chosen to be other than 0, then the algorithm will take
into account future rewards and converge to:

QNEW(st, at) = rt + γmaxaQ(st, a) (4.13)

To fill out the Q-table, the algorithm needs to perform the learning part. During
this part, the algorithm explores the available actions, calculates and overwrites the
Q-values. After learning part, the optimal policy can be found by searching for the
maximum values in the Q-table.

π∗(st) = argmaxQ(st, at) (4.14)

where π∗(st) denote the optimal policy for state s at time t





Chapter 5

System Design
This chapter presents comprehensive descriptions of all parts which assemble the
whole simulation. First, the Agent-based model with all its elements is character-
ized namely agents with their properties and parameters, grid environment with
delineated "places" (houses, workplaces, school, hospital) and processes that are
taking place in the simulation such as economical and epidemiological processes.
Next, the design of the control part is derived. It contains a description of the rein-
forcement learning technique used in the project with extensive elaboration on the
principle of operation. Afterwards, a smaller model is described. The purpose and
design of it are discussed. Lastly, the implementation of the simulation is described
in details, such as development of environment and composition of the program.

5.1 Agent-based model

An ABM belongs to a class of models called computational models. It implies the
use of autonomous agents, which interact with the environment and each other.
The outcomes of such action can be observed and conclusions can be obtained.

To simulate a spread of infectious disease like Covid-19, ABM is a preferred
choice due to its flexibility of implementation. The simulation presented in this
thesis shows not only pandemic effects on society, but also the financial effects
caused from the measures used to control the outbreak. There are two types of
agents. One of them are people living in a simulated society. They interact with
each other on epidemiological and economical levels. The disease can spread as the
agents perform stochastic actions. Second type of agents are agents which interact
only on economical level. These agents are:

• Houses

• Workplaces

• Hospital

• Government

As mentioned above, these agents interact with others (also humans) but also as
they are literally structures in the simulated environment (excluding government).

21
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There is one more structure namely school, which does not interact on any level
with other agents. Another important property is that houses, workplaces, school
and hospital accommodate humans inside. More elaboration on that can be found
in 5.1.2.

The simulation is performed in a normal day cycle meaning there are 24 hours
in a day, each hour is divided into number of timestamps in which agents perform
their tasks. Number of timestamps are dependent on the tasks performed in a
given hour. The distribution of the tasks in the day depends on the policy applied
to the simulation. Detailed descriptions of such policies can be found in 5.5.1.

5.1.1 Humans

The total number of people in the simulated society is 400. Parameters are assigned
to them when they are created. These parameters are:

Parameter Description

Epidemiological
compartment

Each human can be assigned to one of the SEIHVR com-
partments (more details can be found in section 5.2)

Incubation time Time needed for the disease to incubate
Recovery time Time needed for an infected person to recover
Age The age of the individual
Social stratum The economical condition of an agent
Personal wealth Money that belong to a human agent
Personal income Salary that a human agent earns from his workplace
Personal expenses Money that a human agent spends during a month
Homelessness Homeless or not
Employment status Employed or not
Educational status Student or not
Essential employee Means that this worker is crucial to maintain proper life

course
House House which agent is assigned to
Workplace Workplace which agent is assigned to

Table 5.1: Parameters of human agents.

Furthermore, each agent has x and y coordinates assigned, which represent
the current position of the agent in the environment. Moreover, each agent has
parameters dx and dy which represent the “distance” (in cells) that the people can
cover in each timestamp iteration. These parameters defines the location of the
individuals in the environment and enables them to move inside it.
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The age of the people is a random variable distributed with normal distribution
N(42, 28). Notation N(µ, σ2) represents normal distribution of a random variable
X is with mean µ and standard deviation σ. Mean of this distribution is 42 which
is the average population age in Denmark [25]. Standard deviation is set equal
to 28 after tuning it, so that the percentages of age population groups of people
under 17 years old, people between 17 and 60 years old and people over 60 years
old in the ABM, correspond to the real percentages in Denmark [25]. Each person
has a probability 0.002 of being homeless [12]. People that are younger than 17
years old are considered to be students, while people older than 66 years old are
considered to be retired from working. Every person between 17 and 66 years
old has a probability to be employed in one of the workplaces. This probability is
equal to 0.9515 (Unemployment in Denmark in 2021 = 4,85% [20]). Moreover, the
probability that a person is an essential employee is equal to 0.2. This means that in
one of the lockdown policies described in Table 5.8 this person will go to his work
while non-essential workers will stay at home. The initial distribution of humans
into epidemiological groups as well as initialization of incubation and recovery
time are described in the Section 5.2. The economical aspects are described in
the Section 5.1.3. Humans have a set of actions that they perform during the
simulation. They are described in Table 5.2.
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Action Description

Go home The person moves one cell towards his home. If his home
is 200 cells or above from him, he goes there immediately
(in real life by car)

Stay home The person stays at his home and move inside it with prob-
ability 0.4

Go to work The person moves one cell towards his workplace. If his
workplace is 200 cells or above from him, he goes there
immediately

Stay at work The person stays at the workplace and move between the
cells inside it with probability 0.4

Stay at work 2 The person stays at the workplace and move between the
cells inside it with probability 0.05

Walk free The person walks free in the environment. There is a 0.25
probability to move either left, right, up or down.

Go to school The person with status student moves one cell towards
school. If school is 200 cells or above from him, he goes
there immediately.

Stay at school The person with status student stays at school and move
inside it with probability 0.4

Table 5.2: Actions performed by the human agents.

5.1.2 Grid environment

The ABS takes place in a grid-like environment. The environment size is fixed and
its shape is defined as a rectangle. The cells in the grid relate to 1,5m by 1,5m
squares in the real world within which, agents can be infected or get infected by
other agents.

There are 5 different structures in the environment namely houses, workplaces,
school, hospital and outside.

Houses

Each agent is assigned to a house. The distribution of agents into houses depends
on their age and house capacities. House capacities are uniformly distributed
U (1, 3) . Notation U(a, b) represents uniform distribution of a random variable X
between a and b which are the minimum and maximum values. Each agent with
an age above 45 is assigned to a house together with other agents above 45. Other
houses are occupied by agents with age below and equal to 45. The total number
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of houses is equal to the quotient of the total population and the average family
size which is equal to 3 members.

The variables that are defined for each house are:

• Coordinates x and y indicate the centre cell of each house

• Variables dx and dy indicate for how many cells, each house agent expands
to the left, right, up and down in x and y axes of the environment. The values
are uniformly distributed U (1, 3).

• Number of residents of the house (family members). The value is uniformly
distributed U (1, 3).

• Social stratum of the house

• House wealth

The people that are assigned to a house are not homeless, are assigned to only
one house and belong to the same social stratum as the house.

Workplaces

A total number of businesses is defined as 160 but not all of them have assigned
workers from simulated society. People are assigned to workplaces with uniform
distribution U (3, 9). This means, that around 30 to 100 workplaces are occupied
(this range depends on how many employees are in the simulated society and on
the distribution of them to workplaces). The other workplaces remain empty and
serve a purpose for the economy which is described in Section 5.1.3 in "Economical
Interactions".

The variables that are defined for each workplace are:

• Coordinates x and y which indicate the centre cell of each workplace

• Variables dx and dy which indicate for how many cells, each workplace agent
expands to the left, right, up and down in x and y axes of the environment.
The value is uniformly distributed U (1, 7).

• Number of employees of the workplace, which is uniformly distributed U (3, 9).

• Social stratum of the workplace

• Workplace wealth

The people that are assigned to a business, are not unemployed, are not as-
signed to any other business and belong to the same social stratum as the business.
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School

A single school is defined outside of the environment. The school also has fixed
grid-like dimensions defined by the centre x and y coordinates and dx and dy
which indicates for how many cells, each school expands to the left, right, up and
down in x and y axes. Apart from its size, the school also has the number of
students as a parameter.

Hospital

Hospital is defined outside of the environment and it is simplified compared to
houses and workplaces. It has only position variables x and y. When a person
needs to be hospitalized, he is transferred to a pixel outside from the main simu-
lation environment. Critical limits for the hospitalized people are 2% of the total
population and for people in intensive care units is 1% of the total population. This
means that in a population of 400 people, the constraint for hospitalized people is
8 and for people in intensive care is 4.

Government

Government is an economical agent. Its purpose is to manage the money from
taxes and spend it on people and hospital. The government is not characterized by
position variables. More about it can be read in Section 5.1.3.

5.1.3 Economy

As mentioned earlier, the ABM takes under consideration also the effects of the
pandemic on the economy. This is another important effect of the pandemic which
should have a place in the analysis since implementing strict lockdown policies,
may lead to lower infected cases and better epidemiological results, however, affect
the economy with the most negative way. Therefore, it is vital that the simulation
cover the effects of the applied policies on the economy. Then, the objective should
be to implement policies which result to the minimum spread of the disease in
parallel with minimum financial loss.
In order to accomplish this challenge, economical parameters are assigned to the
agents. During the simulation the agents interact each other financially as well.
More details on these interactions and the general economical approach of the
model are explained below.

Initialization Process

As a first step, the total wealth is defined. 90% of the total wealth corresponds to
the government and the rest 10% corresponds to the rest agents. This amount is
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shared to the agents as follows:

• 50% to businesses.

• 40% to people.

• 10% to houses.

The wealth that corresponds to each agent depends on its social stratum and on
how many agents have the same social stratum. Social stratum values vary from
one to five and represent the following financial statuses:

• 1 corresponds to not wealthy.

• 2 corresponds to less wealthy.

• 3 corresponds to average class.

• 4 corresponds to wealthy.

• 5 corresponds to very wealthy.

To make the above information more clear, the initial wealth of a random busi-
ness will be given by:

Initial Wealth =
(Total Businesses Wealth ∗ Social Stratum Ratio)
Number o f Businesses with same social stratum

(5.1)

Social stratum ratios are given in [23], and namely they are:

• 3.62 % of the total wealth of the respective agents group corresponds to not
wealthy agents.

• 7.88 % of the total wealth of the respective agents group corresponds to less
wealthy agents.

• 12.62 % of the total wealth of the respective agents group corresponds to
average class agents.

• 19.71 % of the total wealth of the respective agents group corresponds to
wealthy agents.

• 56.12 % of the total wealth of the respective agents group corresponds to very
wealthy agents.

Furthermore, some assumptions are made so that the model becomes more
realistic. In a house with a specific social stratum, only people with the same social
stratum are assigned. Thus, in a wealthy house, reside only wealthy people. The
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same assumption is considered for businesses. In a wealthy business, work only
wealthy people. Also, all homeless people have social stratum of not wealthy.

Moreover, each person has personal income and personal expenses. Their val-
ues depend on their social stratum. Bigger social stratum means bigger income
and more expenses. The income of the people is considered to be their salary.
Concerning unemployed people, who have no salary, they receive a monthly aid
from the government, while homeless people have zero income and zero expenses.
People’s income and expenses are summed up at the Table 5.3:

People Income (money units) Expenses (money units)

Homeless 0 0
Unemployed 400 100
Not Wealthy 900 600
Less Wealthy 950 650
Average Class 1200 900
Wealthy 1500 1200
Very Wealthy 2000 1700

Table 5.3: People income and expenses.

To summarize, at the end of the initialization process, every agent (person,
house, business) should have an initial wealth. Moreover, personal income and
expenses for each person are defined. During the simulation, there are economi-
cal interactions between the agents, which depend, at some point, on the applied
policy.

Economical Interactions

Economical interactions between agents are divided in daily and monthly interac-
tions.

Daily Interactions

Every day people are going for shopping during their free time to random busi-
nesses. They spend there an amount of their personal expenses (this amount is
assumed equal to 1

60 th of their personal expenses for each time they go shopping).
The money is also deducted from the person’s house wealth. This is the main
income for businesses. Apparently, the more people that are moving freely out-
side, the more money, businesses are earning. In scenarios where people move
freely, market presents more intensive movement, while in strict lockdown sce-
narios, people don’t move freely outside and businesses are considered closed for



5.1. Agent-based model 29

clients, therefore market movement is decreased significantly.

Monthly Interactions

At the end of each month there is also a series of economical interactions between
the agents.

• Businesses:
They pay salaries to their employees and bills and taxes to the government.

• Houses:
At the end of each month, houses pay bills and taxes to the government.
Furthermore, each house pays some constant amount of money to a random
business for monthly supplies. To the house wealth are added the salaries of
its residents. This amount is the houses’ income.

• People:
People are earning their salary (aid from the government if they are unem-
ployed) at the end of each month.

In Figure 5.1 the economical interactions between agents are presented graphi-
cally. The continuous red lines indicate direct transfer of wealth from one agent to
another. The discontinuous red lines represent indirect gain or loss of wealth. Par-
ticularly, human agents spend some money every day for shopping. This wealth
is transferred directly from people’s wealth to businesses’ wealth. Same wealth is
also removed from each person’s house wealth. Therefore houses’ wealth is re-
duced, but there is no direct wealth transfer between house and business agents in
this case. Similarly, the salaries of the residents of each house are added also to the
house’s wealth.
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Figure 5.1: Illustration of the daily and monthly economical interactions between the agents.

5.2 SEIHVR Epidemic model

5.2.1 SEIHVR model

The model used in this project adds another two states namely Hospitalized (H)
and Severe (V) to SEIR model. H indicates the number of individuals who are
infected and hospitalized. V indicates the number of individuals who need the
help of the ventilator. The model is given by:

dS
dt

= −βIS
N

dE
dt

=
βIS
N
− αE

dI
dt

= αE− (γI + η I)

dH
dt

= η I − (σH + ζH)

dV
dt

= ζH − µV

dR
dt

= γI + σH + µV

(5.2)

where:
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β - is an average number of contact sufficient for transmission of the infection.
γ - is a recovery time for infected group
α - is a normally distributed incubation time N (7, 3).
η - represents the transfer of infected to hospitalized group
σ - is a recovery time for hospitalized group
ζ - represents the transfer of hospitalized infected to severe group
µ - is a recovery time for severe group
The population is given by:

S(t) + E(t) + I(t) + H(t) + V(t) + R(t) = N (5.3)

Figure 5.2: Diagram representing the transitions between the states of SEIHVR epidemic model.
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Initially, 1% of the simulated population (4 people for the total population of
400) is set to belong to epidemiological group Infected. The rest of the agents are
initialized in the Susceptible group.

Incubation time is chosen with normal distribution N (7, 3) for each human.
The incubation time cannot be less than 3 days.

Recovery time is dependent on the age of the agent. If the agent’s age is less
than 40, the recovery time is set to 14 days. If the agent’s age is above or equal 60,
the recovery time set for this agent is 20 days. Otherwise (between 40 and 60) the
recovery time is set to 17 days.

The vital dynamics has been omitted due to short time scale of the simulation.
It is assumed that births and deaths will have a very limited influence on the
pandemics progression.

Contagion probabilities are set to 0.9 and 0.3 in policies with face masks [23].
At initialization of the environment and agents, every susceptible person has a

probability to be immune. This probability is equal to 0.01. The initially immune
individuals are automatically transferred to Recovered group. The agents from
recovered group cannot get infection again.

The probability that a person needs to go to the hospital or to receive a ven-
tilator in the hospital depends on age. The table 5.4 shows the estimates of the
severity of the cases.

Age group
(years)

Probability of infected re-
quiring hospitalization

Probability of infected re-
quiring ventilator

0 - 9 0.001 0.05
10 - 19 0.003 0.05
20 - 29 0.012 0.05
30 - 39 0.032 0.05
40 - 49 0.049 0.063
50 - 59 0.102 0.122
60 - 69 0.166 0.274
70 - 79 0.243 0.432
80 - 89 0.273 0.709

Table 5.4: Probabilities of the hospitalization and severity of cases. Source: [15]

5.3 Policies

Policies created for ABS are based on approaches applied all over the globe in
confrontation with the Covid-19 pandemic. In this project, a few rules to prevent
the virus from spreading are used to create a set of policies. Applying a specific
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policy to the simulation, results in the difference between actions taken by the
agents. Through these actions, it can be observed that dynamic of the pandemics
changes. The actions also influence the economy. Table 5.5 describes a set of rules
used to formulate policies. Table 5.6 presents 6 policies formulated from the set of
rules.

Rule Description

No restrictions People, Houses, Business, School function as normal
meaning there is no prevention against the spread applied.

Lockdown All agents stay at homes. School, Workplaces remains
empty.

Vertical isolation Risk groups are isolated (stay at home)(Risk groups are
people with age above and equal 60)(The school is also
closed, students stay home). Business remains functioning
as normal.

Face masks Contagion probability reduced.
Conditional lock-
down

Lockdown under certain condition.

Partial isolation X% of the population are under lockdown, the rest of pop-
ulation are not (essential workers don’t follow lockdown).

Quarantine This option can be turned off and on. It works for every
policy. Each infected individual goes to their home after 1
day of being infected.

Table 5.5: Rules used to formulate policies.

Policy Description

Policy 0 No restrictions
Policy 1 Vertical isolation
Policy 2 Vertical isolation, Face masks
Policy 3 Conditional lockdown, Partial isolation
Policy 4 Lockdown, Partial isolation
Policy 5 Lockdown

Table 5.6: Policies used to control the pandemics in ABM simulation.

The implementation of the policies is described in section 5.8.
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5.4 Reinforcement learning

The controlling strategy used in this project is online Reinforcement Learning,
model-free value iteration. The method used is called Q-learning. The advan-
tage which makes this method efficient for this project is that it can work without
a model in a huge, stochastic environment.

5.4.1 Exploration - exploitation strategy

The balance between exploration and exploitation is set using ε-greedy strategy.
The pseudo-code for the algorithm:

Algorithm 1 ε-greedy strategy

if x < e then
take random action (uniform distribution U (0, 1))

else
take best possible action

end if

The probability to explore ε decrease exponentially.

5.4.2 Reward function

The reward function is an important part of the Q-learning algorithm. It dic-
tates how the algorithm will converge, which behaviours and actions should be
rewarded positively and which should be punished. Rewards assess the perfor-
mance and efficiency of the algorithm.

The reward in the simulation is split into two main parts. Then, these main
parts are split into few more parts. Two main parts are rewards for epidemic status
and rewards for the economy. Each factor which makes the reward is weighted.
Factors are chosen as linear or quadratic functions. This is done to keep a balance
between each part of the reward and to attach a significance to each part. For
example, the rewards for H and V states have a higher significance, as the goal for
the algorithm is to keep the hospitalized and severe cases below the threshold.
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Figure 5.3: Construction of the reward.

The reward is computed at the end of the day (t). After that, Q-value for this
day is computed. For the first day of the simulation, (t− 1) symbolizes the initial
conditions. The reward function is defined as follows:

R(t) = FRR(t)
DBW

a
+ (−b · dI + (−c · dE + (−d · H(t)2) + (− f ·V(t)2) (5.4)

where

• H(t) - hospitalized individuals at day t

• V(t) - severe individuals at day t

• I(t) - infected individuals at day t

• FRR(t) - financial reward rate at day t

FRR(t) =


1 when H(t) < 8, V(t) < 4 and I(t) < 200
0.5 when H(t) < 8, V(t) < 4 and I(t) ≥ 200
0 when H(t) ≥ 8 and V(t) ≥ 4

• DBW - delta business wealth - difference in the wealth of the workplaces
between current and previous day

• dI = I(t) − I(t − 1) - delta I - difference in number of infected between
current and previous day

• dE = E(t) − E(t − 1)- delta E - Difference in number of exposed between
current and previous day
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• a, b, c, d, f - tuning parameters

All parameters a, b, c, d, f need to be tuned to find a proper balance in the re-
ward function. Situation when one part of the reward significantly outranks the
others is not desirable. To tune it properly, a few test runs are needed.

The reason for choosing such components for the reward is to lower the infec-
tion peak, keep the hospitalized and severe cases below the threshold and, at the
same time, keep the economy unchanged. Without adding a reward for the change
of Exposed (contact tracking), the algorithm cannot react properly and learn that
choosing a certain policy, leads to consequences of higher infection peak in the
future.

To find the sequence of policies to follow each day, the algorithm needs to go
through the learning phase. In this phase, the algorithm is encouraged by high
probability to explore to find the optimal policies for each day. To do this, the
program picks random policies to evaluate the performance by computing the Q-
value. The probability to explore decreases exponentially in order for the algorithm
to start exploiting the optimal sequence of policies. As mentioned before, the Q-
value is computed from the formula 4.7. The learning rate is chosen 0.9, making
the algorithm favour the new information over the old one. The discount factor is
chosen to 0.9 to take into account future rewards.

5.5 Single workplace model

In this section the design of a single workplace environment simulation and the
proposed Markov decision process model for this, are described. Then the re-
inforcement learning algorithm is applied to the simulation model. Objective is
to prove the efficiency of the reinforcement learning algorithm for the training of
the general agent-based model simulation and validate its results. If the algo-
rithm gives an optimal sequence of policies for this single workplace environment
model, it validates that the same algorithm will finally converge also to an optimal
sequence of policies for the general ABM.

5.5.1 Simulation and learning process

The simulation environment includes a workplace and three human agents that
are supposed to work at this workplace. The workplace is a 3x3 workplace (covers
space of 9 cells in total). The simulation runs for 20 days and three different
policies can be followed. The different groups of health condition, each agent
can belong, are different comparing to the normal agent-based model simulation.
The hospitalized and severe cases groups are excluded, consequently the possible
groups of health condition are namely:
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• Susceptible.

• Exposed.

• Infected.

• Recovered.

After the initialization, there are two susceptible agents and one infected. The
position of the agents at the first day is a random cell in the workplace grid envi-
ronment.

The agents are supposed to work eight hours per day. During these eight hours,
the agents move inside the workplace environment with some probability, which
depends on the policy being followed. Every hour is divided in 3 equal times-
tamps. Thus, every agent "acts" (moves or stays at the same position) 3 times per
hour, 24 times per day. The rest sixteen hours of the day, the agents stay stable
without moving. Movement of an agent is defined as the change of its position
from its current position (cell) to a neighbor position (cell). The neighbor cell
where the agents move is selected randomly. At every timestamp each agent can
move to eight directions as it is presented in Figure 5.5. Thus the probability of
an agent to move to a specific neighbor cell is equal to 1

8 . If a cell outside the grid
environment is selected for an agent to move, the random neighbor cell choice pro-
cess is repeated until one cell inside the grid is selected. For instance, if the current
position of an agent is at the cell (3,1) as in Figure 5.5c, then at the next timestamp,
there is probability equal to 1

8 , the agent to move to each one of the neighbor cells,
which are (2,1), (2,2) and (3,2).

Figure 5.4: Illustration of the single workplace environment. It is composed of 9 cells (3x3). Each cell
has a name, (1,1) for example, according to its position at the environment grid.
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(a) (b)

(c)

Figure 5.5: Possible movements of the agents depending on their position. (a) Possible movements
when an agent is at the central position. (b) Possible movements when an agent is at an edge

position. (c) Possible movements when an agent is at a corner position.

In case that an infected and a susceptible agent meet at the same position cell,
there is a probability of a contagion to happen (contagion probability, depends
on the policy). If the contagion indeed happens, the susceptible agent alters to
exposed. In addition, after the incubation time passes, the exposed agent becomes
finally infected. Afterwards, the recovery time of the agent follows. At the end
of the recovery time, the agent recovers ( his group of health condition changes to
recovered). 20 days are simulated and policy is selected every day according the
exploration and exploitation balance. The ε-greedy value is computed by the next
equation:

ε = e−0.0002x (5.5)
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Where x is the number of run iteration (1,2,3,...,K iterations). As long the learning
process proceeds, the less it explores between policies (picks a random policy to
apply) and the more it take advantage of what it has learnt so far.

Iteration number 1 1000 5000
Explore Probability 0.9998 0.8187 0.3678

Table 5.7: Exploration probability values for different stages of reinforcement learning process.

It must be proved that the learning process will converge to an optimal se-
quence of policies to be followed every day, so that the maximum number of in-
fected people should be minimized (in this single workplace scenario, it should
stay equal to 1). Therefore, the expected outcome would be a “lockdown policy”
until the infected agent recovers, and then the agents will continue work under nor-
mal conditions (during last days of the simulation the “normality policy” should
be established). The recovery time is set to 14 or 17 days depending on the age of
the employees, as in the normal simulation.

Policies

As referred above, there are three different policies which can be followed in the
single workplace simulation, policy 0, policy 1 and policy 2. Below these three
policies are explained in more detail.

Policy 0

Policy 0 is supposed to be the “normality” policy. At every timestamp during
the eight working hours, each agent has a probability equal to 0.6 to stay at the
same position and a probability equal to 0.4 to move to a neighbor position. There-
fore the probability of an agent to move to a specific neighbor cell is evaluated as
0.4 ∗ 1

8 = 0.05. Face masks are not used and contagion probability is equal to 0.9.
Economical reward is equal to 3.

Policy 1

In policy 1, the use of face masks is established. Thus, the contagion probabil-
ity decreases to 0.3. Furthermore, at every timestamp during the eight working
hours, each agent has a probability equal to 0.95 to stay at the same position and
a probability equal to 0.05 to move to a neighbor position. Therefore the proba-
bility of an agent to move to a specific neighbor cell is evaluated for policy 1 as
0.05 ∗ 1

8 = 0.00625. Economical reward decreases now to 1.
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Policy 2

In policy 2, all the agents do not move at all. They stay always at the same po-
sition. Since the agents don’t move, they don’t meet each other. Consequently,
there are no contagions and no agents get infected. Only case that two agents meet
each other at the same cell is at first day where the position of the agents is ran-
dom. In this case, contagion probability is equal to 0.3. This policy is considered as
the "strict lockdown" policy. The economical reward in this scenario is considered
equal to -1.

5.5.2 Markov decision process

The single workplace simulation should be described by a Markov decision process
so that reinforcement learning algorithm is applicable for it. The MDP is composed
of N different states. State to state transitions are characterized by transition prob-
abilities, which depend on the followed policy scenarios. A reward corresponds to
each state to state transition. The reward depends on the difference of exposed and
infected people between the two states, the number of exposed and infected agents
in the next state and the economical reward. The economical reward is determined
by the policy being followed.

Each one of the states is described by the next properties:

• Position of each agent (cell in the grid environment).

• Group of health condition of each agent.

For each state, the positions that agents 1, 2 and 3 are located and the group
of health condition of each agent must be defined. Example of a random single
state of the model can be seen in figure 5.6. State transition can take place once per
every timestamp.
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Figure 5.6: Example of a single state of the Markov decision process designed to describe the single
workplace simulation.

As stated above, every transition from one state to another is characterized by
two parameters, the transition probability and the reward (cost) of the transition.
The parameters that affect the reward in each state to state transition are the dif-
ference of the exposed and the infected agents between the two states, the number
of the exposed and the infected agents at the next state and the economical part of
the reward. The reward function is defined as:

Ri j = (−2) · (Ej − Ei) + (−2) · (Ij − Ii) + (−1) · Ij + (−1) · Ej + Economical Reward
(5.6)

where:

• i is the current state.

• j is the next state.

• Ri j is the reward derived by moving from state i to state j.

• Ej and Ei are the number of the exposed agents at the respective states.

• Ij and Ii are the number of the infected agents at the respective states.

• Economical Reward is the economical reward, which depends on the fol-
lowed policy.

Concerning, the transition probabilities from one state to another, in general
they can be defined as:

Pi j = P((A1 i→ j) ∩ (A2 i→ j) ∩ (A3 i→ j)) (5.7)

where:

• Pi j is the transition probability from state i to state j.
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• A1, A2 and A3 are the three agents of the simulation.

• (A1 i→ j) is the transition of the agent 1 from state i to state j (similar for A2,
A3).

Transition of an agent from one state i to another state j consists of two different
events. Whether or not agent will move and his position cell will change and
whether or not agent’s group of health condition will change. These two events
are independent from each other and also independent from the respective events
of the rest human agents. Equation 5.7 takes the following form:

Pi j = P(A1 i→ j) · P(A2 i→ j) · P(A3 i→ j)

= P(A1at position) · P(A1contagion)
ν1 · P(A2at position) · P(A2contagion)

ν2 ·
P(A3at position) · P(A3contagion)

ν3

(5.8)

where:

• P(A1at position), P(A2at position), P(A3at position) are the probabilities of each
agent to move from his position cell at state i to his position cell at state
j.

• P(A1contagion), P(A2contagion), and P(A3contagion) are the contagion probabil-
ities for each agent.

• ν1, ν2 and ν3 are set equal to 1, if agent 1, agent 2 and agent 3 respectively,
are susceptible and at state j, they meet at the same position cell an infected
human agent. In every other occasion these three parameters are set equal to
0.

In Figure 5.7 an example of how the MDP works, how the transitions from state
to state take place, and how the transition probabilities and rewards are obtained,
is presented. In state "b" no agents meet each other, thus there are no contagions.
The transition probability from state "a" to state "b" will be the product of the
probability of agent 1 to move from cell (1,2) to cell (1,1) with the probability of
agent 2 to move from cell (3,2) to cell (3,1) and the probability of agent 3 to move
from cell (2,2) to cell (1,3). Parameters ν1, ν2 and ν3 are equal to 0. If it is assumed
that policy 0 is followed this transition probability according to the equation 5.8
will be:

Pab = P(A1 a→b) · P(A2 a→b) · P(A3 a→b)

= (0.4 · 1
8
) · (0.4 · 1

8
) · (0.4 · 1

8
)

= 0.000125

(5.9)
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If it is assumed that policy 1 is followed this transition probability will be:

Pab = P(A1 a→b) · P(A2 a→b) · P(A3 a→b)

= (0.05 · 1
8
) · (0.05 · 1

8
) · (0.05 · 1

8
)

= 0.000000244140625

(5.10)

If it is assumed that policy 2 is followed this transition probability will be:

Pab = P(A1 a→b) · P(A2 a→b) · P(A3 a→b)

= 0 · 0 · 0 = 0
(5.11)

In contrast, in state "e" of Figure 5.7 one susceptible and one infected agent meet
each other, thus there is a contagion. Parameter ν1 is set equal to 1, since agent 1 is
susceptible and meets the infected agent 2 at the position cell (1,1). Parameters ν2

and ν3 are equal to 0. The transition probability from state "d" to state "e" will be
the product of the probability of agent 1 to move from cell (2,1) to cell (1,1) with
the probability of agent 2 to move from cell (2,1) to cell (1,1) with the probability
of agent 3 to move from cell (2,3) to cell (3,3) and with the contagion probability
of agent 1. If it is assumed that policy 0 is followed this transition probability
according to the equation 5.8 will be:

Pde = P(A1 d→e) · P(A2 d→e) · P(A3 d→e)

= (0.4 · 1
8
· 0.9) · (0.4 · 1

8
) · (0.4 · 1

8
)

= 0.0001125

(5.12)

If it is assumed that policy 1 is followed this transition probability will be:

Pde = P(A1 d→e) · P(A2 d→e) · P(A3 d→e)

= (0.05 · 1
8
· 0.3) · (0.05 · 1

8
) · (0.05 · 1

8
)

= 0.0000000732421875

(5.13)

If it is assumed that policy 2 is followed this transition probability will be:

Pde = P(A1 d→e) · P(A2 d→e) · P(A3 d→e)

= 0 · 0.3 · 0 · 0 = 0
(5.14)
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Figure 5.7: Markov Decision Process model example of the single workplace simulation.

It is assumed that at some point of the simulation the system is at the state
"a" of the Figure 5.7. There is one susceptible agent in each cells (1,2) and (2,2)
and one infected agent at cell (3,2). A possible transition is to state "b" where all
agents move but don’t meet each other, so there is no contagion and parameters
ν1, ν2 and ν3 are equal to 0. More particularly, agent 1 moves to cell (1,1), agent 2
moves to cell (3,1) and agent 3 moves to cell (1,3). From this motion, it is concluded
that either policy 0 or policy 1 was followed (in policy 2 agents stay always at the
same position). At state "b" there are two susceptible agents and one infected,
consequently the difference between exposed and infected agents between states
"a" and "b" is zero. The corresponding reward for this transition is evaluated as:

Rab = (−2) · (0) + (−2) · (0) + (−1) · 1 + (−1) · 0 + Economical Reward (5.15)

As mentioned either policy 0 or policy 1 was followed so economical reward will
be equal to either 3 or 1. Assuming that policy 0 was followed, the derived reward
is evaluated as:

Rab = (−2) · (0) + (−2) · (0) + (−1) · 1 + (−1) · 0 + 3 = (−1) + 3 = 2 (5.16)
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The transition probability Pab is equal to 0.000125 as computed in Equation 5.9. At
the next timestamp, another possible transition is the system to stay at state "b".
There is a probability that all agents stay at the same cell, no matter which policy
is followed, and since there are no contagions, groups of health condition of the
agents remain the same. Parameters ν1, ν2 and ν3 are again set equal to 0. The
reward for this transition is evaluated as:

Rbb = (−2) · (0) + (−2) · (0) + (−1) · 1 + (−1) · 0 + Economical Reward

= (−1) + Economical Reward
(5.17)

The transition probability Pbb is estimated as:

Pbb = P(A1 b→b) · P(A2 b→b) · P(A3 b→b)

=


0.6 · 0.6 · 0.6 = 0.216 for policy 0

0.95 · 0.95 · 0.95 = 0.857375 for policy 1

1 · 1 · 1 = 1 for policy 2

(5.18)

Moreover, a possible transition from state "a" in Figure 5.7 is to state "d". At
state "d" one susceptible agent, the agent 1, and one infected agent, the agent 2
meet each other at position cell (2,1). Thus, there is probability a contagion to take
place and ν1 is set equal to 1. However, it is observed that in state "d" the agent
1 is still susceptible. This means that the contagion never happened. Contagion
probability depends on the policy as stated above and can be equal either to 0.9 or
0.3. Therefore the probability of a contagion not to happen when one susceptible
and one infected agent meet each other is 0.1 and 0.7 for policy 0 and policy 1
respectively. The reward for the transition from state "a" to state "d" is:

Rad = (−2) · (0) + (−2) · (0) + (−1) · 1 + (−1) · 0 + Economical Reward

= (−1) + Economical Reward
(5.19)

The transition probability from state "a" to state "d" is:

Pad = P(A1 a→d) · P(A2 a→d) · P(A3 a→d)

=


0.4 · 1

8 · 0.1 · 0.4 · 1
8 · 0.4 · 1

8 = 0.0000125 for policy 0

0.05 · 1
8 · 0.7 · 0.05 · 1

8 · 0.05 · 1
8 = 0.0000001708984375 for policy 1

0 · 0.7 · 0 · 0 = 0 for policy 2

(5.20)

A possible next state is the state "e" where all agents move, agent 1 meets agent
2 at the same position cell again and he is now exposed. Thus, between states "e"
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and "d" there is a difference of the number of exposed agents. The reward for the
transition from state "d" to state "e" is:

Rde = (−2) · (1− 0) + (−2) · (0) + (−1) · 1 + (−1) · 1 + Economical Reward

= (−4) + Economical Reward
(5.21)

The transition probability Pde is calculated at Equations 5.12, 5.13 and 5.14.
Another possible next state from state "d" is state "f". At state "f" all three agents
move at the position cell (3,2). Susceptible agents 1 and 3 meet the infected agent
2. Thus parameters ν1 and ν3 are set equal to 1. It is observed that both agent 1
and agent 3 are exposed at state "f", so two contagions took place and there are
two more exposed agents at state "f" comparing with state "d". The reward for the
transition from state "d" to state "f" is:

Rd f = (−2) · (2− 0) + (−2) · (0) + (−1) · 1 + (−1) · 2 + Economical Reward

= (−7) + Economical Reward
(5.22)

The transition probability from state "d" to state "f" is:

Pd f = P(A1 d→ f ) · P(A2 d→ f ) · P(A3 d→ f )

=


0.4 · 1

8 · 0.9 · 0.4 · 1
8 · 0.4 · 1

8 · 0.9 = 0.00010125 for policy 0

0.05 · 1
8 · 0.3 · 0.05 · 1

8 · 0.05 · 1
8 · 0.3 = 0.00000002197265625 for policy 1

0 · 0.3 · 0 · 0 · 0.3 = 0 for policy 2
(5.23)

Finally, if agent 1 gets exposed, he will become infected after incubation time
passes. Assuming that the system is at state "g" of Figure 5.7 exactly one timestamp
before agent 1 group of health condition turns to infected, then a possible transition
from state "g" is to state "k". At state "k" there are two infected agents, one more
comparing to state "g", no exposed agents and one susceptible. The three agents
are at three different position cells. The reward for this transition is:

Rgk = (−2) · (0− 1) + (−2) · (2− 1) + (−1) · 2 + (−1) ∗ 0 + Economical Reward
(5.24)

It is observed that the difference of the exposed agents between states "g" and
"k" (Ek − Eg) is equal to −1. In this case this difference term is set to zero because
only difference caused from agents becoming exposed from susceptible is taken
under consideration and not difference caused from exposed turning to infected.
Same happens with the difference of infected agents between two states, when an
infected agent recovers. In other words, terms (Ej− Ei) and (Ij− Ii) of the Equation
5.6 should be positive. If they are negative, they are set equal to zero. Therefore,
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the corresponding reward for the transition from state g to state k will ultimately
be equal to:

Rgk = −4 + Economical Reward (5.25)

5.6 Dynamic programming for single workplace simulation

In the next section, a dynamic programming algorithm is implemented for the sin-
gle workplace simulation. The objective is to find an optimal sequence of policies
for this simulation and show that the reinforcement learning algorithm converges
to the same sequence of policies. This will validate the results obtained from our
reinforcement learning algorithm and prove its efficiency also for the general agent-
based model simulation.
In the single workplace simulation, the goal is to minimize the number of the in-
fected people. Three human agents are generated as two of them being susceptible
and one of them being infected. Optimally, none of the other two human agents
should get infected during the simulation. This can be achieved if the human
agents don’t meet at all until the infected agent recovers. As a result, no contagion
will take place and the virus will not be transmitted to any susceptible person. In
simulation, such a sequence state can be the following:

Figure 5.8: Example sequence of states at the single workplace model simulation. There is no virus
transmission.
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In general, three kinds of state to state transitions are performed for the scenario
presented in Figure 5.8. One of them is when the system goes from a state where
two agents are susceptible and one is infected to another state where still the same
two agents are susceptible and the other one is still infected. This transition is
depicted in Figure 5.9:

Figure 5.9: Example of transition from a state with two susceptible agents and one infected to another
state where both susceptible agents remain susceptible and the infected agent remains infected.

Another transition is the transition to the state that the infected agent recovers
and it is depicted in Figure 5.10.

Figure 5.10: Example of transition from a state with two susceptible agents and one infected to
another state where both susceptible agents remain susceptible and the infected agent recovers.

After the infected agent recovers, the rest transitions will be from a state where
two agents are susceptible and the other one is recovered to another state where the
same two agents are still susceptible and the previously recovered agent remains
recovered. This kind of transition is depicted in Figure 5.11:

Figure 5.11: Example of transition from a state with two susceptible agents and one recovered to
another state where both susceptible agents remain susceptible and the recovered agent remains
recovered.

Considering that the recovery time for every person is either 14 or 17 days, the
expected sequence of states should have the form of the sequence in Figure 5.12:
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Figure 5.12: Example sequence of states at the single workplace model simulation time period. There
is no virus transmission.

Dynamic programming algorithm is applied to compute the optimal gain of
each one of the above transitions, and to find out which policy should be followed,
in order to obtain an optimal gain. The optimal gain of each transition is calculated
by the following equation:

Ji = max
hi

{Ri→i+1}+ Ji+1 (5.26)

where:

• Ji is the gain of the current state.

• Ji+1 is the gain of the state i + 1.

• hi represents the followed policy.

• Ri→i+1 is the reward of the transition i→ i + 1.

Equation 5.26 is called Bellman equation. The reward for each transition is
given by Equation 5.6. State transition takes place at each timestamp. In the single
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workplace simulation, each simulated hour is divided to three timestamps, thus
during the whole simulation there are 20 days x 24 hours x 3 timestamps = 1440
timestamps. As a result, there are 1440 state transitions and 1441 different states in
total during the simulation. The gain J1441 of the last state is set equal to 0.

During day 20 at the transition from state 1440 to the last state 1441, two sus-
ceptible agents remain susceptible and the recovered one remains recovered. Con-
sidering the reward function, it can be concluded that there will be no difference
of exposed or infected agents between the two states and also there will be no ex-
posed or infected cases. The transition between these two days is the same as the
one in Figure 5.11. The reward of this transition depends only on the economic
reward. In this case, the gain of the state 1440 is evaluated as:

J1440 = max
h1440

{R1440→1441}+ J1441 (5.27)

If policy 0 is followed, Equation 5.27 takes the form:

J1440 = (−2) · (0) + (−2) · (0) + (−1) · (0) + (−1) · (0) + 3 + 0 = 3 (5.28)

If policy 1 is followed, Equation 5.27 takes the form:

J1440 = (−2) · (0) + (−2) · (0) + (−1) · (0) + (−1) · (0) + 1 + 0 = 1 (5.29)

If policy 2 is followed, Equation 5.27 takes the form:

J1440 = (−2) · (0) + (−2) · (0) + (−1) · (0) + (−1) · (0)− 1 + 0 = −1 (5.30)

The gain of state 1440 is larger when policy 0 is followed, thus policy 0 is the
optimal one for the transition 1440 → 1441 and for all similar transitions with the
one, which is illustrated in Figure 5.11. Same applies for all the transitions during
the days 19 and 18.

On day 17, one agent is still infected and recovers at day 18. The other two
agents remain susceptible. This transition takes place between the last state of day
17 and the first state of day 18. These two are states 1225 and 1226 respectively.
The term I1226 − I1225 is equal to -1, but it is taken under consideration only when
it is positive, so it is set to 0. The transition is similar with the one in Figure 5.10.
The gain for the state 1225 is evaluated as:

J1225 = max
h1225

{R1225→1226}+ J1226 (5.31)

If policy 0 is followed, Equation 5.31 takes the form:

J1225 = (−2) · (0) + (−2) · (0) + (−1) · (0) + (−1) · (0) + 3+ J1226 = 3+ J1226 (5.32)

If policy 1 is followed, Equation 5.31 takes the form:
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J1225 = (−2) · (0) + (−2) · (0) + (−1) · (0) + (−1) · (0) + 1 + J1226 = 1 + J1226

(5.33)

If policy 2 is followed, Equation 5.31 takes the form:

J1225 = (−2) · (0) + (−2) · (0) + (−1) · (0) + (−1) · (0)− 1 + J1226 = −1 + J1226

(5.34)
From previous calculations, we can conclude that policy 0 is the optimal one

since maximum gain is obtained under the application of policy 0.
All the state to state transitions from state 1 to state 1225 are transitions between

states where the two agents remain susceptible and the other one remains infected.
These transitions are similar to the transition in Figure 5.9. When a transition from
state 1224 to state 1225 is considered and policy 0 or policy 1 is applied, there
is a possibility that the infected agent meets either one or both of the susceptible
agents. Therefore, there is a possibility that one or two contagions will take place
and at state 1225 there will be one or two exposed agents. However, this is not the
case, if policy 2 is followed, since agents don’t move. The gain for this transition is
evaluated as:

J1224 = max
h1224

{R1224→1225}+ J1225 (5.35)

If policy 0 is followed, Equation 5.35 takes the form:

J1224 = (−2) · (1) · P01 + (−2) · (2) · P02 + (−2) · (0) + (−1) · (1) + (−1) · (1) · P01+

(−1) · (2) · P02 + 3 + J1225 = −3P01 − 6P02 + 2 + J1225

(5.36)

If policy 1 is followed, Equation 5.35 takes the form:

J1224 = (−2) · (1) · P11 + (−2) · (2) · P12 + (−2) · (0) + (−1) · (1) + (−1) · (1) · P11+

(−1) · (2) · P12 + 1 + J1225 = −3P11 − 6P12 + J1225

(5.37)

If policy 2 is followed, Equation 5.35 takes the form:

J1224 = (−2) · (0) + (−2) · (0) + (−1) · (1) + (−1) · (0)− 1 + 0 = −2 + J1225 (5.38)

where:

• P01 is the probability that one susceptible agent meets the infected agent at
the same position cell when policy 0 is followed.

• P02 is the probability that both susceptible agents meet the infected agent at
the same position cell when policy 0 is followed.
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• P11 is the probability that one susceptible agent meets the infected agent at
the same position cell when policy 1 is followed.

• P12 is the probability that both susceptible agents meet the infected agent at
the same position cell when policy 1 is followed.

It is expected that the gain obtained from policy 2 will be higher than the gains
obtained from the other two policies. However, the computation of the the prob-
abilities P01, P02, P11 and P12 is complicated, since there are multiple different
combinations of the motion of these agents in the 3x3 grid environment. The main
difficulty is that agents move only to neighbor cells. Policy 2 is expected to be the
optimal one for the transition 1224→ 1225. Moreover, it is expected to also be the
optimal one for all the transitions from state 1 to state 1225. These transitions are
all of the same type, which is depicted in Figure 5.9.

In conclusion, policy 2 is the expected policy to be followed during the simula-
tion, until the infected agent recovers. After that policy 0 will be the optimal policy
until the end of the simulation.

5.7 Implementation

Both initial models with a population of 400 and the illustrative model are im-
plemented using a Visual Studio integrated development environment from Mi-
crosoft. Both applications were developed using a C++ programming language.
The Python programming language was considered in the development phase, but
the much slower simulation time influenced the choice of C++.

5.7.1 Structure of the program, initial model

The image below presents a structure of the C++ program for the initial model.
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Figure 5.13: Flowchart of the program.

First, all the parameters are initialized. These parameters are environmental
parameters like population, unemployment rate, simulation time and epidemio-
logical parameters, for example, the number of initial immunes, economical pa-
rameters like wealth as well as all parameters needed to simulate for example var-
ious counters etc. Moreover, classes for all agents are defined with all parameters
and functions (actions) of agents.
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Then all functions are defined. There are functions that control the flow of
money in the environment. There is a function that controls the transfer between
epidemiological groups. Another function checks all contacts between humans
and if the contact is contagious and the relevant conditions are met, the certain
individual is transferred to the appropriate group. Another function grants proper
reward according to the performance of the simulation. The remaining function
updates the Q-table.

All 6 policies are also defined as functions. Each of them is divided into certain
time blocks in which people perform different actions. Implementation of each
policy is described in Table 5.8.

Next, the environment with structures and humans with proper parameters is
created. There is 1% of infected individuals at the start.

When all preparations are finished, the program enters into a loop which length
is specified by the simulation time in days. During this loop, the program goes
through various steps to update the environment as well as find the optimal con-
trol.

First, the policy for the upcoming day is chosen. The choice depends on the
probability of exploration versus exploitation. If the exploration is chosen, the
policy is picked randomly with uniform distribution. If the exploitation is chosen,
the program checks in the Q-table which policy is optimal for the upcoming day
and applies it to the environment.

Secondly, the group transitions of humans are performed. The transition path
between the groups can be seen on Figure 5.2.

Next, the simulation of 24 hours of the environment is executed. During this
part, the proper function which describes the chosen policy is executed. Each hour
is divided into 200 timestamps. During each timestamp, humans perform actions
and their positions are monitored in order to track the contagious contacts. Overall,
each human perform 4800 actions each day, whether it is to stay or move in the
grid environment.

The last step in the loop is to grant a reward and update the Q-value in Q-table
for chosen policy.

After the loop, the program saves the Q-table into an excel file, to be able to
read it and perform operations on it in the future. The program can also save all
the details about the environment and agents, so when the program is executed
again, it can run with the same parameters as before.

5.7.2 Structure of the program, single workplace model

The structure of the simulation of the workplace is similar to the bigger model
with differences in the environment and the policies. The model was developed
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to validate the correctness of the reinforcement learning algorithm. The reason to
reduce the complexity of the model substantially is that it is easier to control since
fewer actions are occurring making the model dynamics predictable.

A the beginning, only 3 individuals are initialized in the 3 by 3 calls workplace
environment. The actions of the individuals are to stay in the cell or move to one
of the surrounding cells. The simulations go through an 8-hour loop. This time,
each hour is divided into 3 timestamps. There are 3 policies prepared for this
simulation.

The program has an option to save and read the initialized environment as well
as Q-table.

5.7.3 Learning procedure

The learning procedure consists of running the program many times to fill out the
Q-table with converged Q-values. The learning procedure was conducted on the
small model. The result - Q-table can be seen in Chapter 7. The learning procedure
was not conducted on the initial model.

5.7.4 Implementation of policies

The policies are implemented as functions in the C++ program. In each function
for each policy, certain actions are specified for each hour of the simulated envi-
ronment.
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Hour \Policy Policy 0 Policy 1

0-8 stay at home stay at home

8-12
go to work
go to school (students)
stay at home (quarantined)

go to work
stay at home (quarantined, risk group)

12 - 14
walk free
stay at home (quarantined)

walk free
stay at home (quarantined, risk group)

14 - 18
go to work
stay at home (quarantined, students)

go to work
stay at home (quarantined, risk group)

18 - 24
walk free
stay at home (quarantined)

walk free
stay at home (quarantined, risk group)

Hour \Policy Policy 2 Policy 3

0-8 stay at home stay at home

8-12
go to work 2
stay at home (quarantined, risk group)

go to work 2
stay at home (quarantined, risk group)

12 - 14
walk free
stay at home (quarantined, risk group)

walk free
stay at home (quarantined, risk group)

14 - 18
go to work 2
stay at home (quarantined, risk group)

go to work 2
stay at home (quarantined, risk group)

18 - 24
walk free
stay at home (quarantined, risk group)

walk free
stay at home (quarantined, risk group)

Hour \Policy Policy 3 Lockdown Policy 4

0-8 stay at home stay at home

8-12
stay at home
go to work (essential workers)

stay at home
go to work (essential workers)

12 - 14
stay at home
go to work (essential workers)

stay at home
go to work (essential workers)

14 - 18
stay at home
go to work (essential workers)

stay at home
go to work (essential workers)

18 - 24 stay at home stay at home

Hour \Policy Policy 5

0-8 stay at home
8-12 stay at home
12 - 14 stay at home
14 - 18 stay at home
18 - 24 stay at home

Table 5.8: The implementation of the policies in the program. Each day is divided into 5 periods
of time in which agents perform an actions. Some actions are performed only by specific groups
denoted in parenthesis next to action.



Chapter 6

Tests and Results
In the following chapter, the results of various tests that were implemented are
presented. The chapter is divided into two sections. Initially, in the first part of the
chapter, epidemiological and financial results of every single policy of the general
ABM are described. Each policy is tested separately, in a separate simulation. Each
simulation takes a time period of 60 days. The agents are generated at the first run
(test for policy 0). The agents and their various characteristics are then saved to an
excel file and they are imported to the simulation at the next runs so that the tests
for all policies take place in the same environment. Afterwards, the results of the
different policies are compared to each other.

Moreover, epidemiological results of the implemented policies in the single
workplace environment are presented. Once more, each policy is tested separately
in a separate simulation. Each simulation takes a time period of 20 days.

Afterwards, in the second section of the chapter, the derived results from the
application of the reinforcement learning algorithm are presented, for the single
workplace environment, the second illustrative model and the general ABM.

6.1 Agent-based model: policies tests

As mentioned above, each policy of the general ABM is tested separately. In addi-
tion, the obtained results are compared to each other, so that the "performance" and
the "efficiency" of each policy, regarding both epidemiological (results of SEIHVR
epidemiological model) and economical level can be concluded.

6.1.1 Policy 0

First, policy 0 is tested. In this first simulation the initialization process takes place
and the agents are generated. Some of the most important characteristics of the
generated environment are:

• Initially the infected people are four, the immune people (they are considered
already recovered) are 3, and the rest 393 people are susceptible.

• Number of students is 75.
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• Number of people over 60 years old which are considered to belong to risk
group are 93.

• Number of employees, which are essential and are supposed to go to their
workplaces even under lockdown policies are 51. One of them is also initially
infected.

As stated, simulated time period is 92 days.
In policy 0 there is no restrictions. People move freely, shops are open, employees
and students go to their workplaces and school respectively. It is considered as the
"normality" policy. The resulting epidemiological graphs of the SEIHVR model for
policy 0 are:

Figure 6.1: Results of epidemiological model when policy 0 is applied to the ABM.

A total of 372 people get infected from the virus, while the peak of the infected
curve is 305 people. The peak number of hospitalized patients is 18, exceeding
the desired threshold. The peak number of patients in intensive care units (severe
cases) is 7. After 64 days all the infected patients have been recovered and 25
people remain susceptible.

Considering the economical effects, it can be observed from Figure 6.2, that
during each month the wealth of the businesses is increasing, since they are open
for the clients and people move freely. The more people move, the more "shopping"
actions take place, which means a bigger profit for the businesses. The decrease
of the businesses’ wealth at the end of each month is due to salaries and taxes
payments. At the same time, houses’ wealth is decreasing through the month due
to the everyday expenses of their residents, while at the end of the month people
are getting paid, thus houses’ wealth increases.
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Figure 6.2: Economical effects of policy 0 to businesses.

Figure 6.3: Economical effects of policy 0 to houses.

6.1.2 Policy 1

Next, policy 1 is simulated. The same environment of agents as in policy 0 is used.
In policy, 1 vertical isolation is applied. This means all people that are over 60 years
old and belong to the risk group stay isolated at their home. Furthermore, school is
closed, therefore students also stay at home. The resulting epidemiological graphs
of the SEIHVR model for policy 1 are:



60 Chapter 6. Tests and Results

Figure 6.4: Results of epidemiological model when policy 1 is applied to the ABM.

The total number of people that get infected falls at 363 people and the peak
of the infected curve is 250 infected cases. The peak number of the hospitalized
patients is 12 and of the severe cases is 11. After 60 days, there are still 2 infected
people, and 34 people remain susceptible.

Regarding economical effects, businesses’ wealth still increases during the months,
since there are a lot of people who move freely. However, their profits are smaller
comparing to the respective profits in policy 0. Houses’ wealth decreases during
the month as in policy 0, but with a lower rate.

Figure 6.5: Economical effects of policy 1 to businesses.
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Figure 6.6: Economical effects of policy 1 to houses.

6.1.3 Policy 2

In policy 2 the same restrictions as policy 1 are implemented. The only difference
is that the use of face masks become obligatory. Practically this means that the
contagion probability reduces from 0.9 to 0.3. The derived epidemiological graphs
for policy 2 are:

Figure 6.7: Results of epidemiological model when policy 2 is applied to the ABM.

This time 346 people get infected and the peak value of the infected people
at the same time is 211. The peak number of hospitalized patients is 10 and the
peak number of people in intense care units is 5, which is decreased compared
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to the previous policies but still, it overpasses the desired threshold. There is still
one infected person at the end of the simulation and 51 people remain suscepti-
ble. Financially, policy 2 has similar effects with policy 1, since nothing changes
regarding the movement of human agents. As a result, "shopping" profits for busi-
nesses are similar to the respective in policy 1. Similarly, houses’ expenses follow
the same trend as policy 1.

Figure 6.8: Economical effects of policy 2 to businesses.

Figure 6.9: Economical effects of policy 2 to houses.
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6.1.4 Policy 3

In policy 3, if more than 10 new infected cases are spotted in one day, lockdown
and partial isolation is applied for 15 days. All people stay isolated at home for
15 days except the essential workers, who go to their workplaces as normal. The
epidemiological results of this policy are depicted in Figure 6.10.

Figure 6.10: Results of epidemiological model when policy 3 is applied to the ABM.

In this scenario, 318 people get infected, which is less compared to the previous
policies. The peak value of the infected cases is also decreased compared to the
previous policies and equals to 197. Maximum hospitalized and severe cases are 6
and 4 respectively. At the end of the simulation, there are still 13 infected agents,
while 79 people remain susceptible. On day 19, 11 more infected cases are observed
compared to day 18. Thus the lockdown and the partial isolation is applied. As it
can be observed also in Figure 6.10, after approximately 15 days the infected cases
start to decrease while at the same time exposed people are less than 15. Some
time after the lockdown period passes, a small increase of exposed and infected
agents is observed, but soon the cases start to decrease again.

As for economical effects, businesses’ wealth appears to increase, except during
the lockdown period. During the lockdown period, people stay isolated at home,
thus business agents have no "everyday" financial interaction with human agents,
resulting in no profits. At the end of the simulation, the wealth of the businesses
is approximately the same as it was at the beginning of the simulation. Regarding
houses’ wealth, it is expected to increase, since the people spend much less during
the lockdown, considering that they don’t move freely. Economical effects of policy
3 are depicted in Figures 6.11 and 6.12.
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Figure 6.11: Economical effects of policy 3 to businesses.

Figure 6.12: Economical effects of policy 3 to houses.

6.1.5 Policy 4

In policy 4, restrictions become more strict. Throughout the simulation, there is
lockdown and partial isolation of the agents. All people stay at home, except the
essential workers who go to their workplaces as normal. This policy is expected to
reduce significantly the infected cases of the epidemiological model.
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Figure 6.13: Results of epidemiological model when policy 4 is applied to the ABM.

Only 21 people get infected in this simulation and the peak of the infected
curve is 10 cases. Only one agent needs to go to the hospital and none needs
intensive care. Therefore the respective thresholds of hospitalized and severe cases
are not exceeded. After 52 simulation days, there are no more infected people
and 376 people remain susceptible until the end of the simulation. In figure 6.13
susceptible curve is skipped because it just shows a small change from 400 people
to 376.

Although the epidemiological results of policy 4 are encouraging, the applied
policy does not have positive effects on the economy. As mentioned, the biggest
part of the population stays isolated at home. Furthermore, businesses are closed
and shopping is not available neither for essential workers. This results in zero
profit for businesses and causes a drop in the businesses wealth. Houses’ wealth
increases because people don’t spend money on shopping.
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Figure 6.14: Economical effects of policy 4 to businesses.

Figure 6.15: Economical effects of policy 4 to houses.

6.1.6 Policy 5

In policy, 5 total lockdown is applied. All the human agents are isolated at their
homes The resulting graphs of the SEIHVR epidemiological model for this scenario
can be seen in Figure 6.16.
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Figure 6.16: Results of epidemiological model when policy 5 is applied to the ABM.

In this scenario, 9 people get infected in total and the maximum number of
infected cases is 9. None of the infected cases needs neither to get hospitalized
nor to receive intensive care. After 26 days of simulation, the last infected person
recovers, and 388 people remain susceptible until the end of the simulation.

From the financial point of view, policy 5 has the same negative effects on the
economy as policy 4, since people do not move at all outside from their homes and
businesses are closed for shopping.

Figure 6.17: Economical effects of policy 5 to businesses.



68 Chapter 6. Tests and Results

Figure 6.18: Economical effects of policy 5 to houses.

6.1.7 Policies Comparison

In this section, important attributes of the tested policies are compared each other,
so that performance and efficiency of each policy can be evaluated.

Figure 6.19 demonstrates the infected curves from policies. An obvious con-
clusion is that the more strict the restrictions that are applied, the fewer people
get infected. While in policy 0 the virus spreads quickly, in policies 4 and 5 the
virus spread is limited and much fewer people get infected. Moreover, in policy 2
a lower infected curve peak is observed compared to the one of policy 1. In policy
2, the spread of the virus is also slower compared to policy 1 since infected people
increase at a lower rate. Considering that in policies 1 and 2 the same restrictions
apply, but in policy 2, face masks are obligatory, shows that the use of face masks
can be an important asset to limit the coronavirus spread. The same happens at
policy 3, where also the virus spreads slower during non-lockdown periods com-
pared to policies 0 and 1. Also, the application of conditional lockdown decreases
significantly both the people that get infected and the peak of the infected curve
compared to policies 0, 1 and even 2.
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Figure 6.19: Comparison of infected curve between all policies.

In addition, hospitalized and severe cases must stay below the thresholds so
that healthcare systems are capable to take care of them. In the current system,
these thresholds are 8 and 4 patients respectively. In policies 0 and 1, both hospi-
talized and severe cases are higher enough compared to the respective thresholds.
However, the cases present a significant drop as the restrictions become more strict.
In policies 4 and 5 there are no patients that need to receive intensive care, and only
one person needs to get hospitalized in policy 4. Also in policies 2 and 3, these
numbers are close to the thresholds, which means that with a little more strict iso-
lation rules for some people groups, these policies can also keep hospitalized and
severe cases under the thresholds.

Figure 6.20: Comparison of hospitalized curve between all policies.
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Figure 6.21: Comparison of severe cases curve between all policies.

Lastly, the efficiency of the policies regarding the economical sector must be
evaluated. As expected, in policy 0 the profits of the businesses are larger com-
pared to the respective ones of the remaining policies. Policies 4 and 5 may de-
crease the spread of the Covid-19 disease significantly, however strict lockdown
causes big losses to the businesses and the economy. On the other hand, if policies
with less strict lockdown rules are followed, like policies 1, 2 and 3, people can
move freely at some point, interact with businesses, which continue to be func-
tional and the economy can keep a balance between profits and expenses. Thus,
an optimal sequence of policies to reduce the coronavirus spread should combine
some strict lockdown policies to limit the virus at its peak, which are replaced in
time by policies with more relaxed lockdown rules so that society economy receives
the less possible financial "damage".
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Figure 6.22: Comparison of economical effects of all policies to businesses.

6.2 Single workplace model: policies tests

The policies that are implemented in the single workplace model are also tested
separately. The objective of these tests is to validate the expected results of each
policy. Three different policies are implemented. In policies 0 and 1, it is expected
that both susceptible agents will get infected. In contrast, in policy 2, it is expected
that none of the susceptible agents will get infected due to the strict restriction of
the mobility.

6.2.1 Policy 0

First, we will present the characteristics of the generated environment:

• Three human agents: two susceptible and one infected.

• A workplace which covers a grid of 3x3 cells.

The initial position of the human agents is a random cell in the workplace grid
environment. The simulation includes a time period of 20 days.

In policy 0, at every timestamp, the agents move either to a neighbor cell or
stay at the same cell. The probability to move is equal to 0.4 and the probability to
stay at the same cell is 0.6. There is no use of face masks and contagion probability
is 0.9. The resulting epidemiological graph for policy 0 is:
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Figure 6.23: Results of epidemiological model when policy 0 is applied to the single workplace
model.

As expected, both susceptible agents become exposed during the first day. Then
incubation time of each exposed agent follows and they get infected after 5 and 6
days respectively. After 14 days, the initially infected agent recovers. Also one
more agent recovers at the 20th day of the simulation while the other one is still
infected when simulation time ends.

6.2.2 Policy 1

Similarly with policy 0, in policy 1, the agents move either to a neighbor cell or
stay at the same cell. However the probability to move is equal to 0.05 and the
probability to stay at the same cell is 0.95. The use of face masks is obligatory
and contagion probability decreases to 0.3. The resulting epidemiological graph
for policy 1 is:
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Figure 6.24: Results of epidemiological model when policy 1 is applied to the single workplace
model.

Even though the probability of the agents to move and the contagion probability
are decreased, the two susceptible agents get exposed again during the first day
of the simulation. One of them has incubation time equal to 3 days and gets
infected at 4th day and the other one has incubation time equal to 6 days and gets
infected at the 7th day of the simulation. After 14 days of the simulation the initial
infected agent recovers. Another recovers recovers 18th day, while the last one is
still infected at the end of the simulation time.

6.2.3 Policy 2

In policy 2, the agents don’t move at all. There is a possibility that either one
susceptible agent or both of them, meet the infected agent after the initialization
process, since their initial positions are random. In this situation, contagion prob-
ability is 0.3 because face masks use is obligatory. The resulting epidemiological
graph corresponding to policy 2 is:
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Figure 6.25: Results of epidemiological model when policy 2 is applied to the single workplace
model.

As expected none of the susceptible agents get infected, during the simulation
and the initially infected agent recovers after 17 days.

6.3 Reinforcement learning

In the second part of the tests, the reinforcement learning algorithm is applied to
the ABM. The objective is to derive an optimal sequence of policies that will be
followed during the 60 days simulation, so that the peak of the infected curve is
minimized and the hospitalized and severe cases stay under control and do not
exceed the respective thresholds. At the same time, the economy should not be
negatively affected. The reward function in Equation 5.4 is responsible for this by
giving the appropriate rewards to the respective transitions.

Also, a single workplace environment is designed and modelled with MDP.
Then reinforcement learning is applied to it. This aims to prove the efficiency of
the reinforcement learning algorithm.

6.3.1 Single workplace environment

In a single workplace environment, the objective is to minimize the number of in-
fected people. Since three human agents are generated and one of them is initially
infected, optimally none of the other two human agents will get infected. This can
be achieved if the human agents do not move at all until the infected one recovers.
As a result, a meeting between the infected and a susceptible agent will be avoided,
no contagion will take place and the virus will not be transmitted to any suscepti-
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ble person. A sequence of states that achieves the above scenario is illustrated by
Figure 5.8.

As mentioned three possible policies can be followed in the single workplace
environment simulation. In policy 0, the human agents move freely in the work-
place and the economical reward is the maximum possible. In policy 1, the agents
move with a much smaller probability in the workplace and the economical reward
is decreased. In policy 2, people do not move at all and the economical reward be-
comes negative. To guarantee that the states sequence will be similar as the desired
one of Figure 5.8, policy 2 should be followed until the infected person recovers
and any virus transmission is avoided. Then, policy 0 should be followed so that
the economy takes some boost. This is the policy sequence that is expected to be
derived from the application of the reinforcement learning algorithm.

Reinforcement learning is applied to the single workplace environment simu-
lation. During the learning process, the simulation is executed 16622 times. At
every iteration, the program creates a 3x3 environment with randomly placed hu-
man agents inside it, as described before. A table with Q-values is constructed,
where rows represent days of simulation (20 days in total) and columns represent
policies. The goal is to find an optimal policy for each day. The policy with the
highest quality value is the optimal policy. The algorithm converges after 16622
runs and the following Q-table is obtained:



76 Chapter 6. Tests and Results

Simulation
Time (Days)

Policy 0 Policy 1 Policy 2 Max Q Value Selected
Policy

1 -23.9995 -21.9982 -19.9995 -19.9995 Policy 2
2 -24.0465 -21.3868 -20.0005 -20.0005 Policy 2
3 -24.6436 -27.351 -20.0005 -20.0005 Policy 2
4 -24.1782 -26.2334 -20.0005 -20.0005 Policy 2
5 -22.8806 -28.2268 -20.0005 -20.0005 Policy 2
6 -24.7911 -27.7731 -20.0005 -20.0005 Policy 2
7 -22.6855 -23.2074 -20.0005 -20.0005 Policy 2
8 -31.94 -35.4216 -20.0005 -20.0005 Policy 2
9 -27.004 -27.9307 -20.0005 -20.0005 Policy 2
10 -20.0488 -21.3511 -19.0005 -19.0005 Policy 2
11 -22.0403 -23.4169 -20.0005 -20.0005 Policy 2
12 -20.2864 -22.052 -19.9995 -19.9995 Policy 2
13 -21.5591 -24.4666 -19.9995 -19.9995 Policy 2
14 -22.6265 -23.5764 -19.9995 -19.9995 Policy 2
15 -17.3417 -17.3331 -12.6909 -12.6909 Policy 2
16 -20.2959 -18.0952 -12.6909 -12.6909 Policy 2
17 -20.6858 -17.6828 -12.6909 -12.6909 Policy 2
18 24.9557 1.33282 -0.445877 24.9557 Policy 0
19 28.3186 -0.954001 -0.900122 28.3186 Policy 0
20 28.3186 6.59329 4.50645 28.3186 Policy 0

Table 6.1: Q-table derived from reinforcement learning algorithm for the single workplace environ-
ment simulation.

The policies sequence that reinforcement learning "suggests" is to use policy
2 until the 17th day and then, for the rest days, policy 0. Following policy 2
for 17 days means that the agents don’t move for this time period. Therefore
a possible meeting between agents is avoided, no contagions take place and no
one gets infected. Furthermore, considering that the recovery time of all infected
people is either 14 or 17 days, it is concluded that the initial infected person will
be recovered by day 17. Therefore, from day 18 there is no infected agent and the
system can go back to policy 0, which also gives a boost to the economy, since
policy 0 gives the maximum economical reward.

In other words, the obtained policy sequence from the reinforcement learning
corresponds with the expected one. If this sequence of policies is followed, the
states sequence is similar to the one in Figure 5.8. This validates the results of the
reinforcement learning for the general ABM and is considered as proof that the
algorithm will ultimately result in a sequence of policies that will indeed limit the
spread of coronavirus and affect the economy in a less harmful way.
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6.3.2 Second illustrative model

To ensure that the reinforcement learning algorithm can be applied to other, more
complicated models, another illustrative model was prepared. It consists of 10
by 10 gird-like with 20 people, 4 houses and 2 workplaces. Initially, 1 person is
infected and the rest is susceptible. The policies are the same as in the previous
illustrative model. In learning part, the algorithm was executed 18143 times.

The result in form of Q-table is:
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Simulation
Time (Days)

Policy 0 Policy 1 Policy 2 Max Q Value Selected
Policy

1 -51.9995 -53.9995 -19.9995 -19.9995 Policy 2
2 -28.1514 -30.7237 -20.0005 -20.0005 Policy 2
3 -50.9098 -59.8723 -20.0005 -20.0005 Policy 2
4 -39.8503 -42.5356 -20.0005 -20.0005 Policy 2
5 -73.1306 -36.4568 -20.0005 -20.0005 Policy 2
6 -65.1482 -59.4451 -20.0005 -20.0005 Policy 2
7 -53.0485 -40.2816 -20.0005 -20.0005 Policy 2
8 -72.1525 -84.404 -20.0005 -20.0005 Policy 2
9 -61.7591 -40.657 -20.0005 -20.0005 Policy 2
10 -86.2928 -45.9561 -20.0005 -20.0005 Policy 2
11 -37.7446 -65.6725 -20.0005 -20.0005 Policy 2
12 -89.7422 -91.68 -20.0005 -20.0005 Policy 2
13 -92.1216 -93.9579 -20.0005 -20.0005 Policy 2
14 -95.0651 -90.0961 -20.0005 -20.0005 Policy 2
15 -85.538 -51.3401 -14.4827 -14.4827 Policy 2
16 -63.9354 -83.6107 -14.4827 -14.4827 Policy 2
17 -92.9957 -81.9205 -14.4827 -14.4827 Policy 2
18 29.9995 12.471 10.4634 29.9995 Policy 0
19 29.9995 6.72061 2.96392 29.9995 Policy 0
20 29.9995 14.1925 12.1882 29.9995 Policy 0
21 29.9995 10.5549 8.75447 29.9995 Policy 0
22 29.9995 3.88991 4.47755 29.9995 Policy 0
23 29.9995 10.3956 7.35431 29.9995 Policy 0
24 29.9995 16.2028 14.408 29.9995 Policy 0
25 29.9995 6.4759 2.61678 29.9995 Policy 0
26 29.9995 17.432 16.3706 29.9995 Policy 0
27 29.9995 16.4803 13.4631 29.9995 Policy 0
28 29.9995 16.2892 11.473 29.9995 Policy 0
29 29.9995 19.3394 18.2862 29.9995 Policy 0
30 29.9995 20.2181 17.787 29.9995 Policy 0

Table 6.2: Q-table derived from reinforcement learning algorithm for the second illustrative simula-
tion.

The results indicate that until day 17, policy 2 should be applied. After that,
policy 0 should be applied. This makes sense since the infected person recovers
after 14 or 17 days. There could be a situation when the infected is initialized at
the same cell with susceptible. In that case, it will take more time to dispose of the
virus. But this situation would occur rarely so it did not influence the result.
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6.3.3 Simulation with optimal policies

The following section contains the simulation of the illustrative models with opti-
mal policies. The results are presented at Figures 6.26, 6.27, 6.28 and 6.29.

Figure 6.26: Results of epidemiological model when the optimal sequence of polices is applied to the
single workplace model. The infected agent recovers after 14 days.

Figure 6.27: Results of epidemiological model when the optimal sequence of polices is applied to the
single workplace model. The infected agent recovers after 17 days.
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Figure 6.28: Results of epidemiological model when the optimal sequence of polices is applied to the
second illustrative model. The infected agent recovers after 14 days.

Figure 6.29: Results of epidemiological model when the optimal sequence of polices is applied to the
second illustrative model. The infected agent recovers after 17 days.

From the graphs, it can be concluded, that the virus is disposed after either
14 or 17 days. These are recovery times and the value depend on the age of the
infected individual. During the first 17 days, the algorithm suggested applying
policy 2. This policy restricts the movement to none. Thus, the infected cannot
spread the infection to other agents. After 17 days, when the virus is disposed,
the algorithm suggested applying policy 0. This is desired, as policy 0 has the
most economical benefits. Thus, it can be concluded that the RL algorithm works
correctly and as expected.



Chapter 7

Conclusions and Further Develop-
ment
The present thesis aimed to develop an Agent-Based Model and use Reinforcement
Learning to control it. The ABM was supposed to simulate the society and the
spread of Covid-19. It included a grid-like environment with 24h day cycle in
which agents (humans) move around and perform actions. The pandemic was
simulated using the SEIHVR model. On top of that, economic processes were
added to influence the reinforcement learning algorithm’s operation.

To illustrate our results more clearly, we presented a simulation model with a
fewer number of agents and workplaces. The objective of it was to test and validate
the reinforcement learning algorithm. This simulation consisted of a grid-like, 3 by
3 environment with 3 agents (people). Initially, one of them was infected and the
remaining ones were susceptible. The agents were able to move in the environment
with probabilities dictated by the applied policy. In this simulation, the economy
did not play a significant role. The epidemiological states were emphasized to
check if the reinforcement learning algorithm will be able to stop the infection by
applying certain policies.

Indeed, we expected the algorithm to apply the policy in which the agent’s
moves are disabled. This would allow the infected person to go through the infec-
tion without spreading it to other agents. Moreover, when the infected agent has
recovered, the algorithm changed the optimal policy to policy with movement and
the biggest economic benefits which is also expected and desirable. The expected
optimal set of policies for an illustrative model was extracted by the algorithm after
around 16000 iterations. During 1 iteration the simulation period was 20 days in
which 120 actions per day were performed.

We designed an MDP for the illustrative model. The states described agents
positions together with their epidemiological groups. MDP also described sets of
possible actions. The reward functions for state transitions were also specified.

We believe, that the states designed for MDP for the illustrative model can be
scaled to an initial model. To prove this, we designed another illustrative model
with 10 by 10 environment and 20 agents. We applied reinforcement learning
with the same reward as presented in the single workplace model. The algorithm
converged to the expected result after around 20000 iterations.

81
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For the initial model, we expect the reinforcement learning, like in illustrative
models, to learn the set of optimal policies as well. It has to be noted that for this
model, the reward function needs to be adjusted to take into account the economy
and the medical care thresholds. The MDP for the model needs an additional
description of economic agents to fully describe the dynamics of the system.

An agent-based model like every other model does not fully reflect real-life
conditions. Thus, the model can be improved in many ways. The simulation
already takes a good amount of time to run therefore the functionality needs to
be limited. To properly mirror the real-life conditions, a wider variety of factors
needs to be taken into account such as vital dynamics, vaccinations, immunity
or lack of it in the recovered compartment. Because of performance reasons, the
epidemiological model was kept simple but efficient to reflect Covid-19 dynamics.
The main focus of the project was to keep the hospitalized and severe cases below
the medical care threshold. Thus, the SEIHVR model used in the project includes
basic epidemiological compartments needed to simulate the Covid-19 spread as
well as mentioned hospitalized and severe compartments. Random movements
of people do not fully reflect real-life conditions. However, they are efficient to
represent the spread of the virus in a similar way as in real life.

For future work, we propose to simulate the initial model and adjust the re-
ward function according to the results of performed simulations. We believe that
the reinforcement learning controller should work with the initial model, and the
simulation time and the number of iterations will be larger than in the illustra-
tive models. Some optimizations and updates can be made to the model as well to
make it more accurate and to reduce simulation time. Additionally, few tests could
be conducted to check how the reinforcement learning reacts to fluctuations in the
model. One of them could include the change of transition probabilities between
groups. Another one could include changes in the model, for example adding vac-
cinations or interference from outside the society like travels (people coming and
leaving with or without the virus).
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