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Synopsis
This study investigates the
robustness and accuracy of dif-
ferent tribological state observer
strategies using ultrasound
reflectometry and temperature
measurements. Based on virtual
experiments it is from this study
found that including thermovis-
cous effects in the hydrodynamic
system model significantly
increases the robustness and
accuracy of the tribological state
observers. It is in this study
also found that placing the
ultrasound transducers inside
the journal is beneficial for
the tribological state observer
strategies.

It is in this study proposed
combining auto-calibration ul-
trasound reflectometry and tri-
bological state observer meth-
ods. It is found that these algo-
rithms have increased robustness
and accuracy compared to the
standalone auto-calibration ul-
trasound reflectometry used for
comparison.
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Summary
This study is concerned with estimating the fluid film height and other tribological states in
journal bearings relating to wear and friction using tribological state observer strategies. The
study takes offset in a case study of a simple journal bearing. The tribological state observer
strategies proposed in this study, is based on including a system model of the hydrodynamics
in the journal bearing into an extended Kalman filter optimisation algorithm with ultrasound
reflectometry, temperature measurements, and information of the system inputs, such as journal
angular velocity and external radial force, to increase the robustness and accuracy of the
tribological state estimates.

This study is a continuation of a previous study of the same authors. The previous study
investigated the applicability of tribological state observes in journal bearings, using ultrasound
reflectometry methods. In the previous study it is found from virtual experiments that
tribological state observers show potential for predictive maintenance and prognostic control
schemes. This study therefore aims to further investigate some of the aspects excluded in the
previous study.

This study investigates the development of an improved virtual experimental setup, compared
to the previous study. The virtual experimental setup developed in this study includes
thermoviscous hydrodynamics, since it is found that these significantly affects the dynamics
and steady state condition of journal bearings. Furthermore, the virtual experimental setup is
made to include thermodynamics in the fluid film layer, journal, and bushing. Lastly the virtual
experimental setup is improved since it does not use the short bearing approximation, included
in the virtual experiments from the previous study. The virtual experimental setup allows for
data generation used for the comparison of the tribological state observer strategies.

This study also investigates the performance of combined tribological state observer and auto-
calibration ultrasound reflectometry methods. It is in this study found that these methods
have increased robustness and accuracy, compared to the standalone auto-calibration ultrasound
reflectometry method derived in this study. Furthermore, this study includes an evaluation
criterion for the ultrasound reflectometry that uses multi-frequency information from the
measured ultrasound waves. In this study, the method is not seen to improve the tribological state
estimates. This method is found to be less sensitive to disturbances at large fluid film heights,
compared to the other methods proposed, and for this reason might be used in combination with
other methods.

This study is also concerned with strategies for placing the ultrasound transducers on the journal
bearing. It is in this study found that placing the ultrasound transducers on the inside of the
journal show the greatest potential for the ultrasound reflectometry methods. This is due to
the increased excitements in the fluid film height seen from the transducers, and this aids the
assumption of slow varying incident waves, required for the derivation of the tribological state
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observer and ultrasound reflectometry methods.

In this study it is found that including thermoviscous effects in the hydrodynamic model, used
for the tribological state observer strategies, have increased accuracy and robustness, compared
to tribological state observer that uses regular hydrodynamic models. The thermoviscous effects
are included in the tribological state observers using perturbation theory for solving the equation
describing energy conservation within the fluid film layer. It is also from this study found that
with the inclusion of thermodynamics in the tribological state observer, it is possible to get an
estimate of the dynamic viscosity of the oil. This estimate is seen to have an offset compared
to the true value, but from the estimate it is possible to track changes of the dynamic viscosity,
and relate this to degradation of the oil. However, the tribological state observer strategies
might need further improvement, since it is found that the dynamic viscosity estimate is affected
by changes to other system parameters. It is in this study found that changes to the radial
clearance affect the system dynamics to a degree that is not described by adjusting the dynamic
viscosity estimate. It is from this believed that it might be possible to expand the tribological
state observer algorithms to include an estimate of the radial clearance.

In this study it is also found that the tribological state observer strategies that include
thermoviscous effects are able to estimate both fluid film height and dynamic viscosity to a
satisfying degree with limited knowledge of the external force. This is a great indication of the
potential of tribological state observers since it might not be possible to measure the external
force in real-life applications. However, it is still believed that in order to fully explore the
applicability of tribological state observers, the strategies have to be experimentally validated in
a laboratory environment.
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Preface
This study is a master’s thesis project written by 3 students studying Mechatronic Control
Engineering at AAU. This study is a continuation of a study written by the same authors
named "Investigation of a tribological state observer using an ultrasound reflectometry method
for measurement of the fluid film height in journal bearings".

This study aims to investigate the effects of implementing tribological state observer in a journal
bearing to predict the fluid film height of the lubrication based on ultrasound and temperature
measurements.

Readers guide

The figures in this project depicting the journal bearing are highly exaggerated to better illustrate
the concepts of interest.

Equations, figures, and tables are denoted as x.y, where x denoted the chapter at which it is
located and y is the number for the certain element in that given chapter.

Matrices and vectors is in this project denoted as " " and "~ ", respectively. Furthermore, " ˙ "
denotes time derivatives and " ˆ " denotes estimates.

The sources in this study are noted with the Vancouver notation.
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Nomenclature
Symbol Name Unit

A Magnitude of reflection coefficient spectrum [−]
a, b Local coordinate frame [m]
a, b, c Material layers [−]
abv Barus-Vogel viscosity [Pa s]
ar Reynold viscosity [Pa s]
av Vogel viscosity [Pa s]
a1,bv Barus-Vogel viscosity [Pa]
a2,bv Barus-Vogel viscosity [PaK ]
Br Brinkman number [−]
bbv Barus-Vogel viscosity [K]
br Reynold viscosity [K−1]
bv Vogel viscosity [K]
C Specific heat capacity [ J

kgK ]
C Covariance matrix [-]
Cr Radial clearance [m]
c Speed of sound [ms ]
cbv Barus-Vogel viscosity [K]
cv Vogel viscosity [K]
~d Disturbance vector [-]
Ec Eckert number [−]
F Force [N ]
f Fluid stress [ N

m2 ]
h Fluid film height [m]

J(ω) Layer phase spectrum [−]
L Bushing length [m]
Lj Journal length [m]
LN Load number [-]
LT Distance from ultrasound transducer to flid film [m]
m Mass of the journal [kg]
n Number of wave [−]
~n Noise vector [-]
~n Normal vector [-]
P Covariance matrix [-]
Pe Energy in the ultra sound signal [−]
p Pressure [Pa]
Qf Heat source [ W

m3 ]
R Bushing inner radius [m]
R Reflection coefficient [ kg

sm2 ]
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R Reflection wave [Pa]
Rb Bushing outer radius [m]
Re Reynolds number [−]
R(ω) Reflection coefficient spectrum [−]
r Journal radius [m]
S Sensitivity [−]
T Temperature [K]
T Transmission wave [Pa]
Teq Equivalent temperature [−]
Tpr Time of pulse rate [−]
Ts Sampling time [s]
t Time [s]

u, v, w Velocity components [ms ]
~v Velocity vector [m/s]

x, y, z Spacial coordinates [m]
z Specific acoustic impedance [ kg

sm2 ]
α, β Global coordinate frame [m]
αi, βi Local coordinate frame following the ultrasound transducers [−]
γ Phase of reflection coefficient spectrum [rad]
δ Fluidity [ 1

Pa s ]
ε Eccentricity [m]
εr Eccentricity ratio [-]
θ Eccentricity angle [rad]
λ Thermal conductivity [ WmK ]
µ Dynamic viscosity [Pa s]
ξ Attitude angle [rad]
ρ Density [ kg

m3 ]
σ Standard deviation [−]
τ Time delay [s]
τ Shear stress [ N

m3 ]
Φ Viscous dispassion [s−2]
φ Polar coordinate [rad]
ψ Angle of pressure state vector [rad]
Ω Measurement angle from α [rad]
ω Angular frequency [ rads ]
ω Angular velocity of the journal [ rads ]
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Abbreviation Definition

COM Centre of mass

CCE Complex component evaluation

CCTE Complex component and temperature evaluation

EKF Extended Kalman filter

eq. Equation

LMSE Layer spectrum magnitude evaluation

LPL Layer phase lag

LTI Linear time independent

PDE Phase derivative evaluation

p. page

SISO Single input single output

S.S. Steady state

TSO Tribological state observer
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1 | Introduction

This study aims to investigate the applicability of tribological state observer (TSO) strategies and
the ability to estimate tribological states in journal bearings using measurements from ultrasound
transducers. Journal bearings are of interest since they are widely used in industries as a way
of separating rotating components. The journal bearing have two primary tasks, reducing the
friction and wear in the system. This results in a reduced energy loss and less maintenance on
the system. Journal bearings use a fluid lubrication layer as the separating element, as seen in
Figure 1.1.

Figure 1.1: Journal bearing under radial load.

Figure 1.1 illustrates a journal bearing under radial load. It is in this figure seen that when a
journal bearing is under a radial load, the geometric centre of the journal and bushing misalign.
If this misalignment becomes to large an excess amount of friction occur in the journal bearing.
This results in decreased efficiency as well as increased wear on the journal bearing. Furthermore,
tribological states such as the viscosity of the lubrication is an indication of a degraded lubrication
film [9]. It is believed that with TSOs it is possible to monitor the tribological states and use
this information for condition monitoring or prognostic control of the journal bearings.

1.1 Case study

In this study the investigation into TSOs is based on a case study. In the case study the journal
bearing is modelled as shown in Figure 1.2 on the following page. The journal bearing model is
chosen to be a cylinder as the journal and a cylindrical shell as the bearing.

1
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(a) Journal bearing (b) Journal and bushing

Figure 1.2: Dimension definitions of the journal bearing case study.

The journal bearing depicted in the figure has the parameters shown in Table 1.1.

Table 1.1: Baseline parameters of journal bearing

Journal length, LJ 50 mm

Journal radius, r 9.95 mm

Bushing length (fluid film length), L 10 mm

Bushing inner radius, R 10 mm

Bushing outer radius, Rb 20 mm

Radial clearance, Cr 50µm

Journal mass, m 2 kg

Operational temperature, T 313.2 K

These dimensions form the baseline for the journal bearing analysis in this study. The mass of
the journal is chosen to be 2 kg. This is based on the assumption that the journal is connected
to larger components. It is from the table further seen that in this study the operational
temperature is assumed to be 313.2 K, unless otherwise stated. A full list of baseline parameters
used throughout this report is found in Appendix G on page 113.
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2 | Problem analysis
This study is a continuation of a previous study from the same authors, Laustsen et al. [12]. The
previous study showed through virtual experiments that the proposed tribological state observer
strategies reduced noise and increased robustness of fluid film height estimates. The tribological
state observer further showed similar journal bearing dynamics as the virtual experiments. It is
from the previous study therefore believed that tribological state observer strategies has potential.
However, in the previous study thermoviscous effects were neglected and it is therefore of interest
to analyse if these have a significant effect on the system.

2.1 Temperature dependent viscosity

The initial analysis of the thermoviscous effects take offset in the Vogel viscosity model, given
by the following equation. [7]

µv = av e
bv

T−cv (2.1)

Where µ is the dynamic viscosity. T is the temperature of the oil. av, bv, and cv are fluid specific
parameters given in Table 2.1 for HM46 hydraulic oil.

Table 2.1: Parameters used for the Vogel model. [7]

av bv cv
63.34 µPas 879.8 K 177.8 K

The Vogel viscosity model is used to determine the baseline dynamic viscosity in this study and
is seen plotted in Figure 2.1.

Figure 2.1: The viscosity as a function of temperature.

The dynamic viscosity is seen to be highly dependent on the temperature and for the 100 degrees
of temperature change plotted, the viscosity is seen to change several order of magnitudes.

3
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2.2 G.B. DuBois and F.W. Ocvirk’s steady state solution

It is seen that the viscosity affects the steady state (S.S.) of the journal bearing. The relation
between viscosity and S.S. of the journal bearing, is found from the load number, Ln. The load
number is found to be related to the placement of the journal within the journal bearing in S.S.
This placement is described by the eccentricity, ε. The eccentricity is defined as the distance
between the geometric centre of the journal and bushing. This relation is both described and
experimentally validated by G.B. DuBois and F.W. Ocvirk and is given by the following equation.
[8]

LN = 4π
|~Fext|C2

r

µω L3R
=

π ε
Cr

√
π2
(

1−
(

ε
Cr

)2)
+ 16

(
ε
Cr

)2
(

1−
(

ε
Cr

)2)2 (2.2)

Where ~Fext is the external force and ω is the angular velocity of the journal. It is notable that
it is the ratio between eccentricity and radial clearance that explicitly correlates to the load
number. This relation is known as the eccentricity ratio, εr. The eccentricity ratio is also found
to relate to the eccentricity angle, θ, in S.S. The eccentricity angle is defined as angle with least
fluid film height, measured from an arbitrary coordinate frame. However, attitude angle, ξ, is
defined as the angle with least fluid film height measured from the direction of the external force.
With these definitions the following relation is found.

ξ = tan−1

π
√

1−
(

ε
Cr

)2
4
(

ε
Cr

)
 = θ − ∠~Fext (2.3)

Using eq. (2.2) and eq. (2.3) it is possible to calculate the placement of the journal within the
journal bearing in S.S. for a given angular velocity and external force.

The S.S. eccentricity is from eq. (2.2) seen to be dependent on the viscosity and thereby
the temperature. The S.S. eccentricity is seen as a function of the temperature for different
magnitudes of the external force and a journal angular velocity of 500 rad/s in Figure 2.2.

Figure 2.2: The S.S. eccentricity as a function of temperature at different external loads.

4
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The S.S. eccentricity is seen to be dependent on the temperature and this is especially evident
for large external loads. It should be noted that this analysis is based on the assumption that the
thermal expansion and deflection of the journal and bushing can be neglected. This assumption
is used in the study from hereon. This analysis indicates that thermoviscous effects are significant
enough to further investigate how they affect the performance of a TSO for journal bearings.

2.3 Study purpose

Based on the above problem analysis and the previous study by the same authors, this study aims
to investigate the following topics. The above analysis shows that thermoviscous effects are found
to have significant influence on the steady state placement of the journal, it is therefore of interest
to investigate these. The tribological state observer strategies presented in the previous study
uses a separate ultrasound reflectometry and tribological state observer algorithm, where this
study aims to investigate the combination of these algorithms, since this is believed to increase
the robustness of the strategy. The previous study proposes placing the ultrasound transducers
on the outside of the bushing, however another study proposes placing the transducer within the
journal [1]. This way of placing the ultrasound transducer also have the potential of affecting the
robustness of the algorithms and is for this reason of interest to investigate. Furthermore this
study aims to investigate a method of accessing the external loads affecting the journal bearing
which is a concern from the previous study. Lastly, this study is concerned with investigating the
theoretical potential of tribological state observer algorithms, and it is for this reason of interest
to develop a more complex system model used for virtual experiments, compared to the previous
study.

To summarise, this study is concerned with the following five main topics:

• Development of an advanced virtual experiment which includes thermoviscous hydro- and
thermodynamics.

• Investigation into the performance of combined tribological state observer and ultrasound
reflectometry algorithms.

• Investigation into the accuracy and robustness of fluid film height estimates considering
ultrasound transducer placement.

• Investigation into the accuracy and robustness of the tribological state observer algorithms
when considering thermoviscous hydrodynamics.

• Investigation into the robustness of the tribological state observer algorithms with limited
knowledge of the external force.

5





3 | Journal bearing model
In order to derive TSO strategies and perform system analysis an analytical journal bearing
model is derived. The analytical journal bearing model describes hydrodynamics, mechanical
dynamics, and the coupling between these.

3.1 Bearing geometry and mechanical dynamics

The derivation of the mechanical journal bearing dynamics takes offset in the coordinate
definitions shown in Figure 3.1.

H

Figure 3.1: The coordinate definitions used for the derivation of the journal bearing
kinematics [12].

The figure shows two coordinate frame definitions. The global coordinate frame, αβ, is defined
to have origin in the centre of the journal but otherwise placed arbitrary in space. It is in this
coordinate frame that the eccentricity and eccentricity angle are defined. The eccentricity is
defined as the distance between the geometric centre of the bushing and journal, given as the
equation below.

ε =
√
α2 + β2 (3.1)

The eccentricity angle is defined as the angle between the α-axis and the eccentricity.

θ = tan−1
(
β

α

)
(3.2)
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Group MCE4 - 1024 3. Journal bearing model

In Figure 3.1 on the previous page it is seen that the local coordinate frame, ab, is defined to
have origin in the geometric centre of the journal and the a-axis is defined such that it is always
aligned with the eccentricity angle. In the figure it is also seen that the inner radius of the
bushing is defined as R and the outer radius of the journal is defined as r. The radial clearance,
Cr, is defined as the difference between the two radii.

Cr = R− r (3.3)

In the ab-frame an arbitrary angle, φ, is defined as the angle from the a-axis to an arbitrary angle
of interest. It is from this angle seen that the fluid film height is defined as stated in eq. (3.4)
assuming that the fluid film height does not change in the longitudinal direction of the bearing.

h = Cr − ε cos (φ) (3.4)

The mechanical dynamics of the system is found from an Euler-Lagrange analysis of the system
kinematics. The Euler-Lagrange analysis is based on the Lagrangian, L, defined as the difference
between the kinetic and potential energy of the system [19].

L = K − P (3.5)

Where K is kinetic energy and P is potential energy. In order to derive the energies of the
system a kinematic expression is derived. The kinematic expression describes the placement of
the journal’s centre of mass (COM) within the global coordinate frame and is given in eq. (3.6),
assuming that the mass of the journal is uniformly distributed.

#          »

COM = ε

[
cos(θ)

sin(θ)

]
(3.6)

It is for this analysis only translatory kinetic energy that is considered. This consideration
is based on the assumption that the only potential energy affecting the system is that of
gravitational force and this is seen as an external force and is for this reason not included in the
dynamics of the system. The reason for not considering rotational kinetic energy is due to the
angular velocity of the journal is seen as an input to the system. This means that the dynamics
of this rotation is not of interest. These assumptions results in the following Lagrangian.

L = K =
1

2

d

dt

#          »

COMT m
d

dt

#          »

COM =
m

2

(
ε̇2 +

(
θ̇ ε
)2)

(3.7)

With this Lagrangian it is possible to derive the mechanical journal bearing dynamics using the
Euler-Lagrange equation, as given by eq. (3.8). [19]

~F =
d

dt

(
∂L
∂~̇q

)
− ∂L
∂~q

(3.8)

Where ~q is the coordinate vector, given by eq. (3.9).

~q =

[
θ

ε

]
(3.9)
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3.2. Fluid motion Aalborg University

This analysis results in the following equation for the mechanical system dynamics.

~F = m

[
ε
(
θ̈ ε+ 2θ̇ ε̇

)
ε̈− ε θ̇2

]
(3.10)

In Figure 3.1 on page 7 it is seen that the force components along the b-axis are the forces which
cause the torque affecting the eccentricity angle. This torque is seen in eq. (3.11) to be the forces
in the b-direction multiplied by the eccentricity. The forces affecting the eccentricity is from the
figure seen to be the forces in the a-direction.

~F =

[
Fb · ε
Fa

]
(3.11)

It is assumed that the forces affecting the journal are external, pressure, Fp, and shear, Fs,
forces. The pressure and shear forces are due to the fluid film layer in the journal. It is in this
study assumed that the shear forces only produce a translatory motion of the journal since the
dynamics of the journal’s rotation around its own axis is not of interest. It is assumed that a
positive external force act along the axis definitions shown in Figure 3.1 on page 7 and that the
positive pressure and shear forces act in the opposite direction. The sum of forces is for this
reason given as the following equation.

~F = ~Fext − ~Fp − ~Fs (3.12)

In order to derive the expressions describing the pressure and shear forces an equation of the
pressure distribution in the fluid film layer is derived. In order to derive an expression describing
the pressure distribution the motion of the fluid film is analysed.

3.2 Fluid motion

The analysis of the fluid motion takes offset in the assumption that the outer radius of the journal
is approximately the inner radius of the bushing, as stated below.

R ≈ r (3.13)

This assumption means that the fluid film layer separating the journal and bushing is seen as
the equivalent to the fluid film layer between two plates, as seen in Figure 3.2.

Figure 3.2: Fluid film layer between two plates.
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Group MCE4 - 1024 3. Journal bearing model

As seen in Figure 3.2 on the previous page the bushing, fluid film layer, and journal are denoted
as material a, b, and c, respectively. It is also seen from the figure that an arbitrary (x,y,z)
coordinate frame is defined. In this coordinate frame the fluid motion is described by the velocity
vector field, (u,v,w), describing fluid velocity in the x-,y-, and z-direction, respectively.

The fluid motion is derived from the Navier-Stokes equations for incompressible Newtonian fluids
assuming body forces to be negligible. The Navier-Stokes equations are given in eq. (3.14) to
eq. (3.16) and are derived from Cauchy’s equation describing moment conservation. [20]

ρ

(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z

)
=

∂

∂x

(
−p+ 2µ

∂u

∂x

)
+
∂

∂y

(
µ

(
∂u

∂y
+
∂v

∂x

))
+

∂

∂z

(
µ

(
∂u

∂z
+
∂w

∂x

)) (3.14)

ρ

(
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z

)
=

∂

∂y

(
−p+ 2µ

∂v

∂y

)
+
∂

∂x

(
µ

(
∂u

∂y
+
∂v

∂x

))
+

∂

∂z

(
µ

(
∂v

∂z
+
∂w

∂y

)) (3.15)

ρ

(
∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z

)
=

∂

∂z

(
−p+ 2µ

∂w

∂z

)
+
∂

∂x

(
µ

(
∂u

∂z
+
∂w

∂x

))
+

∂

∂y

(
µ

(
∂v

∂z
+
∂w

∂y

)) (3.16)

Where ρ is the fluid density and p is the fluid pressure. These equations are simplified by
considering the geometric relations of the journal bearing. The geometric relation of interest is
the ratio between the normalised fluid film height, hn, and the normalised fluid plane length,
Ln, shown in the equation below.

εn =
hn
Ln

(3.17)

The following relation is expected since the fluid film height is assumed to be significantly smaller
than the fluid plane length.

0 < εn << 1 (3.18)

The Navier-Stokes expressions are simplified by introducing the following normalised variables,
where the subscript n indicates the normalisation point and ¯ indicates the normalised variable.

(x̄, ȳ, z̄) =
1

Ln

(
x,

1

εn
y, z

)
(3.19)

t̄ = t
Un
Ln

(3.20)

ρ̄ =
ρ

ρn
(3.21)

Rε = εnRen (3.22)

(ū, v̄, w̄) =
1

Un

(
u,

1

εn
v, w

)
(3.23)

µ̄ =
µ

µn
(3.24)

Ren =

(
ρnLnUn
µn

)
(3.25)

p̄ = Rε
p

ρnU2
n

(3.26)
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3.2. Fluid motion Aalborg University

Where Un is the normalised fluid velocity and Rε is the reduced Reynolds number. Inserting these
normalised variables into the Navier-Stokes equations, eq. (3.14) to eq. (3.16), the normalised
Navier-Stokes equations are derived, given by eq. (3.27) to eq. (3.29).

ρ̄Rε

(
∂ū

∂t̄
+ ū

∂ū

∂x̄
+ v̄

∂ū

∂ȳ
+ w̄

∂ū

∂z̄

)
=

∂

∂x̄

(
−p̄+ 2µ̄ε2n

∂ū

∂x̄

)
+

∂

∂ȳ

(
µ̄

(
∂ū

∂ȳ
+ ε2n

∂v̄

∂x̄

))
+ ε2n

∂

∂z̄

(
µ̄

(
∂ū

∂z̄
+
∂w̄

∂x̄

)) (3.27)

ρ̄Rεε
2
n

(
∂v̄

∂t̄
+ ū

∂v̄

∂x̄
+ v̄

∂v̄

∂ȳ
+ w̄

∂v̄

∂z̄

)
=

∂

∂ȳ

(
−p̄+ 2ε2nµ̄

∂v̄

∂ȳ

)
+

∂

∂x̄

(
µ̄

(
ε2n
∂ū

∂ȳ
+ ε4n

∂v̄

∂x̄

))
+

∂

∂z̄

(
µ̄

(
ε4n
∂v̄

∂z̄
+ ε2n

∂w̄

∂ȳ

)) (3.28)

ρ̄Rε

(
∂w̄

∂t̄
+ ū

∂w̄

∂x̄
+ v̄

∂w̄

∂ȳ
+ w̄

∂w̄

∂z̄

)
=

∂

∂z̄

(
−p̄+ 2ε2nµ̄

∂w̄

∂z̄

)
+ ε2n

∂

∂x̄

(
µ̄

(
∂ū

∂z̄
+
∂w̄

∂x̄

))
+

∂

∂ȳ

(
µ̄

(
ε2n
∂v̄

∂z̄
+
∂w̄

∂ȳ

)) (3.29)

These equations are simplified by assuming laminar flow and that the thin film approximation
is applicable. The thin film approximation is the assumption described by eq. (3.30). [20]

ε2n → 0 (3.30)

From these assumptions the reduced Navier-Stokes equations are given by eq. (3.31) to eq.
(3.33).

∂p

∂x
=

∂

∂y

(
µ
∂u

∂y

)
(3.31)

∂p

∂y
= 0 (3.32)

∂p

∂z
=

∂

∂y

(
µ
∂w

∂y

)
(3.33)

Equation (3.32) shows that the pressure change in the cross film direction, y, is negligible
compared to the two other pressure gradients. It is for this reason from heron assumed that
the pressure equation is not dependent on the cross film spatial coordinate.

Equation (3.31) is further simplified by the short bearing approximation. The short bearing
approximation assumes that pressure driven flow in the circumferential direction, x, is negligible
compared to pressure driven flow in the longitudinal direction, z. This assumption is
experimentally found to be valid when the ratio between fluid film length and journal diameter
is less than one [13]. This assumption results in the following reformulation of eq. (3.31).

0 =
∂

∂y

(
µ
∂u

∂y

)
(3.34)
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Group MCE4 - 1024 3. Journal bearing model

Since the temperature is spatially dependent and assuming that the viscosity is a function of
temperature, the reduced Navier-Stokes equations gives the velocity profiles shown in eq. (3.35)
and eq. (3.36).

u =

∫
1

µ
Cu1 dy + Cu2 (3.35) w =

∫
1

µ

(
∂p

∂z
y + Cw1

)
dy + Cw2 (3.36)

Where Cu1, Cu2, Cw1, and Cw2 are integration constants. These are found from known boundary
conditions. It is here assumed that the journal is fixed in the longitudinal direction resulting in
the boundary velocity given in the equation below.

w(0) = w(h) = 0 (3.37)

The boundary velocities for u is given as the following two equations.

u(0) = uc (3.38) u(h) = ua (3.39)

Inserting these boundary conditions into eq. (3.35) and (3.36) gives the following velocity profiles.

u =
ua − uc∫ h
0

1
µ dy

∫ y

0

1

µ
ds+ uc (3.40) w =

∂p

∂z

∫ y

0

s

µ
ds− ∂p

∂z

∫ h
0
y
µ dy∫ h

0
1
µ dy

∫ y

0

1

µ
ds (3.41)

Where s is a substitute variable for y in the integral. The full derivations of the velocity profiles
are shown in Appendix A on page 97. These velocity profiles allow for the derivation of an
expression describing the pressure distribution within the fluid film layer.

3.3 Pressure distribution

This study is concerned with the performance comparison of a TSO with and without the
inclusion of thermoviscous effects. It is for this reason that an equation for both a regular
and thermoviscous hydrodynamic pressure distribution are derived.

3.3.1 Regular hydrodynamic lubrication

The pressure distribution derived from regular hydrodynamic lubrication theory is described by
the regular Reynolds equation. This equation is derived assuming constant viscosity. This means
that the velocity profiles for u and w are given as the following equations.

u =
ua − uc

h
y + uc (3.42) w =

∂p

∂z

1

µ

(
y2 − yh

2

)
(3.43)

With the velocity profiles there are the problem of three unknowns, w, u, and p, but only two
equations and therefore no unique solution is achievable. However, an unique solution is found
with the introduction of the continuity equation. The continuity equation is derived from the
assumption of mass conservation within the system and is given as eq. (3.44). [20]

∂ρ

∂t
+

∂

∂y
(v ρ) +

∂

∂x
(u ρ) +

∂

∂z
(w ρ) = 0 (3.44)

The deviation of the continuity equation is found in Appendix C on page 103. Assuming that
the density is constant with respect to both time and space the continuity equation is simplified
to the following equation.

∂

∂y
v +

∂

∂x
u+

∂

∂z
w = 0 (3.45)
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3.3. Pressure distribution Aalborg University

The continuity equation introduces one equation to the set but also another unknown variable,
v. This problem is solved by integrating the continuity equation in the cross film direction, since
the difference between the boundary conditions for v are known. The first term of the cross film
integral from eq. (3.45) is given as.∫ h

0

∂v

∂y
dy = v(h)− v(0) =

∂h

∂t
(3.46)

The cross film integral of the last two terms in eq. (3.45) are found from Leibnitz’s rule for
differentiation of integrals given by eq. (3.47). [18, p. 109]∫ g2(α)

g1(α)

∂

∂α
f (α, β) dβ =

∂

∂α

(∫ g2(α)

g1(α)
f (α, β) dβ

)
+ f (α, g1 (α))

∂g1 (α)

∂α
− f (α, g2 (α))

∂g2 (α)

∂α

(3.47)

The continuity equation, eq. (3.45), is rewritten to the following equation.

∂h

∂t
+

∂

∂x

(∫ h

0
u dy

)
− ua

∂h

∂x
+

∂

∂z

(∫ h

0
w dy

)
= 0 (3.48)

Inserting the velocity profiles into this equation and solving for the pressure gradient, the
following equation is derived.

∂2p

∂z2
=

6µ

h3

(
(uc − ua)

∂h

∂x
+ 2

∂h

∂t

)
(3.49)

The above differential equation is solved by assuming that the pressure has known boundary
conditions. It is assumed that the pressure at each end of the journal bearing is constant with
regards to space and is given as p0 and pL and the fluid film length is given as L. This assumption
leads to the following equation.

p =
6µ

h3

(
(uc − ua)

∂h

∂x
+ 2

∂h

∂t

) (
z2 − z L

)
2

+
(pL − p0) z

L
+ p0 (3.50)

The expressions describing the boundary conditions of u are found by placing the origin of the
xyz-coordinate frame, presented in Figure 3.2 on page 9, on the circumference of the journal.
With this definition the circumferential movement of the bushing is stationary with respect to
the coordinate frame. The coordinate frame is placed such that the positive x-axis direction is
aligned with the direction of the positive rotation of the journal. The following two boundary
condition for u is then given as seen below.

ua = 0 (3.51) uc = ωr (3.52)

With the above definition of the xyz-coordinate frame it is seen an arbitrary angle in the αβ-
frame, described by x, relates to an angle in the ab-frame, described by φ, by the following
equation.

φ =
x

r
− θ (3.53)

Using this formulation of the angle φ the fluid film height is given as seen below.

h = Cr − ε cos
(x
r
− θ
)

(3.54)
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Inserting eq. (3.51), eq. (3.52), and eq. (3.54) into eq. (3.50) the following expression is derived.

pR =
12µ

h3

(
sin(φ) ε

(ω
2
− θ
)
− cos(φ)ε̇

) z2 − Lz
2

+
(pL − p0)z

L
+ p0 (3.55)

Where pR describes the pressure in a fluid film layer following the general derivation of the
Reynolds equation using the short bearing approximation and assuming constant density and
viscosity.

3.3.2 Thermoviscous hydrodynamic lubrication

The thermoviscous pressure distribution equation is derived from Reynolds viscosity model, given
by eq. (3.56) [7].

µr =
1

δ
= ar e

−br T (3.56)

Where ar and br are fluid parameters and δ is the fluidity. Reynolds viscosity model is chosen
due to its simplicity.

The temperature distribution within the fluid film is described by eq. (3.57). This equation is
derived from the constraint of energy conservation within the fluid film layer. [20]

ρC

(
∂T

∂t
+
∂T

∂x
u+

∂T

∂y
v +

∂T

∂z
w

)
= λ

(
∂2T

∂x2
+
∂2T

∂y2
+
∂2T

∂z2

)
+ µΦ (3.57)

Where λ it the thermal conductivity. C is the specific heat capacitance. Φ is the viscous
dissipation function and for incompressible fluids this is given by eq. (3.58). [20]

Φ = 2

((
∂u

∂x

)2

+

(
∂v

∂y

)2

+

(
∂w

∂z

)2
)

+

(
∂u

∂y
+
∂v

∂x

)2

+

(
∂v

∂z
+
∂w

∂y

)2

+

(
∂w

∂x
+
∂u

∂z

)2
(3.58)

The viscous dissipation function is simplified by normalising it with the same normalised variables
as described in eq. (3.19) to eq. (3.26). This normalisation results in the following expression.

Φ =
U2
n

L2
n

(
2

((
∂ū

∂x̄

)2

+

(
∂v̄

∂ȳ

)2

+

(
∂w̄

∂z̄

)2
)

+

(
∂ū

∂ȳ

1

εn
+
∂v̄

∂x̄
εn

)2

+

(
∂v̄

∂z̄
εn +

∂w̄

∂ȳ

1

εn

)2

+

(
∂w̄

∂x̄
+
∂ū

∂z̄

)2
) (3.59)

It is seen that this equation is greatly reduced when only considering the terms divided by
εn, since these are considered dominant due to the thin film approximation, eq. (3.30). This
approximation results in the following reduced viscous dissipation function.

Φ̄ =
U2
n

L2
nε

2
n

((
∂ū

∂ȳ

)2

+

(
∂w̄

∂ȳ

)2
)

(3.60)

This equation is further simplified by assuming that the journal’s rotation drives a significantly
larger flow in the circumferential direction compared to the longitudinal direction resulting in
the following equation.

Φ̄ =
U2
n

L2
nε

2
n

(
∂ū

∂ȳ

)2

(3.61)
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Equation (3.57) is normalised by further introducing the normalised temperature, given by eq.
(3.62).

T̄ =
T

Tn
(3.62)

This results in eq. (3.63).

ρnCnTnUn
Ln

∂T̄∂t̄ +
∂T̄

∂x̄
ū+

∂T̄

∂ȳ
v̄ +

∂T̄

∂z̄
w̄︸ ︷︷ ︸

Convection

 =
λnTn
L2
n

∂2T̄∂x̄2 +
∂2T̄

∂ȳ2
1

ε2n
+
∂2T̄

∂z̄2︸ ︷︷ ︸
Conduction

+ µnµ̄Φ̄ (3.63)

Considering the conduction term of eq. (3.63) it is seen that the dominating term becomes
conduction in the cross film direction, it is for this reason that the other two conduction terms
are neglected. From the convection terms, it is assumed that convection in the cross film direction
can be neglected. This is assumed since the flow in circumferential and longitudinal direction
is expected to be significantly larger than flow in the cross film direction. Furthermore, the
transient period of the temperature is neglected since the purpose of the model is to be included
in a TSO that has significantly smaller sampling time than the expected rate of change of the
temperature, with respect to time. In order to reduce the equation further the reduced Brinkman
and Eckert number is introduced, given in the equations below.

Brn =
µnU

2
n

λnTn
(3.64) Ecn =

U2
n

CnTn
(3.65)

With the above assumptions and normalised variables eq. 3.63 becomes eq. (3.66).

Brn
Rε
Ecn

(
∂T̄

∂x̄
ū+

∂T̄

∂z̄
w̄

)
=
∂2T̄

∂ȳ2
+Brnµ̄

(
∂ū

∂ȳ

)2

(3.66)

In the paper Johansen et al. [11] it is proposed to use perturbation theory with the reduced
Brinkman number, Brn, as the perturbative parameter in order to solve eq. (3.66). It is seen that
this method is equivalent to introducing the perturbative parameter, K, in the non-normalised
equation, eq. (3.67), on the corresponding terms that Brn is multiplied on.

K
ρC

λ

(
∂T

∂x
u+

∂T

∂z
w

)
=
∂2T

∂y2
+K

µ

λ

(
∂u

∂y

)2

(3.67)

The solution to eq. (3.67) is found from rewriting the equation to become a function of fluidity
which is achieved by solving for the temperature in eq. (3.56) and inserting this into eq. (3.67).
Furthermore the velocity profiles for u, eq. 3.40 on page 12, and w, eq. 3.41 on page 12, are
inserted and rewritten to be a function of fluidity instead of viscosity. The approximation of the
solution is assumed to follow a perturbation series defined as the following equation.

δ =
∞∑
n=0

δnK
n (3.68)

This project is only concerned with the approximation of the zeroth and first order coefficients,
since it is found that these two coefficients can describe the temperature in a journal bearing to
a satisfying degree [11]. The unperturbed problem is found when the perturbative parameter is
set to zero as stated in the equation below.

K = 0 (3.69)
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The zeroth order coefficient is the solution to the unperturbed problem, given in the equation
below. [2]

−∂
2δ

∂y2
+

(
∂δ

∂y

)2

= 0 (3.70)

The solution to this equation is found by assuming known boundary conditions for δ. In order
to greatly simplify this expression it is assumed that the journal bearing has an equivalent
temperature, Teq, that describes the fluidity at both boundaries. The equivalent temperature is
time dependent, but it is assumed to be constant with regards to the spatial coordinates. The
solution to eq. (3.70) is from these assumption found as the following equation.

δ0 = δb (Teq) (3.71)

Where δb(Teq) is the boundary fluidity as a function of the equivalent journal bearing
temperature.

The first order coefficient is found by inserting the perturbation series into eq. (3.67) and
matching the coefficient for n’th order of K on both sides of the equation. The first order
coefficient is found to be given as the following equation.

δ1 = −br
(ua − uc)2 y(y − h)

λ 2h2
(3.72)

An approximation of the fluidity is from this analysis found to be given as the following equation
when the perturbative parameter is equal to one.

δ ≈ δ0 +K δ1 = δb − br
(ua − uc)2 y(y − h)

λ 2h2
(3.73)

The viscosity is the inverse fluidity as stated in eq. (3.56) which results in the following rewriting
of the above equation.

µ =
2h2λ

2δbh2λ+ br y(ua − uc)2h− bry2(ua − uc)2
(3.74)

The equation above allows for solving the velocity profiles, eq. (3.40) and eq. (3.41). With a
deterministic expression for the velocity profiles the pressure distribution in the fluid film layer
is solvable by the introduction of the continuity equation, eq. (3.48). Solving for the pressure
gradient in the continuity equation, the following expression is derived.

∂2p

∂z2
= 60

λ
((

d
dxua

)
h− ua ∂

∂xh+ uc
∂
∂xh+

(
d
dxuc

)
h+ 2 ∂

∂th
)

h3 (u2abr − 2uaucbr + u2cbr + 10 δbλ)
(3.75)

Assuming known boundary condition for the pressure and inserting the fluid film height and
boundary condition for u the following expression for the pressure distribution is derived.

pT =
60λ

(
z2 − Lz

) (
(ω2 − θ̇)ε sin(φ)− ε̇cos(φ)

)
(ω2 r2 br + 10δbλ)h3

+
(pL − p0)z

L
+ p0 (3.76)

Where pT describes the pressure distribution in the fluid film layer when including thermoviscous
effects.

16



3.4. Pressure force Aalborg University

3.4 Pressure force

The pressure force is found by integrating the previously found pressure distribution equations
across the contact surface of the journal. However, both the regular hydrodynamic and
thermoviscous pressure equation, eq. (3.55) and eq. (3.76), respectively, describes the pressure
in ideal fluids. This means that both equations can give negative absolute pressures. This is
assessed to be an invalid representation of the pressure in the journal bearing since an impure
oil has air cavitations that counteracts negative fluid pressure. It is assumed that due to this
effect, more realistic pressure force equations are obtained by only integrating the contact surface
of the journal with a corresponding positive pressure. In order to derive this area the pressure
equations are restructured to the following expression.

p = G
(
~V1 · ~V2

)
+ poff (3.77)

It is seen that both eq. (3.55) and eq. (3.76) are described by eq. (3.77) if the terms are described
by the following equations.

poff =
(pL − p0)z

L
+ p0 (3.78) ~V1 =

[
−ε̇

ε
(
ω
2 − θ̇

)] (3.79) ~V2 =

[
cos(φ)

sin(φ)

]
(3.80)

The regular Reynolds pressure equation has G given by the following equation.

GR =
6µ
(
z2 − Lz

)
h3

(3.81)

The thermoviscous pressure equation has G given by the following equation.

GT =
60λ

(
z2 − zL

)
(ω2r2br + 10δbλ)h3

(3.82)

The apparent advantageous part of rewriting the pressure equations is that it is possible to
rewrite the dot product between the two vectors with the following relation.

~V1 · ~V2 = |~V1| |~V2|cos(φ− ψ) (3.83)

Where ψ is the angle of the pressure state vector ~V1, given by the following equation.

ψ = tan−1

ε
(
ω
2 − θ̇

)
−ε̇

 (3.84)

Since |~V2| is equal to one, the pressure equation, eq. 3.77, is given by the following equation.

p = G |~V1|cos (φ− ψ) + poff (3.85)

The problem of finding the area with positive pressure then becomes a problem of solving the
above equation for φ when p = 0. However, the solution to this is not trivial since the fluid
film height also is a function of φ. The solution is greatly simplified when assuming that poff is
negligible. The solution then becomes the points where the sine term is equal to zero, since GR
and GT do not change polarity. This is satisfied when φ is equal to the following equation.

φ = ψ ± π

2
(3.86)
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The integration limits are as given in the following equation due to the negative polarity of the
G terms.

Fpa =

∫ L

0

(∫ ψi+
π
2

ψi−π2
p cos(φ) dφ

)
r dz (3.87)

Fpb =

∫ L

0

(∫ ψi+
π
2

ψi−π2
p sin(φ) dφ

)
r dz (3.88)

Where ψi is given by the following equation.

ψi = ψ + π (3.89)

In the pressure force equations the sine terms are included in order to account for the direction
of the pressure forces in the ab-frame.

3.5 Shear Force

The shear force is found from the shear stress between fluid layers in Newtonian fluids, given by
the following equation.

τ = µ
∂u

∂y
(3.90)

As previously mentioned, movement in the longitudinal direction is neglected and it is therefore
only of interest to find the shear forces caused by shear stress in the circumferential direction,
as seen in the equation above. Since both µ and u is derived previously, these are inserted into
the shear stress equation and evaluated at the surface of the journal, and integrated across the
contact surface of the journal.

Fsa = −
∫ L

0

(∫ 2π

0
τ |y=0 cos

(
φ+

π

2

)
dφ

)
r dz (3.91)

Fsb = −
∫ L

0

(∫ 2π

0
τ |y=0 sin

(
φ+

π

2

)
dφ

)
r dz (3.92)

It is for these equations notable that the polarity is changed since the shear stress equation
describes the shear stress in the fluid film layer and the shear force of interest is that affecting
the journal. Furthermore, the sine-terms are included in order to account for the direction of the
shear forces in the ab-frame where π

2 is added since the shear force are tangential to the contact
surface.

3.6 Steady state validation

The two analytical models are validated by comparing them to the G.B. DuBois and F.W. Ocvirk
S.S. solution presented in Section 2.2 on page 4. The simulation of the models are performed for
a step in the external force, with different magnitudes. The simulation parameters are seen in
Table 3.1 on the facing page.
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Table 3.1: Fluid parameter used for the simulation evaluated at 313.15 K.

ω λ [5] br [3]
100π rad/s 0.142 W

mK 31 · 10−3 K−1

The fluid viscosity and boundary fluidity is found from Vogels viscosity model, eq. (2.1) on page
3, at 313.15 K. The results is seen in Figure 3.3.

0
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5 /12
/2

0 0.2 0.4 0.6 0.8 1

Figure 3.3: S.S. solutions of the analytical models compared to G.B. DuBois and F.W.
Ocvirk at different external loads in the alpha direction.

It is seen that both the regular hydrodynamic and thermoviscous model settles at the S.S.
solution. It is notable that the journal bearing starts to overshoot at low loads. These overshoots
are enhanced even further at lower external forces than have been depicted on the figure. It is
found that when the ratio between external force and angular velocity of decreases the overshoot
increases, and eventually reaches a point where the models do not reach S.S., referred to as the
oil whirl phenomena. The models are seen to follow the same trajectory for a journal angular
velocity of 100π rad/s. This similarity of the models is investigated in the following section.

3.7 Difference between the two pressure models

The pressure equations for both the regular hydrodynamic, eq. (3.55), and the thermoviscous
model, eq. (3.76), is seen to only deviate in the G-terms presented in Section 3.4 on page 17 and
these are given below.

GR = 6µ

(
z2 − Lz

)
h3

(3.93) GT =
60λ

(ω2r2br + 10δbλ)

(
z2 − Lz

)
h3

(3.94)

It is found that these terms equate when the viscosity term from the regular hydrodynamic model
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is given by the following equation.

µ =
10λ

ω2 r2 br + 10 δb λ
(3.95)

Assuming that the shear forces are negligible compared to the pressure forces, it is from this seen
that the only difference between the two models corresponds to a change in the viscosity term.
It is from this equation seen that if µ and δb is found at the same temperature, the difference
increases the further the angular velocity is from zero.

The difference between the eccentricity from the two models are seen in the following figure for
an angular journal velocity of 250 rad/s, 500 rad/s, 750 rad/s, and 1000 rad/s.

(a) ω = 250 rad/s (b) ω = 500 rad/s

(c) ω = 750 rad/s (d) ω = 1000 rad/s

Figure 3.4: Comparison of the analytical models at different journal angular velocities.

In the figure, the force is varied as a random binary signal between the forces corresponding to
an eccentricity ratio of 35 % and 65 %, calculated from the load number, eq. (2.2). At these
eccentricity ratios the shear force is negligible compared to the pressure force. The figure shows
that the difference in the pressure expressions result in a close to constant offset between the
eccentricity of the models.

It is from this analysis found that both analytical hydrodynamic lubrication models fit the
experimentally verified S.S. solutions presented by G.B. DuBois and F.W. Ocvirk. The models
are however not verified with respect to the dynamics, and it is for this reason of interest to
investigate this.
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4 | Virtual experimental setup
In order to validate the dynamics of the analytical journal bearing models and test the TSO
strategies, virtual experiments are conducted. The virtual experiments aim to include less
assumptions and additional physics compared to the analytical models. The virtual experiments
are conducted in the software COMSOL Multiphysics. COMSOL utilises numerical solvers,
where it is possible to perform different studies such as time dependent and S.S.

4.1 Simulation strategy

The simulations are performed using the S.S. solutions as the initial conditions for the time
dependent solver. The reason for using a time dependent solver is to validate the dynamics of
the analytical journal bearing models. Furthermore, the test of the TSO is based upon the TSO
strategies’ ability to track the mechanical dynamics. The reason for using the S.S. solution as
the initial condition is that the thermodynamics in the solids are not of interest in the TSO
test, since the mechanical dynamics estimated in the TSO are found to be much faster than the
thermodynamics of the solids.

4.2 Material properties

The journal bearing structure consists of a journal, fluid film layer, and bushing. The material
used for the fluid film layer, is assumed to be hydraulic oil. The material used for both the
bushing and journal are assumed to be AISI 4340 steel.

4.2.1 Hydraulic oil

The material properties of the hydraulic oil used in the virtual experiments are dynamic viscosity,
density, specific heat capacity, and thermal conductivity.

Dynamic viscosity

In the virtual experiment the dynamic viscosity is modelled as both temperature and pressure
dependent, using a reduced Barus-Vogel viscosity model, given as below. [7]

µbv = abv e
A(T ) eB(T,p) A(T ) =

bbv
T − cbv

B(T, p) =
p

a1,bv + a2,bv (T − 273.15 [K])
(4.1)

The parameters used in this equation are shown in Table 4.1.

Table 4.1: Barus-Vogel model parameters. [7]

abv bbv cbv a1,bv a2,bv

63.34µPa s 879.8 K 177.8 K 33.4 MPa 325.6 kPa
K

This viscosity model is shown to be representative up to a fluid pressure of 40 MPa [7]. The
viscosity model is seen in Figure 4.1 on the following page as a function of temperature at five
different pressure levels.
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Figure 4.1: Dynamic viscosity with respect to temperature and pressure.

It is seen from the figure that an increase in the fluid pressure leads to an increase in the dynamic
viscosity. It is also seen that an increase in temperature leads to a decrease in dynamic viscosity.
Furthermore, the fluid pressure dependency of the dynamic viscosity is seen to decrease as the
temperature increases.

Density

In the virtual experiments the density of the hydraulic oil, ρb, is modelled as temperature
dependent and is given by the following equation. [10]

ρb =
q1

1 + q2 (T − q3)
(4.2)

Where the parameters are given in Table 4.2.

Table 4.2: Density model parameters. [10]

q1 q2 q3

888 kg
m3 0.7 · 10−3 1

K 293.2 K

The density model is depicted in Figure E.1b in Appendix E on page 109.

Specific heat capacity

In the virtual experiments the specific heat capacity, Cb, is modelled as temperature dependent.
This model is found in the COMSOL material library under engine oil and described by the
following equation.

Cb = q1 + q2 T + q3 T
2 (4.3)

Where the parameters are given in Table 4.3.

Table 4.3: Specific heat capacity model parameters. [5]

q1 q2 q3

761.4 J
KgK 3.477 J

kgK2 1.155 mJ
kgK3
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The expression for the specific heat capacity is deemed valid between 273 K and 433 K and is
depicted in Figure E.1c in Appendix E on page 109. [5]

Thermal conductivity

In the virtual experiments the thermal conductivity, λb, is modelled as temperature dependent.
The thermal conductivity model is also found in the COMSOL material library under engine oil
and is described by the following equation.

λb = q1 − q2 T + q3 T
2 (4.4)

Where the parameters are given in Table 4.4.

Table 4.4: Parameters used for thermal conductivity. [5]

q1 q2 q3

192.2mW
mK 206.4 µW

mK2 154.2 nW
mK3

The expression for the thermal conductivity is deemed valid between 273 K and 433 K and is
depicted in Figure E.1d in Appendix E on page 109. [5]

4.2.2 Steel, AISI 4340

The specific heat capacity, Ca, density, ρa, and thermal conductivity, λa, for steel is found in the
COMSOL material library under steel AISI 4340 [5]. These properties are given in table 4.5.

Table 4.5: The material properties of steel in the virtual experiment. [5]

Ca ρa λa

475 J
kg·K 7850 kg

m3 44.5 W
m·K

4.3 Physics in the virtual experiment

The virtual experiment includes hydro-, mechanical-, and thermodynamics.

4.3.1 Hydrodynamics

The pressure distribution in the fluid film is simulated using COMSOL’s "Thin-Film Flow, Shell"
module. The module takes offset in the Navier-Stokes equations with the thin film approximation
and the continuity equation as in the derivation of the analytical hydrodynamic lubrication
models in Section 3.2 on page 9. This means that the fluid pressure is assumed constant in the
cross film direction. It is notable that in the virtual experiments the fluid pressure distribution
is solved without the short bearing approximation used for the analytical expressions. The
COMSOL module uses the average velocity fields with regards to the cross film direction. The
average velocity field, eq. 4.5, and continuity equation, eq. 4.6 on the following page, are given
by the following equations.

~vave =
1

2
(~va + ~vc)−

h2

12µ
∇tp (4.5)
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∂

∂t
(ρ h) +∇ (ρ~vave h) = 0 (4.6)

Where ~va and ~vc are the boundary velocities of the bushing and journal, respectively.
Furthermore, in order to solve the equation the boundary pressure at both ends of the fluid
film are defined.

The fluid forces in the virtual experiments are derived using the velocity profiles derived from
the Navier-Stokes equations, eq. (3.31) and eq. (3.33), assuming the viscosity is constant with
regards to the cross film direction. The fluid stresses on the journal are given as the following
two equation for the α- and β-direction, assuming no-slip condition.

fα = −h
2

dp

dα
+ µ

~va,α − ~vc,α
h

+ pf ~nα (4.7)

fβ = −h
2

dp

dβ
+ µ

~va,β − ~vc,β
h

+ pf ~nβ (4.8)

Where pf is the non-negative fluid pressure, assuming the negative pressure from p is equal to
zero. ~n is the normal vector defined such that it points towards the centre of the journal where
the subscript indicates the component in a given direction.

By integrating the fluid stress across the contact surface of the journal, the fluid forces in the α-
and β-direction are found, defined as Fα and Fβ , respectively.

4.3.2 Mechanical dynamics

In the virtual experiments the mechanical dynamics are modelled using Newton’s second law as
described in eq. (4.9). [

α̈

β̈

]
=

1

m

([
Fext,α

Fext,β

]
+

[
Fα

Fβ

])
(4.9)

To solve eq. (4.9) in COMSOL the "Global ODEs and DAEs" module is used. To solve the
equation an initial position and velocity are given.

4.3.3 Thermodynamics in the fluid film

The heat transfer in the fluid film is simulated using COMSOL’s "Heat Transfer in Films"
module. The heat transfer is modelled using the thermally thin film approximation which is
applied due to computational difficulties. This approximation means that the temperature does
not change in the cross film direction. The heat transfer equation, (4.10), is derived from the
constraint of energy conservation, as described by eq. (3.57) in Section 3.3.2 on page 14.

ρC

(
∂T

∂t
+ ~v · ∇tTf

)
−∇t · (λ∇tTf ) = Qf (4.10)

Tf is the temperature of the fluid film. Qf describes the heat source that is applied to the
fluid film. This includes the heat flux from the boundary conditions and the viscous dissipation
calculated in the the "Thin film flow, shell" module, using the reduced but non-normalised viscous
dissipation function, eq. (3.60) from Section 3.3.2 on page 14. In the equation the subscript t
on ∇ refers to the coordinate components, tangential to the surface.
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The heat transfer at the boundary of the fluid film is modelled using Dirichlet boundary
conditions. The temperature boundary condition of the fluid film is assumed to be equal to
the adjacent surfaces and both edges are assumed to have the same temperature as the journal
for the adjacent nodes.

The thermal field in the fluid layer is set to move with the average velocity profiles found in the
"Thin-Film Flow, Shell" module.

4.3.4 Thermodynamics in the solids

The heat transfer in the solids are simulated using COMSOL’s "Heat Transfer in Solids" module.
The heat transfer in solids are modelled in a similar manner as the "Heat Transfer in Films"
with eq. (4.10), where ∇ is used instead of ∇t. In the simulation heat transfer from radiation is
assumed negligible.

In order to account for the rotation of the journals thermal fields, the "Translational Motion"
attribute has been added to the model.

The boundary conditions for the journal bearing is split into five regions, as seen in Figure 4.2.

Figure 4.2: Boundary regions of the journal bearing.

All the boundary regions, except the first, shown in Figure 4.2 is designed to be in contact with
air at a temperature of 293 K and atmospheric pressure.

Boundary region 1

The first boundary region is located at the end of the journal where a Dirichlet boundary
condition is applied. At the boundary condition the temperature is set equal to 293 K. This
boundary condition is chosen to simulate that the journal is connected to a large machine that
is capable of maintaining a constant temperature due to a large thermal mass.

Boundary region 2

The second boundary region is located at the circumference of the journal excluding the area
in contact with the fluid film. The boundary condition is designed to be a Neumann boundary
condition where COMSOL is calculating the heat flux based on the temperature difference of the
boundary and the external air temperature of 293 K. The heat transfer coefficient is calculated
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by COMSOL as the average heat transfer coefficient from a plate with forced convection, due to
the relative air speed caused by the rotating journal. The air speed is calculated as the rotational
speed multiplied with the radius of the journal. The plate length is assumed to be equal to the
circumference of the journal.

Boundary region 3

The third boundary region is located on the sides of the bushing, where the boundary condition
is designed to be a Neumann boundary condition. In this region the heat transfer coefficient is
calculated based on vertical natural convection, as the bushing is fixed.

Boundary region 4

The fourth boundary region is on the outer circumference of the bushing, where the Neumann
boundary condition is applied. The heat transfer coefficient is calculated based on natural
convection from a horizontal cylinder, with the same diameter as the bushing.

Boundary region 5

The fifth boundary region is located at the opposite end of the journal compared to the first
boundary region. The boundary is designed with the Neumann boundary condition, to be the
average heat coefficient for a plate with force convection applied. The air speed is set to half
the rotational speed multiplied with the journal radius. This air speed is chosen to half the
rotational speed as the relative speed between the journal and air changes as the radius is
increased. Furthermore, the plate length is assumed to be the circumference of a journal with
half the radius.

4.4 Meshing and relative tolerance

To ensure the numerical solver in COMSOL is calculating with a sufficient accuracy and with
a reasonable computational time, the relative tolerance and the mesh density is swept. In the
virtual experiments the relative tolerance is used as the convergence criteria.

4.4.1 Strategy for determining the relative tolerance and mesh density

As discussed previously both a time dependent and S.S. solver is used for the virtual experiments.
Each solver uses its own relative tolerance, but both solver uses the same mesh. The mesh
convergence is determined using the S.S. solver, since this is a more time efficient method
compared to using a time dependent solver. [6]

The relative tolerance for the S.S. solver is determined first. This is determined with a relative
large mesh density. When convergence of the relative tolerance for the S.S. solver is found, it is
possible to determine the convergence of the mesh density.

The mesh convergence study is performed by sweeping the maximum length between the mesh
nodes, meaning that the COMSOL algorithm is able to reduce the mesh length even further.
The mesh is split into a fluid film region and a solid region, as seen in Figure 4.3 on the next
page, to improve the computational time of the model. This is due to the mesh density of the
fluid film region is required to be significantly larger than that needed in the solid region.
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Figure 4.3: Highlight of the fluid film region.

In Figure 4.3 the highlighted blue region of the journal and bearing indicates the fluid film region,
and the rest of the journal and bearing is called the solid region. It is from the figure seen that
where the two regions meet, they have the same mesh density. However, when examining the
solid region it is notable that the length between nodes is seen to increase as the nodes moves
further away from the fluid film region. In the mesh convergence study, the mesh density of the
fluid film region is determined first.

With the mesh determined only the relative tolerance used in time dependant solver has to
be determined. For the time dependent solver the relative tolerance is used to evaluate the
appropriate time steps, the maximum time step however is set 10µs. The relative tolerances
and maximum node distances are noted in Table 4.6 and a more detailed procedure is found in
Appendix D on page 105.

Table 4.6: Relative tolerance and maximum node distance.

Relative tolerance Relative tolerance Maximum node distance Maximum node distance
steady state time dependent fluid film region solid region

10−3 0.1 0.9 mm 2.5 mm

4.5 Data logging

As the time step is varying in COMSOL, as stated in Section 4.4 on the preceding page, a constant
sampling rate of 80 kHz is chosen, since it is found possible to use ultrasound transducers with
this pulse rate [1].

In the virtual experiments the temperature and dynamic viscosity of the oil is spatially dependent.
It is for this reason that these are logged as 36 evenly distributed points along the circumference
and in the middle of the oil film, as shown in Figure 4.4 on the following page.
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Figure 4.4: Red line indicating the placement of the 36 points of measurements.

4.6 Dynamic validation

Despite the limitations of the virtual experiments, they still exclude some of assumptions used
in the derivation of the analytical model and is for this reason believed to represent an actual
journal bearing to a greater extend. The main advantages of the virtual experiments are the
following:

• The short bearing approximation is not included.
• Convection and conduction in the circumferential and longitudinal direction are included.
• Temperature and pressure are time dependent.
• The boundary temperature, and therefore also boundary viscosity, varies in space.
• The fluid parameter such as density, thermal conductivity, and specific heat capacity varies

with temperature.
• The dynamic viscosity is modelled by Barus-Vogel, meaning it is temperature and pressure

dependent.
• The viscous dissipation is modelled using shear in both the circumferential and longitudinal

direction.

The main disadvantage of the virtual experiments is the use of the thermally thin approximation,
which is not used in the analytical thermoviscous model.

With these differences between the analytical models and the virtual experiments some differences
are expected, these are seen in Figure 4.5a.

(a) Eccentricity (b) Eccentricity angl

Figure 4.5: Comparison of a virtual experiment and analytical models.
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A virtual experiment and the analytical models are modelled with the parameters and dimensions
given in Appendix G on page 113.

In the simulation the external force is modelled as a random binary signal. The external force is
applied in the α-direction and the magnitude varies between 50 N and 150 N. In the simulation
the journal angular velocity is 100π rad/s.

The boundary viscosity used in the thermoviscous model are found using the Vogel model, with
the spatially mean at a given time instance. The viscosity of the regular hydrodynamic model
is found by using the mean temperature of the fluid film during the entire simulation.

The temperature change during the simulation of 0.5 s is found negligible, furthermore the angular
velocity of the journal is significantly small, this results in the two analytical models to be
almost identical, as seen in Figure 4.5a on the preceding page. The virtual experiment is seen to
estimate the eccentricity slightly larger than the analytical models. This is the same tendency
found by G.B. DuBois and F.W. Ocvirk [8] when comparing their analytical S.S, described in
section 2.2 on page 4, with experimental data. The differences in eccentricity angles between
the analytical models and virtual experiment is from Figure 4.5b on the preceding page seen
to be insignificant. It is from 4.5 on the facing page seen that the both the analytical models
have very similar mechanical dynamics as the virtual experiment. It is from this deemed that
the analytical models represent the system to a satisfying degree, and that the TSO strategies
is able to compensate for the constant offset. The analytical models are for the purpose of TSO
derivation deemed valid.
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5 | Acoustics
The TSO strategies proposed in this study are based on ultrasound reflectometry. Ultrasound
reflectometry methods are of interest for TSO development due to its non-invasive properties.
In order to derive the coupling between the fluid film height and the ultrasound measurements,
it is of interest to derive a model describing the acoustic properties of the system.

5.1 Three layered structure model

The acoustic model is derived from a three layered structure representation of the system. As
seen in Figure 5.1 the three layers denoted a, b, and c corresponds to the bushing, fluid film,
and journal, respectively. An arbitrary pressure wave is send into the structure and the resulting
transmission and reflection of the pressure wave is illustrated in the figure. It is notable that for
this study only longitudinal waves are considered.

Figure 5.1: The three layered structure with pressure wave propagation. [12]

The incident wave emitted from the ultrasound transducer is denoted as Ta. When the incident
wave reaches the boundary between material a and b it scatters into a reflection wave, Ra, and
a transmission wave, Tb. This scattering of waves occurs each time a pressure wave encounters
a boundary between two materials of different specific acoustic impedances, z. The reflections
that occur in the materials are described using the reflection coefficient, R, which is given below.
[15] [17]

Rgh =
zh − zg
zh + zg

= −Rhg (5.1) z = ρ c (5.2)

Where the index gh indicates a reflection coefficient for a wave travelling through material g into
the boundary between g and h. c is the speed of sound. Using the reflection coefficient the initial
reflection wave, Ra1, induced by the incident wave is calculated by the following equation.

Ra1(t)|y=0 = RabTa(t)|y=0 (5.3)
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The transmission wave induced by the incident wave, Ta1, is found on the basis that the pressure
has to be equal on both sides of the boundary.

Tb1(t) = Ta(t) +Ra1(t) = (1 +Rab)Ta(t) (5.4)

It should be noted that the above and future equations are derived at the ab-boundary at y = 0

but the mathematical notation is precluded in the equations due to simplicity.

Using the pressure constraint from eq. 5.4 for the entire series of transmission waves, Tbx, the
following infinite sum is derived.

Tb(t) = (1 +Rab)Ta(t)︸ ︷︷ ︸
Tb1

+Rbc (−Rab)(1 +Rab)Ta(t− τ)︸ ︷︷ ︸
Tb2

+ ...+Rnbc(−Rab)n(1 +Rab)Ta(t− nτ)︸ ︷︷ ︸
Tbn

= (1 +Rab)Ta(t) + (1 +Rab)

∞∑
n=1

(−Rab)nRnbcTa(t− nτ)

(5.5)

Here τ denotes the time delay caused by the travel time of a pressure wave through the fluid
film and back again and is given by the following equation.

τ =
2h

cb
(5.6)

Where h is the height of the fluid film layer. The infinite series representing the reflection wave,
Rb(t), is found in a similar manner as Tb(t) and is given below.

Rb(t) = (1 +Rab)RbcTa(t− τ)︸ ︷︷ ︸
Rb1

+ (−Rab)R2
bc(1 +Rab)Ta(t− 2τ)︸ ︷︷ ︸

Rb2

+ ...+ (−Rn−1ab Rnbc(1 +Rab)Ta(t− nτ)︸ ︷︷ ︸
Rbn

= −1 +Rab
Rab

∞∑
n=1

(−Rab)nRnbcTa(t− nτ)

(5.7)

At a boundary the pressure must equal on both sides resulting in the following equation for
boundary ab.

Ta(t) +Ra(t) = Tb(t) +Rb(t) (5.8)

Inserting equation eq. (5.5) and eq. (5.7) into eq. (5.8) the following equation is derived.

Ra(t) = Tb(t) +Rb(t)− Ta(t)

=

(
(1 +Rab)Ta(t) + (1 +Rab)

∞∑
n=1

(−Rab)nRnbcTa(t− nτ)

)
︸ ︷︷ ︸

Tb(t)

+

(
−1 +Rab

Rab

∞∑
n=1

(−Rab)nRnbcTa(t− nτ)

)
︸ ︷︷ ︸

Rb(t)

−Ta(t)

= RabTa(t) +
R2
ab − 1

Rab

∞∑
n=1

(−RabRbc)nTa(t− nτ)

(5.9)
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Due to the short time of flight in the fluid film layer it is often of interest to represent the
acoustic model in the frequency domain. This representation is realised by representing the time
of flight in the frequency domain as given in the equation below. This is also known as the layer
spectrum, J(ω).

J(ω) = e−iωτ (5.10)

The reflection coefficient spectrum, R(ω), is the frequency representation of the acoustic system
process. The reflection coefficient spectrum is defined as in eq. (5.11), and is found from eq.
(5.9).

R(ω) =
F [Ra(t)]

F [Ta(t)]
= Rab +

R2
ab − 1

Rab

∞∑
n=1

(−RabRbcJ(ω))n (5.11)

The infinite sum in eq. (5.11) is seen to be a geometric series and it is for this reason possible
to simplify this equation using the following relation, since the magnitude of the layer spectrum
is equal to one and the magnitude of the reflection coefficients practically always are less than
one. [18, p. 134]

∞∑
k=1

fk =
f

1− f
if |f | < 1 (5.12) |RabRbcJ(ω)| < 1 (5.13)

The reflection coefficient spectrum then becomes.

R(ω) =
Rab +RbcJ(ω)

1 +RabRbcJ(ω)
(5.14)

This equation is the acoustic model for the journal bearing in the frequency domain and forms
the theoretical basis for both derivation of the TSO strategies and also the acoustic simulations.

5.2 Acoustic simulations

The parameters needed for the acoustic model are the density and speed of sound for the journal,
bushing and fluid film. It is assumed that both the bushing and journal are made from AISI
4030 steel. The density is found to be 7850 kg

m3 as described in Chapter 4 on page 21. The speed
of sound is found to be 5850 m

s [14]. The density of the oil used for the fluid film layer is found
to be given as eq. (4.2) on page 22. The speed of sound of the oil is found to be given as in eq.
(5.15) [10].

cb = q3 − q2 (T − q4) + q1 (T − q4)2 (5.15)

Table 5.1: Speed of sound oil parameters. [10]

q1 q2 q3 q4

3.9
[
mm
sK2

]
3.39

[
m
sK

]
1555

[
m
s

]
273.2 [K]

With these parameters it is possible to calculate the reflection coefficients for the two boundaries
used in the acoustic model, given by eq. (5.1).
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5.2.1 Incident wave

The incident wave, used for the acoustic model, is modelled as a Gaussian pulse. A Gaussian
pulse is chosen since it has a similar frequency response as an incident wave experimentally found
in the previous study [12]. Both time an frequency response of the designed Gaussian pulse and
experimentally found incident wave is seen in Figure 5.2.

(a) Incident wave in time domain (b) Frequency response of incident wave

Figure 5.2: Comparison of incident waves.

It is from Figure 5.2b seen that the frequency band of the Gaussian pulse is more narrow compared
to the experimentally found incident wave. It is also seen in the figure that the resonance
frequency of the incident wave is at approximately 5.86 MHz. Furthermore, it is seen that both
Gaussian pulse and experimentally found incident wave has similar phase properties within the
exited frequencies of the signal. It is found from 3.5 µs to 6 µs in Figure 5.2a that the noise on
the ultrasound transducer measurements approximately has a standard deviation of 0 75.

5.2.2 Reflection wave

In the acoustic simulation the reflection wave is is modelled in the discrete time domain using
eq. (5.16).

Ra(t) = RabTa(t) +
R2
ab − 1

Rab

⌈
Tpr
Ts

⌉∑
n=1

(−RabRbc)nTa(t− nτ) (5.16)

Where Tpr is the time between the pulses from the ultrasound transducer. Ts is the time step of
the simulation, modelled to be 0.1 ns. The acoustic measurements used for the data processing
are down sampled to a frequency of 100 MHz. A flow diagram of the model is seen in 5.3 on the
next page.
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Rbc

Rab

−

+
+

RabRbc

Time delay

Time delay

(t)Ta

(t)Ra

2

cb
h(t)

Figure 5.3: The simulation of the reflection wave from a predetermined incident wave.

The reflection coefficient are modelled as temperature dependent since the density and speed of
sound in the oil is temperature dependent. The reason for not modelling temperature dependency
of the steel is that this is found to be negligible compared to that of the oil. [10]

The measurement noise on the reflection wave is modelled as Gaussian white noise with a
standard deviation of 1. The reason for choosing this value, is that the standard deviation
from the laboratory sample was found to be approximately 0.75, and the modelled standard
deviation is larger than this to account for uncertainties.
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6 | Tribological state observer
This study aims to investigate the performance of different TSO strategies. All the TSO strategies
investigated are based on Extended Kalman Filters (EKF). The EKF algorithm is shown in full
in Appendix B on page 101. The EKF algorithm is based on a discrete state space system
representation.

~xk+1 = ~H(~xk, ~uk) + ~dk (6.1)

~yk = ~G(~xk) + ~nk (6.2)

Where ~x is the state vector. ~u is the system input vector. ~y is the system output vector. ~H is a
nonlinear system process vector. ~G is a nonlinear system output vector. ~d and ~n are the system
disturbance and noise vectors, respectively. Both ~d and ~n are assumed to be Gaussian white
noise with covariance matrices Cd and Cn, respectively.

Since the derived journal bearing models are differential equations they are discretized using the
Forward Euler method to comply with the EKF algorithm. The forward Euler method is shown
below.

~̇x ≈ (~xk+1 − ~xk)
Tpr

= ~H (~xk, ~uk) (6.3)

Where the time step is the corresponding sampling rate of the height measurements which is the
pulse rate of the ultrasound transducer, Tpr. It is notable that for the EKF algorithm the tuning
parameters are the covariance matrices of the disturbance and noise, Cd and Cn. However, Cn is
often quantifiable from measurement data. Another tuning parameter is the covariance matrix
of the initial guess of the states denoted as Pc0.

The state space representation of both analytical journal bearing models uses the same input
vector defined as the following equation.

~uk =
[
Fα,ext Fβ,ext ω

]T
(6.4)

Furthermore, both the journal bearing models have the following four mechanical states.

~xmech =
[
εk ε̇k θk θ̇k

]T
(6.5)

The journal bearing model that uses the thermoviscous pressure equation have the extra state
of boundary fluidity.

xtherm = δb,k (6.6)

This state is assumed to be slow varying compared to the mechanical states of the system, and
the model for this state is for this reason given as the following equation.

δb,k+1 = δb,k (6.7)
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In the derivation of the thermoviscous pressure equation it is assumed that this boundary fluidity
is related to an equivalent journal bearing temperature. It is therefore possible to calculate the
equivalent temperature from the estimated boundary fluidity, and compare this to a sensor
measurement. In a real life system, it is expected that the best results is achieved by using
Vogel’s viscosity model, eq. (2.1), for this calculation. However, since this is the model used in
the virtual experiment to describe the temperature dependency of the viscosity, the Reynold’s
viscosity model, eq. (3.56), is used for this calculation in the test of the TSOs, in order to
introduce model uncertainty. This equation is given below.

Teq = −
ln
(

1
δb ar

)
br

(6.8)

6.1 Discrete system analysis

In order for the discrete system representation to represent the continuous system to an
acceptable degree, the update frequency of the discrete system has to be significantly larger than
the largest system frequency. A linear analysis of the system poles is for this reason derived.
The linear analysis takes basis in distance to the pole furthest from the origin of the complex
plane, since this distance is the break-off frequency of a standard first and second order system.

It is believed that ideally the system is fully represented if half the update frequency, the Nyquist
frequency, is larger than the largest system frequency. However due to uncertainty of a linear
analysis on the nonlinear system it is believed that the update frequency should be at least three
times larger.

6.1.1 Linearisation points

The linear analysis is derived by choosing linearisation points around the S.S. solutions presented
by F.W. Ocvirk and G.B. DuBois, this is such that the system inputs matches the eccentricity and
eccentricity angle for the given linearisation point. The linear analysis contains ten linearisation
points found by varying the eccentricity ratio from 5 % to 95 %. With the eccentricity ratio it
is possible to calculate the load number and eccentricity angle from eq. (2.2) and eq. (2.3)
from Chapter 2.2 on page 4, respectively. With the load number it is then possible to calculate
the external force, required to reach the S.S. point for a given journal angular velocity. The
linear analysis is performed for journal angular velocities of 100 rad/s and 500 rad/s. The linear
analysis is performed on the regular hydrodynamic journal bearing model. This is such that it is
possible to determine the S.S. point from the load number and because it is found in Chapter 3.7
on page 19 that the primary difference between the two analytical models simply corresponds to
a change in the viscosity term of the regular hydrodynamic model.

In order to analyse the system in and around S.S., a sweep of the state velocities is performed.
The results from this analysis is shown in Figure 6.1 on the next page.
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(a) ω = 100 rad
s (b) ω = 500 rad

s

Figure 6.1: Largest system frequency as a function of eccentricity ratio at different
eccentricity and eccentricity angle velocities.

It is from Figure 6.1 seen that in general the largest system frequency increases as the eccentricity
ratio increases. It is from the figure also seen that journal angular velocity does not have a
significant effect on the system dynamics. It is further seen that the state velocities do not
have a significant effect on the system dynamics, unless they are unrealistically large. The above
velocities are assumed unrealistic since the eccentricity is in order of O(10−6) and the eccentricity
angle is in the order of O(1). It is for this reason the system is linearised at steady state, where
the state velocities are zero.

6.1.2 Analysis of system dynamics

Figure 6.2 shows the largest system frequency as a function of the eccentricity ratio, for the
baseline system with a journal angular velocity of 100 rad/s and 500 rad/s, and the recommended
cut-off line of one third the update frequency.

(a) ω = 100 rad/s (b) ω = 500 rad/s

Figure 6.2: Largest system frequency as a function of eccentricity ratio for baseline model.

From the figure it is seen that when the eccentricity ratio is larger than 85 %, the largest system
frequency is larger than the recommended frequency. It is from this believed, that if it is desired
to apply the TSO to systems where the working point is outside this range, higher update rates
is required or a redesign of the journal bearing is needed. In order to investigate how a redesign
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of the journal bearing affect the system dynamics, an analysis of the largest system frequency
is seen in Figure 6.3 on the facing page, when the system parameters are double and half the
baseline values. The figure also include the difference in largest system frequency for a change
in viscosity, this is to determine how a change in temperature affect the system, but also shows
how the analysis relates to the thermoviscous journal bearing model.
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(a) Cr for ω = 100 rad/s (b) Cr for ω = 500 rad/s

(c) R for ω = 100 rad/s (d) R for ω = 500 rad/s

(e) L for ω = 100 rad/s (f) L for ω = 500 rad/s

(g) µ for ω = 100 rad/s (h) µ for ω = 500 rad/s

(i) m for ω = 100 rad/s (j) m for ω = 500 rad/s

Figure 6.3: Largest system frequency as a function of epsilon ratio for a change in system
parameters.
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From Figure 6.3 on the previous page it is seen that a increase in bushing inner radius, fluid film
length and viscosity, increases the largest system frequency and vice versa. It is also seen in the
figure that a increase in radial clearance and mass reduces the largest system frequency and vice
versa.

It is from this seen that it is possible to obtain a balance between the input and parameter fraction
in the load number, eq. (6.9), such that the system can be operated at the same eccentricity
ratio but with a lower largest system frequency.

LN = 4π
C2
r

µL3R︸ ︷︷ ︸
Parameters

|Fext|
ω︸ ︷︷ ︸

Inputs

(6.9)

It is from the above equation and figure seen that if it is desired to change the largest system
frequency but keep the same eccentricity ratio, it is most efficient to change the fluid film length,
hereafter the radial clearance, with regards to the largest system frequency change per change
in the variable.

6.2 Auto-calibration

The previous study from the same authors proposed using an auto-calibration algorithm in order
to estimate the fluid film height, and then using this estimate of the fluid film height as the input
to a TSO algorithm. [12] A flow diagram of this strategy is shown in Figure 6.4.

Auto −

calibration
TSO

ĥac
ĥtsoRa

Fext

ω

T̂ a

Figure 6.4: TSO strategy from the previous project.

In this strategy the proposed auto-calibration algorithm is an EKF algorithm, that uses a
regression model based on the magnitude of the layer spectrum, in this report referred to as
Layer spectrum magnitude evaluation (LSME). It is found in Chapter 5 on page 31 that the
reflection coefficient spectrum is given as eq. (5.14), solving this equation for the layer spectrum
the following equation is derived.

J(ω) = e−iωτ =
1

Rbc

Rab −R(ω)

RabR(ω)− 1
(6.10)

It is seen from eq. (6.10) that the magnitude of the layer spectrum is equal to one for all
frequencies. It is from this property of the layer spectrum that the following equation is derived.

R2
bc|RabR(ω)− 1|2 = |Rab −R(ω)|2 (6.11)

In this equation the reflection coefficient spectrum is rewritten to take the following form.

R(ω) = A(ω) (cos(γ(ω)) + i sin(γ(ω))) (6.12)
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Where A(ω) is the magnitude and γ(ω) is the phase of the reflection coefficient spectrum.
Inserting this relation into eq. (6.11), the following equation is found.

A(ω)2
(
1−R2

abR
2
bc

)︸ ︷︷ ︸
KA

+
(
R2
ab −R2

bc

)︸ ︷︷ ︸
KB

= 2A(ω) cos(γ(ω))
(
Rab

(
1−R2

bc

))︸ ︷︷ ︸
Kc

(6.13)

In this equation the magnitude and phase term are rewritten using the following two relations.

A|ω=ωi =
|~Ra|
|~Ta|

(6.14) cos(γ)|ω=ωi =
~RTa ~Ta

|~Ra| |~Ta|
(6.15)

Where ~Ra and ~Ta are the real and imaginary component of the frequency spectrum of the
reflection and incident wave evaluated at a single frequency, ωi, respectively.

~Ra =

[
Re(F [Ra(t)])

Im(F [Ra(t)])

] ∣∣∣∣∣
ω=ωi

(6.16) ~Ta =

[
Re(F [Ta(t)])

Im(F [Ta(t)])

] ∣∣∣∣∣
ω=ωi

(6.17)

Inserting eq. (6.14) and eq. (6.15) into eq. (6.13) the following equation is derived.

|~Ra|2 =

(
2
KC

KA

~RTa −
KB

KA

~T Ta

)
~Ta (6.18)

This equation is the regression model based on the magnitude constraint of the layer spectrum.
Assuming that the incident wave is slow varying compared to the fluid film height, as for the
boundary fluidity term in eq. (6.7). This equation is implemented into a EKF algorithm, where
the states are given as the following.

~xk,AC = ~Ta (6.19)

The system output is given by the following equation.

~yk,AC = |~Ra|2 (6.20)

This Auto-calibration algorithm estimates the frequency response of the incident wave, and this
estimate is then reformulated to an estimate of the fluid film height using the layer phase lag
(LPL) method.

The LPL method takes offset in eq. (6.10) and with the estimate of the frequency response of
the incident wave together with the measurement of the reflection wave, it is possible to estimate
the layer spectrum. This estimate is used to determine the phase lag of the layer spectrum, given
as the following equation.

∠J(ω) = −ωτ (6.21)

It is from this equation possible to compute τ and from this an estimate of the fluid film height,
from the equation below.

h =
τ cb
2

(6.22)

In the previous study this fluid film height estimate is used as an input for a TSO strategy using
an analytical journal bearing model. This method of implementing a TSO is however assumed
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to be inferior compared to methods where the ultrasound measurements is directly linked to the
mechanical states of the TSO. A flow diagram of this strategy is shown in Figure 6.5.

TSO

Ra

ĥtso

Fext

ω

T̂ a

Figure 6.5: Combined TSO and auto-calibration strategy.

These types of TSO strategies have the advantage of linking the estimate of the incident wave to
the estimate of mechanical states and therefore the theoretical benefit of increased robustness,
since more information of the system is present in the algorithm. The LSME auto-calibration
algorithm is in this study therefore compared to these types of TSO algorithms.

6.3 TSO based Auto-calibration

The concept of TSO based auto-calibration is based on linking a dynamic system model,
describing the mechanical states, with known system inputs to the ultrasound measurements. In
this study two different methods for linking the mechanical states to the ultrasound measurements
are proposed.

6.3.1 Analysis of the complex components of the reflection coefficient
spectrum

The first method is based on estimating the complex components of the incident wave, similarly
to the LSME algorithm. This method is referred to as Complex component evaluation (CCE).
The method is based on the reflection coefficient spectrum, where the layer spectrum is rewritten
to the following form.

J(ω) = e−iωτ = cos(ωτ)− i sin(ωτ) (6.23)

Inserting this into the reflection coefficient spectrum, eq. (5.14), and isolating for the real and
imaginary components, the following equation is derived.

R(ω) =
Rbc

(
R2
ab + 1

)
cos (ωτ) +Rab

(
R2
bc + 1

)
R2
abR

2
bc + 2 cos (ωτ)RabRbc + 1︸ ︷︷ ︸

X

+i
Rbc sin (ωτ)

(
R2
ab − 1

)
R2
abR

2
bc + 2 cos (ωτ)RabRbc + 1︸ ︷︷ ︸

Y

(6.24)

The frequency response of the reflection wave is found from the following equation.

Ra(ω) = R(ω)Ta(ω) (6.25)

It is from an analysis of the real and imaginary components of this equation seen that the real
component of the measured reflection wave is given as the following equation.

Re(Ra(ω)) = X Re(Ta(ω))− Y Im(Ta(ω)) (6.26)
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It is also seen that the imaginary component is given as the following equation.

Im(Ra(ω)) = X Im(Ta(ω)) + Y Re(Ta(ω)) (6.27)

It is from these equations seen that evaluating them at a fixed frequency and introducing the
real and imaginary components of the incident wave as states to the TSO, it is possible to relate
the mechanical states from the journal bearing model, to the ultrasound measurements. This is
seen since τ from eq. (6.24), is a function of fluid film height, and this relates to the mechanical
states using the fluid film height equation.

τ =
2h

cb
=

2

cb
(Cr − ε cos(Ω− θ)) (6.28)

Where Ω is the measurement angle from the α-axis in the global coordinate frame, defined in
Figure 3.1 on page 7, and describes the placement of the ultrasound transducer on the journal
bearing. With the introduction of these output equations, it is possible to derive a TSO that
estimates both the mechanical states and the incident wave.

6.3.2 Analysis of the phase of the reflection wave

The second method takes offset in the phase of the reflection wave frequency spectrum. The
previously described methods for processing the ultrasound measurements is limited to the
evaluation of the frequency spectrum at a single frequency. It is believed that methods that allow
for the evaluation of the frequency spectrum at multiple frequencies allow for more consistent
estimates. It is for this reason that this study proposes such a method. Figure 6.6 shows an
illustration of the frequency response of a reflection wave.

Figure 6.6: Frequency response of the reflection wave.

In Figure 6.6 it is seen that within the excited frequencies the slope of the reflection wave phase
is constant. It is for this reason believed that it is possible to numerically derive the slope of the
phase using the central difference approximation, eq. (6.29), on the points with a power level
above 20 % of the maximum power.

d

dω
∠Ra(ωk) =

∠Ra(ωk+1)− ∠Ra(ωk−1)
ωk+1 − ωk−1

(6.29)
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In Figure 6.7 the phase derivative of the reflection wave, found from the central difference
approximation, is seen.

Figure 6.7: Central difference approximation

It is from the figure seen that due to wrapping of the phase, outliers with a positive slope
occur. However, the remaining points show a constant negative slope of the phase. It is from
this assumed that by excluding the outliers and taking the mean of the remaining points, an
estimate of the slope of the phase derivative is found. This estimate might be less sensitive to
noise on the measurements.

It is seen that the phase of the reflection and incident wave correlates through the phase lag of
the reflection coefficient spectrum as seen in the following equation.

∠Ra(ω) = ∠R(ω) + ∠Ta(ω) (6.30)

This relation results in the following equation for the slope of the phase lag.

d

dω
∠Ra =

d

dω
∠R(ω) +

d

dω
∠Ta(ω) (6.31)

The slope of the phase lag of the reflection coefficient spectrum is found from eq. (5.14) on page
33 where the layer spectrum is rewritten as in eq. (6.23). This gives the following equation.

d

dω
∠R(ω) =

(
R2
abRbc + cos (ωτ)RabR

2
bc +Rbc + cos (ωτ)Rab

)
Rbc τ

(
R2
ab − 1

)(
R2
abR

2
bc + 2 cos (ωτ)RabRbc + 1

) (
2 cos (ωτ)RabRbc +R2

ab +R2
bc

) (6.32)

As for the other TSO algorithm proposed, the fluid film height is found from the mechanical
states of the system. It is seen that this equation has to be evaluated at a single frequency,
however, the point of measurements contain information from multiple frequencies. It is from
this believed that assuming the slope of the phase of the incident wave is slow varying compared
with the fluid film height, it is possible to implement this as a state in a TSO, and use eq. (6.31)
as an output equation. This method is referred to Phase derivative evaluation (PDE).
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6.4 Proposed TSO strategies for comparison

This study is concerned with the performance comparison of the LSME auto-calibration
algorithm with the following TSO strategies.

Regular CCE

The Regular CCE method uses the regular analytical Reynolds pressure equation and the
complex component evaluation method for ultrasound measurement processing.

Regular PDE

The Regular PDE method uses the regular analytical Reynolds pressure equation and the phase
derivative evaluation method for ultrasound measurement processing.

Thermoviscous CCE

The Thermoviscous CCE method uses the thermoviscous analytical Reynolds pressure equation
and the complex component evaluation method for ultrasound measurement processing, without
temperature measurements.

Thermoviscous CCTE

The Thermoviscous complex component and temperature evaluation (CCTE) method uses the
thermoviscous analytical Reynolds pressure equation and the complex component evaluation
method for ultrasound measurement processing, with temperature measurements.
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7 | Test of TSO strategies
The comparison of the proposed TSO strategies is based on data from the virtual experiments.

7.1 System inputs to the virtual experiments

The design of the system inputs to the virtual experiments is based on the assumption that
an encoder is placed on the journal bearing such that the journal angle and angular velocity
are recorded, and in many application this might be controlled to an acceptable accuracy. It
is however assumed that the radial load on the journal bearing is inherently more random. A
major assumption from the derivation of the TSO is that the states such as those describing the
incident wave, is slow varying. This entails that a certain excitement of the fluid film height is
required. It is from this believed that a fully random signal is not ideal for the test of the TSO,
since this might cause an unprecedented level of excitement in the fluid film height, that does
not occur in real-world applications. It is for these reasons believed that a better input signal,
for the test of the TSOs, is made with a white noise driven band-pass filter.

7.1.1 System excitement

It is believed that in order for the TSO to properly estimate the system states enough excitement
has to occur in the fluid film height measurements. It is for this reason of interest to investigate at
which force inputs the most excitement in the fluid film height occur. An analysis of the system
dynamics in the frequency domain is for this reason proposed. This analysis is based on the
linearisation of the regular hydrodynamic system model at the S.S. solutions presented by G.B.
DuBois and F.W. Ocvirk. As for the linear analysis in Chapter 6 on page 37, the linearisation
points is evaluated by varying the force for ten epsilon ratios between 5 % and 95 % and two
journal angular velocities of 100 rad/s and 500 rad/s. Furthermore, the viscosity is swept from
half to double the baseline value in order to indicate how the system reacts to a temperature
change. The system transfer function is then derived as a linear time independent (LTI) single
input single output (SISO) system, where the input is assumed to be the external force and the
output is the eccentricity. The eccentricity is considered the system output since this is directly
linked to the fluid film height. Figure 7.1 on the following page shows the bandwidth, which is
defined as the frequency at which the system gain is below 3 dB of the DC-gain, and DC-gain
of the system since it is assumed that these are the most describing properties of the system
response.
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(a) Bandwidth (b) DC-gain

Figure 7.1: System bandwidth and DC-gain as a function of eccentricity ratio.

From Figure 7.1a it is seen that the viscosity has a negligible effect on the system bandwidth. It
is however seen that the journal angular velocity has a significant effect on the system bandwidth,
where an increase in journal angular velocity increases the system’s bandwidth. It is from the
figure also seen that the system has larger bandwidth at large eccentricity ratios. It is from
Figure 7.1b seen that an increase in both journal angular velocity and viscosity decreases the
dc-gain. This is expected from the load number where an increase in journal angular velocity
and viscosity results in the need for a larger change in force to get the same absolute change in
load number, and heron same absolute change in S.S. eccentricity ratio. It is from the figure also
seen that the DC-gain decreases for large eccentricity ratios. It should be noted that this analysis
is based on the eccentricity ratio instead of the fluid film height. This means that depending
on the ultrasound transducer placement, the DC-gain shown in Figure 7.1 might not depict the
DC-gain to a satisfying degree.

It is from Section 6.1.2 on page 39 seen that the discrete system representation is representative
up to a eccentricity ratio of 85 %. In this range of eccentricity ratios it is, from Figure 7.1a, seen
that the system has a mean bandwidth of 87.9 rad/s and 452 rad/s for a journal angular velocity
of 100 rad/s and 500 rad/s, respectively.

7.1.2 Bandpass force input

The tests of the TSOs are based on data where the force input is modelled as a white noise
applied to a bandpass filter and the journal angular velocity is 500 rad/s. Section 6.1.2 on
page 39 discusses that the discretization of the system is limited to eccentricity ratios up to
85 %. The force input is for this reason modelled such that the mean value is 63 N corresponding
to an eccentricity ratio of 50 %. The above bandwidth analysis of the system shows that the
system has a bandwidth of around 452 rad/s for a journal angular velocity of 500 rad/s. In order
to make sure the system is excited within this region the bandpass filter is designed to have the
lower cut-off frequency at 10 rad/s and upper cut-off frequency at 100 rad/s. The force input is
shown in Figure 7.2 on the next page.
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Figure 7.2: External force input used for the virtual experiments.

This force is chosen to be aligned with the α-axis during the tests of the TSOs.

7.2 Tuning

In the EKF algorithm several tuning parameters has to be found, these are the values in the
covariance matrices of the sensor noise, process disturbance, and initial guess, Cn, Cd and P c0,
respectively. However, it is possible to quantify the values of Cn from experimental data, in
order to simplify the tuning process.

7.2.1 Variance on ultrasound measurements

In order to determine the variance on the ultrasound measurements an acoustic simulation of
the system, at different fluid film heights, is performed. The data has an added Gaussian white
noise signal with a standard deviation of 1, since this is the noise added to the reflection wave
measurements in the virtual experiments. The analysis takes offset in the variance between the
frequency analysis of the data from a 1000 simulations for each fluid film height. The average
variance at each fluid film height is seen in Figure 7.3 on the following page.
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Figure 7.3: Variance analysis of the frequency response of the reflection wave measurements.

From the figure it is found that the average variance of the complex components are in the order
of O(10−3) and the average variance of the phase derivative is in the order of O(10−18). These
values are used in the tuning of Cn.

7.2.2 Variance on temperature measurements

The temperature sensor used for the Thermoviscous CCTE TSO has an added Gaussian white
noise with a standard deviation of 5 K. The variance of this is used in the tuning of Cn.

7.2.3 Tuning parameters used for the TSOs

The tuning parameters for the TSOs are the diagonal elements of the covariance matrix of
the sensor noise, process disturbance, and initial guess. The tuning has been limited to the
diagonal elements of these matrices since it is assumed that no cross correlation is present between
the states. The diagonal elements of the noise disturbance matrix is based on the parameters
presented in the subsections above. The diagonal elements of Cd and Pc0 are chosen such that
the tracking capabilities of the TSO follows the fluid film height from the virtual experiments.
The initial guess of the states are chosen to be in the same order of magnitude as the expected
values.

The parameters used in the five different TSOs are given in Table 7.1 on the next page in vector
form where the corresponding matrices are found from the equations below.

P c0 = I ~Pc0 (7.1) Cd = I ~Cd (7.2) Cn = I ~Cn (7.3)

Where I is the identity matrix.
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Table 7.1: TSO tuning values.

LSME R. CCE R. PDE T. CCE T. CCTE

~x

[
Re(Ta)
Im(Ta)

]


Re (Ta,α)
Im (Ta,α)
Re (Ta,β)
Im (Ta,β)

ε
ε̇
θ

θ̇





d∠Ta,α
dω

d∠Ta,β
dω
ε
ε̇
θ

θ̇





Re (Ta,α)
Im (Ta,α)
Re (Ta,β)
Im (Ta,β)

ε
ε̇
θ

θ̇
δb





Re (Ta,α)
Im (Ta,α)
Re (Ta,β)
Im (Ta,β)

ε
ε̇
θ

θ̇
δb



~x0

[
1
1

]


1
1
1
1

1 · 10−5

0
1
0





1 · 10−6

1 · 10−6

1 · 10−5

0
1
0





1
1
1
1

1 · 10−5

0
1
0

11.9





1
1
1
1

1 · 10−5

0
1
0

11.9



~y
[
| ~Ra|2

] 
Re (Ra,α)
Im (Ra,α)
Re (Ra,β)
Im (Ra,β)


[
d∠Ra,α
dω

d∠Ra,β
dω

] 
Re (Ra,α)
Im (Ra,α)
Re (Ra,β)
Im (Ra,β)



Re (Ra,α)
Im (Ra,α)
Re (Ra,β)
Im (Ra,β)

Teq



~Pc0

[
1
1

]


1 · 106

1 · 106

1 · 106

1 · 106

0
0
0
0





3 · 10−6

3 · 10−6

0
0
0
0





1 · 106

1 · 106

1 · 106

1 · 106

0
0
0
0
1





1 · 106

1 · 106

1 · 106

1 · 106

0
0
0
0
1



~Cd

[
1 · 10−6

1 · 10−6

]


1 · 10−8

1 · 10−8

1 · 10−8

1 · 10−8

0
1 · 10−6

0
1





0
0
0

1 · 10−5

0
1





1 · 10−8

1 · 10−8

1 · 10−8

1 · 10−8

0
1 · 10−6

0
1

1 · 10−6





1 · 10−8

1 · 10−8

1 · 10−8

1 · 10−8

0
1 · 10−6

0
1

1 · 10−6



~Cn
[
1
] 

3.5 · 10−3

3.5 · 10−3

3.5 · 10−3

3.5 · 10−3

 [
4.5 · 10−18

4.5 · 10−18

] 
3.5 · 10−3

3.5 · 10−3

3.5 · 10−3

3.5 · 10−3




3.5 · 10−3

3.5 · 10−3

3.5 · 10−3

3.5 · 10−3

25


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7.3 Regular TSO and LSME

The first test is based on the comparison of the Reguler CCE and PDE versus the LSME
algorithm. The tests also consider how the placement of the ultrasound transducer might affect
the state estimation abilities.

7.3.1 Ultrasound transducer placement

An important part of the TSO strategies proposed is that the incident wave have to be slow
varying compared to the fluid film height. It is for this reason that two instances of ultrasound
placement on the journal bearing is analysed. The previous study of the same authors proposed
placing the ultrasound transducer on the outside of the bushing at 90° apart as seen in Figure
7.4a [12]. A study from Beamish et al. [1] however proposed placing the ultrasound transducer
within the journal. This study therefore also investigates this scenario where two ultrasound
transducers are placed 90° apart within the journal as seen in Figure 7.4b.

(a) Ultrasound transducers placed on the bushing
(b) Ultrasound transducers placed within the

journal

Figure 7.4: Ultrasound transducer placement strategies.

The apparent advantage of placing the ultrasound transducer within the journal is that even
though there might be limited mechanical dynamics, the fluid film height seen from the
ultrasound transducer varies by twice the eccentricity for a full rotation of the journal. The
apparent disadvantage is that depending on the application of interest it might be more difficult
or implausible to install the ultrasound transducers within the journal. It is for these reasons
that both strategies are investigated in this study.

7.3.2 Results from ultrasounds transducer placed on the bushing

In the test of the TSOs, the TSOs are given the baseline system values. This means that the
dynamic viscosity and reflection coefficient used in the TSOs are evaluated at 313.2 K, where
the virtual experiments have an average fluid film temperature of 316.0 K. The fluid film height
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estimate in the α- and β-direction when the ultrasound transducer is placed on the bushing is
seen in Figure 7.5.

(a) α-direction (b) α-direction zoom

(c) β-direction (d) β-direction zoom

Figure 7.5: Fluid film height in the α- and β-direction.

Figure 7.5 shows that of the methods presented the LSME algorithm has the largest deviation
from the virtual experiment. It is seen that the LSME deviates around 30 µm but the dominant
fluctuations are present, such as the large spike at around 0.75 s. It is from Figure 7.5a and
Figure 7.5c seen that the Regular PDE algorithm has a significantly larger noise level in the
β-direction compared to the α-direction. This might be due to the excitation in the fluid film
height is larger in the α-direction, and the algorithm is for this reason more likely to properly
converge. It is from Figure 7.5b seen that in the α-direction the Regular PDE deviates less than
the Regular CCE. From Figure 7.5d the Regular CCE is however seen to be more robust than
the Regular PDE, where the noise level is significantly lower. It is from the figure seen that the
Regular CCE has less deviation from the virtual experiment in the α-direction compared to the
β-direction. This might be due to the larger excitation in the fluid film height in the α-direction,
making the incident wave estimate more consistent.

Figure 7.6 on the following page shows the eccentricity and eccentricity angle for the Regular
CCE and Regular PDE algorithm. These algorithms are TSO algorithms and for this reason
outputs estimates of these states.
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(a) Eccentricity (b) Eccentricity angle

Figure 7.6: Eccentricity and eccentricity angle when the ultrasound transducer is placed on
the bushing.

Figure 7.6 shows significantly less noise levels on the Regular CCE algorithm compared to
the Regular PDE algorithm. It is from the figure seen that eccentricity angle fits the virtual
experiment well, especially for the Regular CCE algorithm. A slight offset in the eccentricity is
however present. This might be due to the analytical models predicting the eccentricity angle
better than the eccentricity as discussed in Section 4.6 on page 28.

Figure 7.7 on the next page shows the percent deviation of the incident wave estimate for the
different algorithms.
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(a) α-direction (b) β-direction

(c) α-direction (d) β-direction

(e) α-direction (f) β-direction

Figure 7.7: Error in incident wave estimation.

Figure 7.7a to Figure 7.7d, shows that the LSME algorithm has significantly smaller deviations
in estimating the magnitude of the incident wave than the phase estimate. It is also seen that the
LSME algorithm has significantly worse estimate of the incident wave compared to the Regular
CCE algorithm. Figure 7.7e and Figure 7.7f shows that the percentage deviation in the phase
derivative estimate of the incident wave from the Regular PDE is in the order of O(10−2) in the
β-direction. However, due to the large noise levels on fluid film height in the β-direction it is
believed that a small deviation has a large affect.
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7.3.3 Results from ultrasound transducer placed in the journal

Figure 7.8 shows the fluid film height in the αi- and βi-direction when the ultrasound transducer
is placed within the journal.

(a) αi-direction (b) αi-direction zoom

(c) βi-direction (d) βi-direction zoom

Figure 7.8: Fluid film height in the αi- and βi-direction.

Figure 7.8 show that placing the ultrasound transducer within the journal causes a significant
change in the fluid film height which results in fluid film height estimates from the LSME
algorithm to have a max deviation of around 10 µm. This deviation is especially notable when
the fluid film height is large. It is from Figure 7.8b and Figure 7.8d seen that the deviation of
the fluid film height estimate from the Regular CCE is also larger when the fluid film height is
large. This tendency is however not noticeable for the Regular PDE algorithm. It is from Figure
7.8, seen that placing the ultrasound transducer within the journal result in improved fluid film
height estimates from all three algorithms, compared to placing the ultrasound transducer on
the bushing.

Figure 7.9 on the next page shows the eccentricity and eccentricity angle estimates when the
ultrasound transducer is placed inside the journal.
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(a) Eccentricity (b) Eccentricity zoom

(c) Eccentricity angle (d) Eccentricity angle zoom

Figure 7.9: Eccentricity and eccentricity angle when the ultrasound transducer is placed
inside the journal.

It is from the figure seen that both the Regular CCE and PDE has significantly larger noise
levels on the eccentricity and eccentricity angle estimates, compared to the estimates where the
journal is placed on the bushing. It is however seen from Figure 7.8b, Figure 7.8d on the facing
page, and Figure 7.9b, that when the fluid film height is small, for either sensor, the eccentricity
estimate from the Regular CCE is seen to fit the virtual experiment, especially notable at 0.59 s.
When the fluid film height is large, the eccentricity estimate is seen to generally be lower than in
the virtual experiment. This indicates that the Regular CCE might be better at estimating the
incident wave when the fluid film height is small, and otherwise tends to the pure model output
found, in Section 4.6 on page 28, to estimate a too small eccentricity.

From Figure 7.9c and Figure 7.9d it is seen that deviations in the eccentricity estimates are
smaller when the fluid film height is large. This might be due to the TSO output tends to the
pure model output found, in Section 4.6 on page 28, to estimate the eccentricity angle to a
satisfying degree.

Figure 7.10 on the following page shows the percent deviation of the incident wave estimate for
the different algorithms.
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(a) αi-direction (b) βi-direction

(c) αi-direction (d) βi-direction

(e) αi-direction (f) βi-direction

Figure 7.10: Incident wave estimation error.

Comparing Figure 7.10a - 7.10d to Figure 7.7a - 7.7d on page 57, it is seen that LSME algorithm
has significantly lower deviations in the phase and magnitude estimate of the incident wave when
the ultrasound transducer is placed inside the journal. This is likely due to the larger level of
excitation in the fluid film height that occur when the ultrasound transducer is placed inside the
journal. These figures also show that the Regular CCE has a much lower transient period in the
incident wave estimate when the ultrasound transducer is placed inside the journal, compared
to when it is placed on the bushing. Figure 7.10e and Figure 7.10f show that the Regular PDE
has a similar deviation in phase derivative estimate of the incident wave regardless of whether
the ultrasound transducer is placed inside or on the journal bearing.

The previous study from the same authors shows a sensitivity analysis of the phase of the layer
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spectrum that is able to explain why the LSME and Regular CCE have difficulties estimating
the fluid film height when it becomes too large. [12]

7.3.4 Sensitivity analysis of the layer spectrum

The sensitivity analysis takes offset in the formulation of the reflection coefficient spectrum given
in the following equation.

R(ω) = A(ω) (cos(γ(ω)) + i sin(γ(ω))) =
Ta(ω)

Ra(ω)
(7.4)

In this equation the magnitude and phase of the reflection coefficient spectrum is given as A(ω)

and γ(ω), respectively. It is from the above equation seen that the magnitude and phase of the
reflection coefficient spectrum relates to the error in estimating the incident wave but also noise
on the measured reflection wave.

It is from the following equation seen that the reflection coefficient spectrum relates to the layer
spectrum.

J(ω) = e−iωτ =
1

Rbc

Rab −R(ω)

RabR(ω)− 1
(7.5)

It is from this equation seen that it is the phase of the layer spectrum that relates to the fluid
film height and it is for this reason the sensitivity function is defined as the following equation.

S =

∣∣∣∂∠J(ω)∂γ(ω)

∣∣∣∣∣∣∂∠J(ω)∂A(ω)

∣∣∣ (7.6)

This equation is related to the sensitivity of the CCE and LSME algorithms, since these
algorithms is based on determining the angle of the layer spectrum for use in determining the
complex components of the incident wave.

The logarithmic sensitivity function is shown in Figure 7.11. In the figure the logarithmic
sensitivity is plotted as a function of fluid film height. This relation is found from the regression
model used in LSME methods, eq. (6.13), and the full derivation is shown in Appendix F on
page 111.

Figure 7.11: Sensitivity analysis with the baseline values.
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Figure 7.11 on the previous page shows that the layer phase lag is more sensitive to error in
the phase of the reflection coefficient spectrum, for fluid film heights in range of around 5 µm to
around 115 µm. The figure also show that sensitivity peaks at approximately half the resonance
height. The resonance height is defined from the layer spectrum, when the layer spectrum equals
one.

Figure 7.11 on the preceding page explains why the fluid film height estimates from the LSME
and CCE algorithms worsen as the fluid film height becomes large. This is due to phase of
the layer spectrum becomes more sensitive to errors in the phase of the reflection coefficient
spectrum.

7.3.5 Sub conclusion

This preliminary analysis of the placement of the ultrasound transducers shows that for the LSME
algorithm, placing the transducer within the journal, and hereby increasing the excitement level
of the fluid film height, increases accuracy and robustness of the fluid film height estimation. It
is from the results seen that the estimate worsens as the fluid film height increases, thought to
be due to the sensitivity of the LPL algorithm.

This analysis shows that generally the Regular CCE has lower noise levels than the Regular
PDE and LSME algorithms. It is from the results with the ultrasound transducer placed on
the bushing seen that when there is not enough excitement in the fluid film height the Regular
CCE tends towards the pure system model output, and disregards the ultrasound measurements.
Depending on the accuracy of the system model, this is a more robust solution for determining
the fluid film height compared to the LSME algorithm. This is because when there is not enough
excitement in the fluid film height the LSME algorithm is seen to have large deviation from the
virtual experiment.

The Regular CCE and PDE methods are found to have very accurate fluid film height
measurements when the ultrasound transducer is placed inside the journal. It is however
found that both methods have difficulties determining small fluctuations in the mechanical state
estimates. With the exception of the Regular CCE algorithm, that depicts the eccentricity
accurately when the fluid film height is small. A probable explanation to this is that when the
fluid film height is small the ultrasound transducer points in the direction with least fluid film
height, which is the direction from which the eccentricity is defined.

It is from the tuning of the Regular PDE found that the fluid film height estimate is largely
dependent on an accurate depiction of the system parameters, such as the dynamic viscosity,
within the system model. This is not found to be a problem for the Regular CCE method.
Furthermore, it has not from tuning and design process of the TSO been possible to use joint
state and parameter estimation for determining the dynamic viscosity from the Regular CCE
and PDE algorithm.

It is from this analysis assessed that the CCE criterion is superior compared to the PDE
criterion. However, this analysis and conclusion is based on a complex tuning process for the TSO
strategies, and further investigation into the PDE algorithm might be required. Furthermore an
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investigation into combining the CCE and PDE algorithm might be of interest to enhance the
accuracy and robustness of the algorithm.

7.4 Thermoviscous TSO

The CCE criterion is used for the thermoviscous system model, since this criterion is deemed
superior. Furthermore the thermoviscous TSO strategies are only tested with the ultrasound
transducer placed inside the journal. The thermoviscous TSO test includes a strategy with and
without temperature sensor measurements, Thermoviscous CCTE and CCE, respectively.

Figure 7.12 show the fluid film height estimate from both the Thermoviscous CCE and CCTE
algorithm.

(a) αi-direction (b) αi-direction zoom

(c) βi-direction (d) βi-direction zoom

Figure 7.12: Fluid film height estimate in the αi- and βi-direction using the thermoviscous
system model.

It is from Figure 7.12 seen that both the Thermoviscous CCE and CCTE algorithm estimates
the fluid film height with great accuracy, compared to the Regular CCE algorithm.

Figure 7.13 on the next page shows the eccentricity and eccentricity angle estimate for the
Thermoviscous CCE and CCTE algorithm.
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(a) Eccentricity (b) Eccentricity angle

Figure 7.13: Eccentricity and eccentricity angle when the ultrasound transducer is placed
inside the journal and using the thermoviscous system model.

It is from Figure 7.13 seen that after the initial transient period the state estimates are similar
to those of the virtual experiment. It is seen that there is a slight noise level on the eccentricity
estimate, but comparably better than those using the regular Reynolds pressure equation. A
reason for the very similar system dynamics might be that the thermoviscous TSO strategies
allow for a change in boundary fluidity that compensates for the difference between the dynamics
is the virtual experiment and the system model.

Figure 7.14 shows the boundary fluidity estimate from the TSO strategies. It is notable that in
the figure the fluidity is represented as dynamic viscosity and that the estimate is compared to
the spacial average viscosity from the virtual experiment.

Figure 7.14: Dynamic viscosity estimate compared to the mean viscosity of the virtual
experiment.

It is from Figure 7.14 seen that the viscosity estimates from the Thermoviscous CCE and CCTE
are very similar. This might be due to the tuning of the algorithms. Since the CCTE has
relatively large standard deviation on the temperature sensor noise and uses Reynold’s viscosity
model, the temperature estimate might be so inaccurate, that the algorithm is fitted such that
the best results are achieved by not trusting the measurement data.

It is from Figure 7.14 seen that there is an offset between the estimated viscosity and the one
from the virtual experiment. This offset might be due to the TSO strategies compensating
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for discrepancies between the models used for the virtual experiment and the analytical
thermoviscous system model, such as the short bearing approximation and thermally thin
approximation. Even though there is an offset in the viscosity estimate, it might still be possible
to track changes in the viscosity using the Thermoviscous TSO strategies.

Figure 7.15 shows the percent deviation in magnitude and phase estimate of the incident wave
in the αi- and βi-direction.

(a) αi-direction (b) βi-direction

(c) αi-direction (d) βi-direction

Figure 7.15: Percent deviation in magnitude and phase estimate of the incident wave, using
the thermoviscous system model.

Figure 7.15 shows that compared to the Regular CCE algorithm the thermoviscous TSO
strategies have small deviations and noise levels on the incident wave estimate. The difference
between the Thermovicous CCE and CCTE is again shown to be insignificant.

This analysis of the thermoviscous TSO strategies show no significant difference between the
CCE and CCTE criteria. Due to this and since the CCE algorithm is more simple compared to
the CCTE algorithm, the CCTE algorithm is excluded from further analysis in this study.

7.4.1 Varying dynamic viscosity

In order to test if the Thermoviscous CCE algorithm is able to detect a change in dynamic
viscosity a virtual experiment is conducted where the abv parameter in the Barus-Vogel model,
given in the equation below, is ramped to twice the default value.

µbv = abv e
A(T ) eB(T,p) (7.7)
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Figure 7.16 shows the spatially mean viscosity from the virtual experiment and the boundary
viscosity estimate from the Thermoviscous CCE algorithm.

Figure 7.16: Virtual experiment where the dynamic viscosity is varied.

It is seen from Figure 7.16 that after the initial transient period the viscosity is underestimated
with at constant offset, as for the previous experiment. It is seen that when the viscosity start
to increase, the viscosity estimate also increases with the approximately same slope.

Figure 7.17 shows the fluid film height from the virtual experiment and the estimate from the
Thermoviscous CCE algorithm.

(a) αi-direction (b) αi-direction zoom

(c) βi-direction (d) βi-direction zoom

Figure 7.17: Fluid film height for the virtual experiment with varying viscosity.
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Figure 7.17a on the preceding page and Figure 7.17c on the facing page show that when the
viscosity changes the peaks of the fluid film height decreases. It is from Figure 7.17 on the
preceding page seen that after the initial transient period the Thermoviscous CCE algorithm
estimates the fluid film height to a satisfying degree.

Figure 7.18 shows the eccentricity and eccentricity angle from the virtual experiment and the
estimate from the Thermoviscous CCE.

(a) Eccentricity (b) Eccentricity angle

Figure 7.18: Eccentricity and eccentricity angle for the virtual experiment with varying
viscosity.

It is from Figure 7.18 seen that after the initial transient period the eccentricity and eccentricity
angle are estimated to a satisfying degree. It is from Figure 7.18a seen that similar to the other
test of the Thermoviscous TSO strategies that the eccentricity estimate has a slight noise level.

It is from this analysis seen that the Thermoviscous CCE is able to track changes in the dynamic
viscosity, and it is for this reason believed that the algorithm shows great promise for use in
prognostic control schemes and predictive maintenance. However, since the boundary fluidity is
seen to compensate for model differences, wear on other system parameters is also seen to affect
this estimate.

7.4.2 Varying the radial clearance

The radial clearance is another system parameter that is susceptible to wear. A virtual
experiment where the radial clearance changes from 50 µm to 60 µm is for this reason conducted.
The radial clearance and the corresponding dynamic viscosity estimate is seen in Figure 7.19 on
the next page.
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(a) Radial clearance (b) Dynamic viscosity

Figure 7.19: Clearance and dynamic viscosity estimate, for the virtual experiment with
varying radial clearance.

It is from Figure 7.19 seen that when the radial clearance increases the Thermoviscous CCE
algorithm compensated for this by lowering the viscosity estimate. This is an inherent problem
with the proposed Thermoviscous CCE algorithm.

Figure 7.20 shows the fluid film height from the virtual experiment and the corresponding
estimate from the Thermoviscous CCE algorithm.

(a) αi-direction (b) αi-direction zoom

(c) βi-direction (d) βi-direction zoom

Figure 7.20: Fluid film height for the virtual experiment with varying radial clearance.

It is from Figure 7.20 seen that when the radial clearance becomes significantly different from
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the parameter used in the Thermoviscous CCE algorithm, the fluid film height estimate starts
to deviate significantly from the actual fluid film height. This indicates that the Thermoviscous
CCE algorithm might be sensitive to error in the radial clearance estimate given to the system
model.

Figure 7.21 shows the eccentricity and eccentricity angle from the virtual experiment and the
corresponding estimate from the Thermoviscous CCE algorithm.

(a) Eccentricity (b) Eccentricity angle

Figure 7.21: Eccentricity and eccentricity angle for the virtual experiment with varying radial
clearance.

It is from Figure 7.21 seen that when the radial clearance start to change the eccentricity and
eccentricity angle estimates significantly deviates from the actual states. It is from this seen
that the radial clearance changes the system dynamics in a way where the changing boundary
viscosity is not able to compensate for the model differences. Since the radial clearance changes
the system dynamics in a way that can not be compensated by adjusting the boundary fluidity,
it might be possible to add the radial clearance as a slow varying state in the Thermovisouc
CCE algorithm, and from this estimate both boundary fluidity and radial clearance based on
observation of the mechanical system dynamics.

7.4.3 Sub conclusion

It is from this analysis seen that the thermoviscous system model greatly improves the CCE
algorithm, compared to the regular Reynolds model. In this analysis it is found that adding
temperature measurements to the algorithm does not increase the accuracy or robustness of
the TSO. However, both the viscosity model and temperature measurements might be less than
ideal, compared to the performance of the TSO strategies on an experimental setup, where other
viscosity models might be more accurate. The Thermoviscous CCTE methods require for these
reason a more in-depth investigation.

It is from the analysis seen that the Thermoviscous CCE algorithm uses the boundary viscosity
estimate to compensate for model differences. This means that if the viscosity of the system
is changed, for example from wear of the hydraulic oil, it is possible to track changes in the
viscosity. It is however also found that if other parameters are changed, such as the radial
clearance, the viscosity estimate also tries to compensate for this. It is found that these changes
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of other parameters are indistinguishable from an actual change in viscosity. A change in radial
clearance is found to cause changes to the system dynamics that is not fully compensated with
a change in the viscosity estimate. This means that it might be possible to add the radical
clearance as a slow varying state to the TSO algorithm and estimate both boundary viscosity
and radial clearance.

7.5 State estimation algorithm using LSME

In Section 7.3.3 on page 58 it is found advantageous to place the transducers inside the journal.
By placing the transducers inside the journal the fluid film height is measured at different angles
during one revolution of the journal. This allows for the estimation of the clearance, eccentricity,
and eccentricity angle from the LSME and encoder measurements, as seen in the flow diagram of
the LSME state estimation algorithm in Figure 7.22. The apparent advantage of using the LSME
algorithm for state estimation, is that it does not require any information of the system inputs.
Furthermore, there is fewer system parameters needed for the algorithm than those required for
the TSO strategies, and there is fewer tuning parameters.
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Figure 7.22: LSME state estimation algorithm.

The LSME state estimation algorithm uses a buffer with all the fluid film height estimates from a
revolution of the journal, this means the buffers size changes with the rotational angular velocity
and the pulse rate of the ultrasound transducer, as shown in equation (7.8).

Buffer size =

⌈
2π

ω Tpr

⌉
(7.8)

With a buffer containing all the height measurement from one revolution, the average height is
equal to the radial clearance as seen in eq. (7.9), assuming the eccentricity and eccentricity angle
does not vary significantly during a revolution.

hmean =
1

2π

∫ 2π

0
Cr − ε cos (Ω− θ) dΩ = Cr (7.9)

By applying this LSME state estimation algorithm on the data from the virtual experiment
presented in Section 7.1.2 on page 50, the algorithm is capable of estimating the radial clearance
as seen in Figure 7.23 on the facing page.
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Figure 7.23: Clearance estimation of the LSME state estimation algorithm.

In Figure 7.23 the LSME state estimation algorithm is seen to have an initial transient period,
before 0.1 s. This is due to the LSME having to determine the incident wave before it is capable
of estimating the fluid film height, furthermore the LSME state estimation algorithm need to fill
the buffer before it is able to estimate the radial clearance. When examining the radial clearance
after 0.1 s, it is seen to be overestimated and the average clearance from 0.1 s to 1 s is found to
be 51.2µm. This overestimation is expected to be due to the LSME overestimating the height
at the crest of the fluid film height measurements, this is seen in Figure 7.8 on page 58.

To estimate the eccentricity eq. (7.10) is used.

h = Cr − ε cos (Ω− θ) (7.10)

It is in eq. (7.10) seen that the smallest fluid film height occurs when the sine term equals one.
This corresponds to the troughs of the fluid film height estimates and is given by the following
equation.

ε = Cr − hmin (7.11)

It is from this equation seen that an estimate of the eccentricity is achieved, using the radial
clearance estimate, and finding the lowest fluid film height during a revolution of the journal.
Due to measurement noise the algorithm underestimates the eccentricity, as the lowest fluid film
height is often an outlier. To mitigate this the average of the n lowest fluid film heights are
used to suppress any outliers. It is found sufficient to use the 40 lowest height measurements to
estimate the eccentricity.

It is in eq. (7.10) seen that the sine terms equals one when the measurement angle equals the
eccentricity angle. Using this, an estimation of the eccentricity angle is found by using the mean
encoder angle to the n lowest points used in the eccentricity estimation. However, this method
possess a problem when the buffer is between two troughs, as seen in Figure 7.24a on the next
page, the minimum heights might not be in the trough. This causes an error in the estimation
of the eccentricity angle resulting in the spikes seen in Figure 7.24b on the following page.
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(a) Algorithm buffer (b) Eccentricity angle estimation

Figure 7.24: LSME state estimation algorithm without trough detection.

This phenomenon happens as the eccentricity is able to change during the time period logged in
the buffer. As seen in Figure 7.24a the trough in the buffer is located close to 0.73 s, however
the lowest height in the buffer is located at 0.74 s. This means the eccentricity angle estimate
is based on points outside the trough. To mitigate this problem a trough detection algorithm
is implemented to ensure the eccentricity angle is calculated at a trough. The trough detection
works by checking whether the eccentricity angle changes at every iteration as the angle should
only change when a new trough enters the buffer. This means if the eccentricity angle changes at
every iteration the eccentricity angle is not found in a trough and the previous eccentricity angle
is used instead. When the eccentricity angle then settles at a new value the eccentricity angle is
updated by the trough detection. This results in the eccentricity angle only being updated once
per revolution, this is also seen in Figure 7.25, showing both the eccentricity and eccentricity
angle estimate.

(a) Eccentricity (b) Eccentricity angle

Figure 7.25: State estimation using the LSME state estimation algorithm.

In Figure 7.25a the LSME state estimation algorithm is seen to track the eccentricity with a
phase shift, this is to be expected as the algorithm used the height measurements in the troughs
to estimate the eccentricity. The update rate of the troughs is determined by the angular velocity
of the journal, creating a delay between every trough.
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The phase shift is also evident in Figure 7.25b on the facing page. From the figure it seem as
if the update rate of the eccentricity estimate is faster than that of the eccentricity angel. The
reason for the seemingly faster update rate is that the eccentricity uses the radial clearance, as
seen in eq. (7.10), which is updated at every iteration. However, the accuracy of the eccentricity
and eccentricity angle estimates is reliant on information from the troughs, limiting the update
rate.

If a faster update rate is necessary multiple transducers can be installed inside the journal
to increase the number of troughs during a single revolution. From this it is seen that two
transducers doubles the update rate of the LSME state estimation algorithm. However, the
LSME state estimation algorithm’s update rate is still dependent on the angular velocity of the
journal.

7.5.1 State estimation algorithm using LSME, with varying clearance

The LSME state estimation algorithm is also tested on the data from the virtual experiment,
where the radial clearance is changed during the simulation, presented in Section 7.4.2 on page 67.
Figure 7.26 shows the radial clearance from the virtual experiments and the estimate from the
LSME state estimation algorithm.

Figure 7.26: Radial clearance estimation with varying radial clearance.

In Figure 7.26 the LSME state estimation algorithm is seen to track the change in the radial
clearance. The performance of the LSME state estimation algorithm at estimating the radial
clearance is seen to be equal with the performance of the LSME state estimation algorithm with
constant clearance.

The states estimate from the LSME state estimation algorithm is seen in Figure 7.27 on the
following page.
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(a) Eccentricity (b) Eccentricity angle

Figure 7.27: State estimation with varying clearance.

It is from Figure 7.27 seen that the LSME state estimation algorithm is able to track the states
when the radial clearance is changing. It is notable that this LSME state estimation algorithm
is based on the assumption that the change in the eccentricity and eccentricity angle is limited
between each revolution, whereas the other algorithms thrives on the excitement.
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8 | Robustness analysis
In Chapter 7 on page 49 the LSME and CCE algorithm are found to show great potential when
the ultrasound transducers are placed within the journal. This is assessed to be due to the
inherent high level of excitement in the fluid film height seen from the transducer. However,
this level of excitement is both dependent on a large eccentricity and journal angular velocity.
It is for this reason of interest to investigate the robustness toward the level of excitement.
Another significant assumptions made in Chapter 7 on page 49 is that the TSO algorithms has
a direct measurement of the external force on the system. This assumption is in real-life hard to
fulfil, and the robustness toward uncertainties in the force input is for this reason investigated.
Furthermore, the ultrasound reflection coefficients used in the test of the TSO are found close to
the true value using the material models described in Chapter 4 on page 21 and Chapter 5 on
page 31. It is for this reason of interest to investigate the algorithms robustness toward errors
in these parameters. Lastly, in the derivation of the acoustic model in Chapter 5 on page 31 it
is assumed that infinite scattering occurs in the fluid film layer. However due to practical issues
when implementing the technology in real-life applications this might not be reasonable, and the
validity of the assumption is for this reason investigated.

8.1 Analysis of the fluid film height excitement level

The analysis of the excitement level is based on analysing at which steady state eccentricities
and journal angular velocity the LSME and CCE algorithms is able to converge. Furthermore,
it is found in Chapter 7 on page 49 that if the eccentricity and angular velocity are large enough
the algorithms are able to converge. It is for this reason of interest to investigate whether the
algorithms continues to have accurate estimates, if the excitement level goes from large to small.

8.1.1 Eccentricity and journal angular velocity variation

The fluid film height seen from a ultrasound transducer is described by eq. (8.1).

h = Cr − ε cos(Ω− θ) (8.1) Ω = ω t+ Ω0 (8.2)

Where Ω is the measuring angle defined from the global coordinate frame. This angle is described
by eq. (8.2) when the ultrasound transducer is placed inside the journal, assuming the journal
rotates at a constant velocity. Where Ω0 is the initial angle at which the transducer points when
the measuring is initiated.

It is from eq. (8.1) seen that the time derivative of the fluid film height is given as the following
equation.

ḣ = −ε̇ cos(ω t− θ) + ε (ω − θ̇) sin(ω t− θ) (8.3)

Assuming that the system is close to steady state, letting the time derivative of the states go
to zero, the change in fluid film height, seen from the ultrasound transducer, is given as the
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following equation.

ḣss = ε ω sin(ω t− θ) (8.4)

It is from this equation seen that the magnitude of the change in fluid film height is determined
from the eccentricity and journal angular velocity.

The investigation of the excitement level is based on eq. (8.1) for a journal angular velocity of
10 rad/s, 50 rad/s, 100 rad/s, and 500 rad/s. The eccentricity is varied for ten eccentricity ratios
from 5 % to 95 %. The eccentricity angle is found from G.B. DuBois and F.W. Ocvirk steady
state solution, eq. (2.3). The simulation time is equal to the time it takes five revolutions of the
journal, and therefore the simulation time depends the journal angular velocity. The force input
required for the CCE algorithms is found from the load number, eq. (2.2). The results from the
test are shown in Figure 8.1.

(a) ω = 10 rad/s (b) ω = 50 rad/s

(c) ω = 100 rad/s (d) ω = 500 rad/s

Figure 8.1: RMS error of the fluid film height estimate.

It is notable that some of the RMS values are not shown for the CCE algorithms, at small
and large eccentricity ratios. The large eccentricity ratios are not included due to the largest
system frequency becoming too large compared to the sampling frequency, resulting in unstable
discretization of the system models, as discussed in Section 7.1.1 on page 49. The small
eccentricity ratios that are excluded is because the oil whirl phenomenon occurs in the system
models used for the CCE algorithms. It is here notable that for this reason some of the small
eccentricity ratios might not be possible to achieve in real life systems.
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It is from Figure 8.1 on the facing page seen that the CCE algorithms have similar performances
and that they in general have less error regardless of excitement level compared to the LSME
algorithm.

It is from Figure 8.1b on the preceding page, Figure 8.1c on the facing page, Figure 8.1d on
the preceding page seen that the LSME algorithm tends to deviate less as the eccentricity ratio
increases. It is from these figures also seen that the eccentricity ratio at which the deviation
start to decrease is dependent on the journal angular velocity. This tendency is described by
eq. (8.4) where the product of the angular journal frequency and the eccentricity determines the
fluid film height excitement level.

Figure 8.1a on the facing page shows an opposite trend for the LSME algorithm compared to
the other figures. It is here seen that the deviation starts to increase as the eccentricity ratio
increases, except for a eccentricity ratio of 95 %. This is due to the inconsistency of using RMS
at the determining criteria. Figure 8.2 shows a selection of the simulations.

(a) ω = 10 rad/s and εr = 15 % (b) ω = 10 rad/s and εr = 55 %

(c) ω = 50 rad/s and εr = 55 % (d) ω = 500 rad/s and εr = 55 %

Figure 8.2: Example of fluid film height estimates at different excitement levels.

It is from Figure 8.1a on the facing page seen that for a journal angular velocity of 10 rad/s

the RMS error of the LSME algorithm is smaller at a eccentricity ratio of 15 % compared to
eccentricity ratio of 55 %. It is however from Figure 8.2a and Figure 8.2b seen that the algorithm
arguably is better at estimating the fluid film height for a eccentricity ratio of 55 %. The RMS
error is from Figure 8.2a seen to be small, not because the estimation follows the true fluid film
height but simply because the large noise levels puts the estimate in the vicinity of the true fluid
film height.
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It is from Figure 8.2a on the preceding page seen that for low excitement levels the CCE
algorithms still estimate the fluid film height to a satisfying degree. It is from the figure seen that
the Thermovicous CCE is slightly worse than the Regular CCE. This might be due to the lack
of system dynamics resulting in difficulties for the Themoviscous CCE to estimate the boundary
viscosity, where as the Regular CCE is given the correct parameter.

8.1.2 Analysis of force step

In order to test whether the LSME and CCE algorithms are capable of estimating the fluid film
height when the excitement level goes from large to small, a virtual experiment is conducted
where a step in the external force occurs. This step in the external force is seen in Figure 8.3.
It is notable that this experiment is conducted for a journal angular velocity of 100 rad/s.

Figure 8.3: Force step input.

The force step shown in Figure 8.3 makes it such that the eccentricity ratio varies from around
20 % to 60 %. It is notable that due to a journal angular velocity of 100 rad/s there is less viscous
dissipation in this experiment, compared to those at 500 rad/s. This also means that the average
temperature of the fluid film is 295.4 K, but the CCE and LSME algorithms still use the baseline
values evaluated at 313.2 K.

The fluid film height corresponding to this force step is seen in Figure 8.4.

(a) αi-direction (b) βi-direction

Figure 8.4: Fluid film height with force step inputs.

78



8.2. Analysis of robustness toward error in the reflection coefficients Aalborg University

It is from Figure 8.4 on the facing page seen that the Thermoviscous CCE has a short transient
period but manages to estimate the fluid film height closely before the excitement level increases.
It is from the figure seen that Regular CCE has generally worse tracking capabilities compared
to the Thermoviscous CCE algorithm. It is in the figure seen that the Regular CCE and LSME
has similar tracking capabilities in the region with large excitement levels, but in the region with
small excitement level the Regular CCE is more accurate. The LSME algorithm is seen to track
the fluid film height to a satisfying degree when the external force is large, but does not keep the
tracking capabilities when the force is decreased. This effect might be mitigated in the tuning of
the LSME algorithm. Here it is possible to reduce the rate at which the incident wave estimate
changes after the initial transient period. However, this might also mitigate the effect at which
the algorithm is able to track changes in the incident wave, and in the long run negatively affect
the fluid film height estimates.

8.2 Analysis of robustness toward error in the reflection
coefficients

An uncertainty present in all the proposed TSOs and LSME algorithms is that the reflection
coefficients is estimated to a satisfying degree. It is for this reason of interest to investigate the
performance of the proposed algorithms when the reflection coefficient are modelled incorrectly.
This analysis assumes that both the bushing and journal are made of the same material.
Furthermore, the analysis varies the acoustic impedance of the fluid film layer and the journal
bearing separately. Each parameter is varied from 70 % to 130 % of its original value, and the
resulting RMS percent deviation in the fluid film height compared to the virtual experiment is
seen in Figure 8.5.

(a) Variance in za and zc (b) Variance in zb

Figure 8.5: Variance in the specific acoustic impedance.

Figure 8.5 shows that the LSME algorithm generally has larger deviations compared to the CCE
algorithms. A notable tendency seen in figure is that the Regular CCE has smaller deviation for
large errors in the acoustic impedances compared to the Thermoviscous CCE. This might be due
to the worsened ultrasound measurements affecting the boundary viscosity estimate, whereas
the Regular CCE uses the correct viscosity found from the virtual experiments. This might for
this reason be an unfair comparison, due to the uncertainty in determining the viscosity for the
Regular CCE in real-life applications. Another notable tendency seen from the figure is, that it
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is generally worse to underestimate the acoustic impedances, compared to overestimating.

8.3 Analysis of robustness toward error in force estimate

A major assumption for the TSO algorithms tested in Chapter 7 on page 49 is that the TSOs
receives the exact external force applied to the journal. However, in many applications the
external force might be difficult to determine. It is for this reason of interest to investigate the
robustness of the TSO strategies with limited knowledge of the external force. This analysis is
based on the Thermoviscous CCE algorithm, shown in Chapter 7 on page 49 to have the most
accurate state estimates. In real-life applications it might be difficult to know the exact external
force, it is however believed that it is still possible to give an estimate of the magnitude and
direction of the force.

The virtual experiment data used for this test is the same as that presented in Chapter 7 on
page 49, where the viscosity is varied. This force input is applied in the α-direction and is
modelled using a bandpass filter on a Gaussian white noise signal. The force is seen to have a
mean value of approximately 63 N and varies from around 20 N to 90 N.

The force input used in the Thermoviscous CCE during this test is a constant force input. In
the analysis the magnitude of the force is varied from 50 % to 150 % of the mean force used in
the virtual experiment. Furthermore, the angle of the force is varied from −45° to 45° of the
force angle used in the virtual experiment.

Figure 8.6 shows examples of the fluid film height and corresponding estimate when the
Thermoviscous CCE receives the altered force inputs.

(a) Virtual experiment compared to the two force
inputs

(b) Zoom of the virtual experiment compared to
the two force inputs

Figure 8.6: Fluid film height estimate using the altered force input.

Figure 8.6 shows two extreme cases where the estimate of the force angle and magnitude are far
from the values used for the virtual experiments. The figure shows that there are certain periods
where the fluid film height estimate is seen to have large deviations, such as from 0.73 s to 0.82 s.
It is in this period seen that the deviation of the largest fluid film height is greater than that
at the smallest fluid film height. This might be due to the sensitivity of the CCE algorithm
as described in Section 7.3.4 on page 61. It is from the figure seen that even in these extreme
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scenarios the fluid film height is estimated to a satisfying degree for most of the simulation.

Figure 8.7 shows the percent RMS deviation in the fluid film height estimate.

Figure 8.7: Percent RMS deviation in the fluid film height.

Figure 8.7 shows that except for the 50 % estimate of the external force, the magnitude estimate
does not significantly affect the Thermovisous CCE’s ability to estimate the fluid film height. It
is from the figure seen that the angle estimate of the external force has a larger influence on the
the ability to estimate the fluid film height. The different force inputs tested in this analysis is
seen to worsen the percent RMS fluid film height estimate less than 3.5 % points. This indicates
that with regards to the fluid film height estimate the algorithm seems robust.

Figure 8.8 on the next page shows the boundary viscosity estimates from the Thermoviscous
CCE algorithm, at the different force inputs.
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(a) 50 % of the mean force (b) 75 %of the mean force

(c) 125 % of the mean force (d) 150 % of the mean force

(e) 100 % of the mean force

Figure 8.8: Viscosity estimate with altered force inputs.

It is from Figure 8.8 seen that the viscosity is less robust towards errors in the force estimate,
compared to the fluid film height. This is because a change in boundary viscosity is not able
to compensate for the differences in the dynamics, similar to the virtual experiment where the
radial clearance is varied, Section 7.4.2 on page 67. It is from Figure 8.8 seen that for most of the
force estimates it is still possible to see the upwards trend of the viscosity in the estimates. It is
also seen that large force magnitude estimates causes large fluctuation in the viscosity estimate.

Figure 8.8 also shows that the viscosity estimates seems to worsen when the force angle estimate
is positive shifted, compared to those negative shifted. This might be due to the relation between
the attitude angle and eccentricity ratio, eq. (2.3), described by G.B. DuBois and F.W. Ocvirk,
shown in Figure 8.9 on the facing page.
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Figure 8.9: S.S solution presented by G.B. DuBois and F.W. Ocvirk.

It is from Figure 8.9 seen that for a positive journal angular velocity, the eccentricity angle moves
counter clockwise from the force direction applied, toward the S.S solution. This means that for
the negative shifted forces the model estimate and the correction from the measurement agree
of polarity of the time derivative of the states. Whereas, for the positive shifted forces, the
model and correction from the measurements disagree, this means that the EKF algorithm has
to compensate more, compared to the negative shifted forces.

It is from this analysis seen that it is possible to estimate both fluid film height and boundary
viscosity even though the external force applied to the journal is not directly known. The
robustness towards this is a great concern from the previous study [12]. The results from this
analysis is for this reason a great indication of the potential of the TSO algorithms.

8.4 Cluster study

In the derivation of the acoustic model, Chapter 5 on page 31, it is assumed that the scattering
of the incident wave can be represented as an infinite sum. However, in practice the time in
which the reflection wave is able to be measured is limited. This measuring time is among other
limited by the pulse rate of the transducer. However, the most dominant limitation is assessed
to be due to the time it takes the reflection wave to travel from the fluid film layer boundary
to the boundary on which the ultrasound transducer is placed and back, referred to as clusters.
This is illustrated in Figure 8.10 on the next page.
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Figure 8.10: Cluster illustration.

Figure 8.10 shows how the second reflection wave interferes with the amount of time it is possible
to measure the first reflection wave. It is believed that if the energy of the signal within the
fluid layer is significantly damped before the disturbance, from the second reflection, occurs the
assumption of infinite scattering is still valid.

It is in Chapter 5 on page 31 seen that the time it takes the ultrasound wave to travel from
boundary ab to bc is given as the equation below.

τfluid =
h

cb
(8.5)

It is from figure 8.10a, seen that the critical time before the reflections in the fluid layer gets
disturbed is given as the equation below.

τsolid =
2Lt
ca

(8.6)

Where Lt is the distance from the ultrasound transducer to boundary ab. It is from this seen
that the number of times the ultrasound wave in the fluid film layer scatters before the critical
time is given as.

nscat =
τsolid
τfluid

=
2Lt cb
h ca

(8.7)

Since it is assumed that material a and c are the same, the amount of energy that is kept in
the signal after each scattering is given by the reflection coefficient, Rab. It is here seen that
percentage energy in the signal as a function of times scattered is given by the following equation.

Pe = 100 |Rab|nscat (8.8)

Figure 8.11 on the next page shows the percentage of energy still in the signal, when the second
wave occurs, as a function of fluid film height when the transducer is placed 2.5 mm, 5 mm,
10 mm and 20 mm away from ab boundary.
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Figure 8.11: Percentage of energy left in the signal as a function of fluid film height.

It is from Figure 8.11 seen that the amount of energy left in the signal when the disturbance
occurs is largely dependent on both the fluid film height and the distance from the transducer to
the ab boundary. It is from the figure seen that for a fluid film height of 100 µm and a transducer
placement of 2.5 mm, 50 % of the energy is left in the signal and if this is the case the assumption
of infinite scattering might not be valid. However, it is also seen from the figure that if the journal
is placed longer than 10 mm away from the boundary there is only around 8 % energy left, for
the largest fluid film heights investigated. This indicates that in this region the assumption of
infinite scattering might still be valid.

It is from this analysis found that if it is the pulse rate that is the limiting factor, there is only
0.0062 % energy left in the signal, at a fluid film height of 100 µm and pulse rate of 80 kHz. It
is from this seen that the pulse rate of the transducer has a negligible effect compared to the
clusters.

It is from this analysis seen that the length at which the transducer is placed from the ab boundary
largely affects the amount of energy left in the signal before the new cluster occurs. It is from this
believed that depending on the type of application, an investigation into another acoustic model
might be beneficial. This might be the investigation into an acoustic system representation that
considers more than the two boundaries of the fluid film, but also the boundary on which the
ultrasound transducer is placed.
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9 | Discussion

9.1 Force estimation algorithms

In Section 8.3 on page 80 it is seen that it is possible to estimate both fluid film height and
boundary viscosity if the Thermoviscous CCE strategy is provided with an estimate of the force
magnitude and direction. This is believed achievable from the LSME algorithm. In Section
7.5 on page 70 it is seen that it is possible to derive algorithms that estimate the mechanical
system states and radial clearance based on the fluid film height estimates from the LSME
algorithm. These state estimates makes it possible to estimate the attitude angle, using the
following equation.

ξ = tan−1

π
√

1−
(

ε
Cr

)2
4
(

ε
Cr

)
 = θ − ∠~Fext (9.1)

It is from this equation seen that by estimating the eccentricity and radial clearance it is possible
to determine the attitude angle. With estimates of the attitude angle and the eccentricity angle
it is then possible to determine the angle of attack from the external force, that is usable in the
TSO algorithms. This algorithm does assume that the steady state relation between eccentricity
ratio and attitude angle is usable in a dynamic environment, which adds a level of uncertainty
to the algorithm. Furthermore, the developed algorithm for estimating the mechanical system
states using LSME is based on placing the ultrasound transducer within the journal, and the
update rate of the state estimates heron depends on the angular velocity of the journal.

It is also possible to estimate the magnitude of the external force from the load number, the
following equation.

LN = 4π
|~Fext|C2

r

µω L3R
=

π ε
Cr

√
π2
(
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ε
Cr

)2)
+ 16

(
ε
Cr

)2
(

1−
(

ε
Cr

)2)2 (9.2)

It is here seen that an estimate of the eccentricity ratio allows for an estimate of the load number.
If the fluid film length and inner radius of the bushing is known together with measurement of
the angular velocity of the journal, the only parameter needed for force estimation is the dynamic
viscosity of the fluid. A possible estimate of the dynamic viscosity is measuring the temperature
close to the fluid layer and relating this to dynamic viscosity with a viscosity model such as the
Vogel model. This gives an estimate of the magnitude of the external force for use in the TSO
algorithms.

The robustness of the TSO algorithms might be further increased with knowledge of the frequency
span of the external force. If a data set of the expected external force is available it is possible
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to derive a white noise driven disturbance model for use in the EKF algorithm, used in the
TSOs. The EKF algorithm assumes model disturbances to be Gaussian white noise and the
white noise disturbance model explains the variation from the mean force as a white noise input
to the disturbance model. With the system model expanded by the disturbance model, the EKF
algorithm is more robust towards changes to the force input, and might for this reason increase
the robustness of the TSO algorithms.

9.2 Radial clearance estimates

It is in Section 7.4.2 on page 67 seen that the boundary viscosity estimate from the Thermoviscous
CCE algorithm varies when other system parameters are varied, such as the radial clearance.
This makes it difficult to determine wear on the oil, since wear on other system parameters
affects this estimate. It is from the section however seen that radial clearance affect the system
dynamics in a way that is not fully compensated for from adjusting the viscosity estimate. This
means that it might be possible to add the radial clearance as a slow varying system state to the
TSO, similar to the boundary viscosity. This strategy might be further improved from adding the
clearance estimate, from the LSME state estimation algorithm, as an input to the Thermoviscous
CCE.

9.3 Number and placement of ultrasound transducers

It is in this study proposed placing two ultrasound transducers 90° apart within the journal.
However this might not be the optimal placement nor amount of ultrasound transducers for fluid
film height estimation, when they are placed inside the journal. It is in Section 7.3 on page 54
seen that the CCE and LSME algorithms have more accurate fluid film height estimates when
the fluid film height is small. It might be more beneficial to place the ultrasound transducers
such that the longest time between each sensor passes the region of least fluid film height is
minimised, when two ultrasound transducers or more is to be used. This is especially notable
for the proposed LSME state estimation algorithm, in order to increase the update frequency.
The update frequency can also be increased by adding more than two sensors to the system. It
is seen that the LSME algorithm that only uses one ultrasound transducer is able to estimate
the fluid film height. This also indicates that the proposed TSO strategies can work with only
one ultrasound transducer. This might be of interest to investigate in application where there
is not enough space within the journal for two ultrasound transducer or if it is desired to lower
the cost of the application.

9.4 Data extraction from the transducer

It is in Section 8.1 on page 75 seen that placing the ultrasound transducer inside the journal
increases the fluid film excitement level even without system dynamics. It is for this reason
believed that this way of placing the ultrasound transducers are superior with regards to the
robustness of the algorithms. However, this way of placing the transducers might be more
complicated or implausible depending on the application of interest, compared to placing them
on the bushing. A primary concern from this method is the data extraction from the transducers.
In the study Beamish et al. [1] this is achieved by using multi-channel slip rings. However, it
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might be of interest to investigate wireless ultrasound transducers. This study would both
entail wireless data transfer and power transfer, or ways of generating power within the journal.
Furthermore, since placing the transducer inside the journal might not be appropriate for some
applications, it is still of interest to investigate the applicability of TSOs when the transducers
is placed on the bushing.

9.5 Multi-frequency auto-calibration algorithms

It is in this study found that the LSME algorithm has a generally worse accuracy and robustness
compared to the proposed CCE algorithms. However, the LSME algorithm is significantly less
complex and only requires ultrasound measurement, compared to the system inputs required for
the TSO algorithms. Standalone auto-calibration algorithms is for this reason still of interest to
investigate. A general concern with the LSME algorithm is that it only consider the frequency
response of the reflection wave at a single frequency. An interesting topic is for this reason multi-
frequency auto-calibration algorithms. It is in this study found that the PDE algorithm that
uses evaluation of multiple frequencies is not as sensitive to large fluid film heights, compared
to the LSME and CCE algorithms, and this is an indication of the potential of multi-frequency
algorithms. Furthermore the evaluation strategies for TSOs might also use any developed multi-
frequency algorithms, to have the benefits from both methods.

9.5.1 Excitement study

When investigating standalone auto-calibration algorithms it might be of interest to do a study
of the excitement level required for the algorithms to properly work. In Section 8.1 on page 75
it is seen that when placing the ultrasound transducer inside the journal, the fluid film height
is excited even without changes to the eccentricity and eccentricity angle. It is in the section
described how the magnitude of this excitement is the product of the eccentricity and journal
angular velocity. It is from this proposed that if a excitement study is to be made this product
can become a measure of the level of excitement.

E = ω ε (9.3) Enorm = ω εr (9.4)

It is seen in Section 8.1 on page 75 that using the RMS error from the fluid film height estimate is
an inconsistent measure of the tracking capabilities of the algorithms. Less inconsistent measures
might be found, these could be measures based on a frequency analysis, auto-correlation, or others
of the residual between estimate and true height. Measures based on frequency analysis might
also be able to consider noise on the estimate.

9.6 Combining TSO evaluation strategies

It is in Section 7.3 on page 54 seen that the Regular PDE algorithm is generally less robust and
accurate than the CCE algorithm. It is however seen that the PDE algorithm does not have the
same problem with sensitivity at large fluid film heights. It might for this reason be of interest to
combine the two evaluation strategies in a single TSO. This has the potential of the robustness
of the CCE algorithm but less sensitive estimates at large fluid film heights.
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9.7 Tuning

All the results presented in this study is highly dependent on the tuning of the algorithms. This
tuning process is highly complicated due to the large amount of tuning parameters and the
tuning parameters found might be biased toward the experiments used for the tuning. It is for
this reason of interest to investigate methods for simplifying the tuning process. Furthermore,
any algorithms neglected can have potential performance undiscovered in this study.

9.7.1 Expansion of virtual experiments

In a real-life application, the tuning of the parameters is even more complicated since it is not
possible to compare the estimate with the true variable. It is therefore still of great interest to
develop more advanced virtual experiments such that the data from these can be used as the
basis for comparison when tuning. The expansion of the virtual experiments could be considering
effects such as air cavitation in the fluid film, thermal expansion, and deflection of the solid
components.

The pressure forces is in the virtual experiments found from only integrating the area of the
journal with positive pressure forces. This contradicts the assumption of mass conservation
within the system, because of the abrupt pressure changes. An algorithm for maintaining the
assumption of mass conservation is the Elrod and Adams algorithm. The Elrod and Adams
algorithm is found to be a good compromise between an accurate physics representation of the
system and computational time. [20] This algorithm could be a good inclusion into the virtual
experiment. This is not considered in this report due to solver difficulties when also considering
thermoviscous effects.

It is in the derivation of the analytical thermoviscous pressure equation found that the heat
transfer in the fluid film due to conduction is dominant in the cross film direction, Section 3.3.2
on page 14. However, due to computational difficulties with the numerical solvers used for the
virtual experiments in this study, this had to be excluded from the virtual experiment using the
thermally thin approximation of the fluid. Since it is found that the heat transfer in the cross film
direction might not be negligible it is still of interest to include this in the virtual experiments.

It is in this study found that the thermodynamics within the solids have much slower transients
than the mechanical states of the system. However, these dynamics are still simulated using a
time dependent solver. Due to the slow nature of the thermodynamics of the solids it might be
beneficial to calculate these using a S.S. solver. This would significantly reduce the computational
time of the simulation. Furthermore, when excluding the thermodynamics of the solids from the
time dependent solver, it might be possible to add some of the previously mentioned physics
to the virtual experiment. Another benefit from this simulation strategy, is that it might be
possible to simulate more than 1 s of dynamics, and from this see a greater influence of the
thermodynamics in the fluids effect on the system. It is here notable, that if the simulation time
becomes significantly large, the assumption of slow varying thermodynamics in the solids might
not be valid.
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9.8 Critical assumptions

In the derivation of both the analytical hydrodynamic models and virtual experiments, several
assumptions are made, that might be critical to the performance of the proposed algorithms and
for this reason need further investigation.

Firstly, the pressure at both ends of the fluid film are assumed zero. This assumption might not
be valid for hydraulic applications, where the fluid film is connected to a load bearing flow, such
as power displacement units. An investigation into whether this has a significant effect on the
hydrodynamics is for this reason needed. Furthermore, if it is found to have a significant effect, a
way of introducing it into the analytical journal bearing models is needed. It is in the derivation
of the analytical pressure equations, Chapter 3 on page 7, seen that this might not be trivial.

Secondly it is assumed that the fluid film height does no vary in the longitudinal direction of
the bearing. This might not be true both when considering deflection of the journal and also
asymmetric loading. The proposed TSO algorithms are based on journal bearings where the short
bearing approximation is applicable, and the variation of fluid film height in the longitudinal
direction might be negligible for this reason. However, if this is not found to be the case, or if
the technology is to be applied to other types of bearings, it is of great interest to expand upon
the analytical models to include this.

9.9 Experimental validation

Compared to the previous study of the same authors [12] the virtual experiments are more
advanced. However, it is still believed that in order to fully explore the applicability of the
proposed TSO algorithms, it is required to experimentally validate the methods in a laboratory
environment where it is possible to compare the TSO estimates with sensor measurements. The
sensor measurements used for comparison could be optical, mechanical or electric resistance
and capacitance methods, found to work in laboratory environments but too invasive for use in
real-life applications. [8] [16]
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10 | Conclusion
In this study a virtual experimental setup is developed. This setup includes thermo- and
piezoviscous effects, thermo- and hydrodynamics both in the fluid and solids, and does not use the
short bearing approximation. The virtual experiment does use the thermally thin approximation
due to computational difficulties, which means the temperature is constant with regards to the
cross film direction, even though it is assessed that conduction in this direction is dominant.
However, it is believed that the virtual experimental setup represents real-life applications to a
greater extend than the developed analytical hydrodynamic models. The data from the virtual
experiments are for this reason used for the validation of the developed tribological state observer
strategies, and from this the following results are found.

This study showed that tribological state observer strategies that include ultrasound
reflectometry are achievable either by evaluating the complex components of the frequency
response of the reflection wave at a single frequency, or by evaluating the phase derivative at
multiple frequencies. In this study the complex component evaluation criterion is shown to be
superior to the phase derivative evaluation criterion. However, the result might be biased by
the complicated tuning process of the strategies, and it is still believed that the phase derivative
criterion can be used in combination with the complex component criterion. In this study
it is found that tribological state observes with the complex component evaluation criterion
has superior robustness and accuracy compared to the proposed standalone auto-calibration
algorithm, that only evaluates the frequency response of the reflection wave at a single frequency.

This study also shows that both standalone ultrasound reflectometry and tribological state
observer strategies have increased robustness when the ultrasound transducers are placed inside
the journal. This is assessed to be due to the increased excitement level of the fluid film height
seen from the ultrasound transducer. Furthermore, it is seen that when placing the ultrasound
transducer inside the journal it is possible to estimate the eccentricity, eccentricity angle, and
radial clearance simply from the fluid film height estimation of the standalone ultrasound
reflectometry method.

It is in this study found that including thermoviscous effects into the proposed tribological
state observer not only increased robustness and accuracy of the fluid film height estimates, it
also allowed for estimating the dynamic viscosity. This estimate is able to detect changes to
the dynamic viscosity but also varies if other system parameters are changed, such as the radial
clearance. It is from the study found that when including thermoviscous effects in the tribological
state observers, it is possible to estimate the fluid film height and dynamic viscosity even though
limited information of the external force applied to the system is known.

It is from this study believed that in order to fully explore the applicability of the proposed
tribological state observer strategies, experimental validation of the methods in a laboratory
environment is required.
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A | Derivation of the velocity profiles
in the fluid film

This appendix derives the velocity profile for the fluid film in bothin the circumferential direction,
x, and the longitudinal direction, z, which are denoted u and w, respectively.

Derivation of the circumferential velocity profile, u

The velocity profile in the x-direction, u, is found in Section 3.3.2 on page 14 to be given as
stated below.

u = Cu1

∫
1

µ
dy + Cu2 (A.1)

This equation contains two integration constants. These constants are found trough the known
boundary conditions of the fluid film layer, as stated below.

u(0) = uc and u(h) = ua (A.2)

The two boundary conditions gives the following two equations.

u(0) = uc = Cu1

∫
1

µ
dy

∣∣∣∣∣
y=0

+Cu2 (A.3)

u(h) = ua = Cu1

∫
1

µ
dy

∣∣∣∣∣
y=h

+Cu2 (A.4)

Solving for Cu2 in (A.3) gives the following equation.

Cu2 = uc − Cu1
∫

1

µ
dy

∣∣∣∣∣
y=0

(A.5)

Inserting this equation into (A.4) gives the following equation.

ua = Cu1

∫
1

µ
dy

∣∣∣∣∣
y=h

+uc − Cu1
∫

1

µ
dy

∣∣∣∣∣
y=0

(A.6)

This equations is then solved for the integration constant Cu1.

Cu1 =
ua − uc∫

1
µ dy|y=h−

∫
1
µ dy|y=0

(A.7)

The integrals in the denominator can be rewritten to a definite integral, this gives eq. (A.8).

Cu1 =
ua − uc∫ h
0

1
µ dy

(A.8)
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Inserting both (A.5) and (A.8) into (A.1) the following velocity profile is derived.

u =

(
ua − uc∫ h
0

1
µ dy

)
︸ ︷︷ ︸

Cu1

∫
1

µ
dy +

uc −
(
ua − uc∫ h
0

1
µ dy

)
︸ ︷︷ ︸

Cu1

∫
1

µ
dy

∣∣∣∣∣
y=0


︸ ︷︷ ︸

Cu2

=
ua − uc∫ h
0

1
µ dy

∫ y

0

1

µ
ds+ uc (A.9)

Where s is a substitute variable for y.

Derivation of longitudinal velocity profile, w

The velocity profile in the z-direction, w, is found in Section 3.3.2 on page 14 to be given as
stated below.

w =

∫
1

µ

(
∂p

∂z
y + Cw1

)
dy + Cw2 (A.10)

The integration constants are found through the following know boundary conditions.

w(0) = 0 and w(h) = 0 (A.11)

These boundary conditions are based on no movement of the journal in the z-direction. These
boundary condition gives the following two equations.

w(0) = 0 =

∫
1

µ

(
∂p

∂z
y + Cw1

)
dy

∣∣∣∣∣
y=0

+Cw2 (A.12)

w(h) = 0 =

∫
1

µ

(
∂p

∂z
y + Cw1

)
dy

∣∣∣∣∣
y=h

+Cw2 (A.13)

Solving for Cw2 in eq. (A.12) gives the following equation.

Cw2 = −
∫

1

µ

(
∂p

∂z
y + Cw1

)
dy

∣∣∣∣∣
y=0

(A.14)

Inserting this equation into eq. (A.13) gives the following equation.

0 =

∫
1

µ

(
∂p

∂z
y + Cw1

)
dy

∣∣∣∣∣
y=h

+

−∫ 1

µ

(
∂p

∂z
y + Cw1

)
dy

∣∣∣∣∣
y=0

 (A.15)

Solving for Cw1 and redefining the integrals to definite integrals gives the following equation.

Cw1 = −∂p
∂z

∫ h
0
y
µ dy∫ h

0
1
µ dy

(A.16)
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Inserting eq. (A.14) and eq. (A.16) into eq. (A.10) The following expression is derived.

w =

∫
1

µ

∂p∂z y +

(
−∂p
∂z

∫ h
0
y
µ dy∫ h

0
1
µ dy

)
︸ ︷︷ ︸

Cw1

 dy +

−
∫

1

µ

∂p∂z y +

(
−∂p
∂z

∫ h
0
y
µ dy∫ h

0
1
µ dy

)
︸ ︷︷ ︸

Cw1

 dy

∣∣∣∣∣
y=0


︸ ︷︷ ︸

Cw2

=
∂p

∂z

∫
y

µ
dy − ∂p

∂z

∫ h
0
y
µ dy∫ h

0
1
µ dy

∫
1

µ
dy − ∂p

∂z

∫
y

µ
dy

∣∣∣∣∣
y=0

+
∂p

∂z

∫ h
0
y
µ dy∫ h

0
1
µ dy

∫
1

µ
dy

∣∣∣∣∣
y=0

=
∂p

∂z

∫ y

0

s

µ
ds− ∂p

∂z

∫ h
0
y
µ dy∫ h

0
1
µ dy

∫ y

0

1

µ
ds

(A.17)

Where s is a substitute variable for y.
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B | Extended Kalman filter algorithm
The EKF algorithm takes offset in the nonlinear discrete state space representation of the system,
shown in the following equations.

~xk+1 = H (~xk, ~uk) + ~dk (B.1)

~yk = G (~xk) + ~nk (B.2)

Where ~x is the state vector. ~y is the system output vector. ~u is the system input vector. H and
G represents nonlinear vector functions of the system process and output, respectively. ~d and ~n
are the system disturbance and noise vector, respectively. It is assumed that both disturbance
and noise is described by Gaussian white noise, where the covariance matrices of ~d and ~n are
given as Cd and Cn, respectively.

The EKF algorithm consist of two main part, prediction and correction. The first part is based
on the prediction of the future step based on system models and system input. This step of the
algorithm is shown by the following equation.

~̂xk+1|k = Hk
(
~̂xk|k, ~uk

)
(B.3)

It is notable for this equation that the prediction step is denoted as ~̂xk+1|k, since it is the
prediction of ~xk+1 based on information given at the k’th time step. The EKF algorithm also
uses an estimate of the covariance of the predicted state given by the following equation.

Pp
k+1

= Ak Pck A
T
k + Cd (B.4)

Where Pck is the covariance of the corrected state at the previous time step. Ak is the linearised
system process matrix and is found by the following equation.

Ak =
∂H
∂~x

∣∣∣∣∣
~x=~̂xk|k

(B.5)

It is in this equation seen that the linearisation point changes based on the estimated states.
This is the inherent advantage of the EKF algorithm. The covariance matrix of the predicted
state allows for the calculation of the Kalman gain using the following equation.

Kk+1 = Pp
k+1

CTk

[
Ck Ppk+1

CTk + Cn

]−1
(B.6)

Where Ck is the linearised system output process given by the following equation.

Ck =
∂G
∂~x

∣∣∣∣∣
~x=~̂xk|k

(B.7)
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The second part of the EKF algorithm concern the correction of the predicted state based on
system measurements. This is achieved by firstly correcting the state estimate as given below.

~̂xk+1|k+1 = ~̂xk+1|k +Kk+1 ~rk+1 (B.8)

It is in this equation seen that the predicted state is corrected by multiplying the Kalman gain
with the residual between the system output and the predicted system output, given by the
following equation.

~rk+1 = yk+1 − G
(
~̂xk+1|k

)
(B.9)

The EKF algorithm is designed such that the Kalman gain reduces the covariance of the corrected
step given by the following equation.

Pck+1 =
[
I −Kk+1Ck

]
Pp

k+1
(B.10)

As seen from the correction part of the algorithm, if the Kalman gain is large the algorithm
uses more information from the system measurements, compared to the predicted state from the
system process models. [4]
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C | Derivation of the continuity equa-
tion

The derivation of the continuity equations takes offset in an arbitrary finite volume of fluid, seen
in Figure C.1, with the flows in the x-direction illustrated.

x

y

z

qx,outqx,in

Figure C.1: Arbitrary finite fluid volume.

The net sum of the flows in all three spacial directions is given as stated below.

q̇x = qx,out − qx.in = (ρ · u(x+ ∆x, y, z)− ρ · u(x, y, z)) ∆y∆z (C.1)

q̇y = qy,out − qy.in = (ρ · u(x, y + ∆y, z)− ρ · u(x, y, z)) ∆x∆z (C.2)

q̇z = qz,out − qz.in = (ρ · u(x, y, z + ∆z)− ρ · u(x, y, z)) ∆x∆y (C.3)

Considering mass conservation in the finite volume it is seen that a change in mass is caused
by the flow in either of the 3 directions or a change in the density. This leads to the following
equation.

ṁ = 0 = q̇x + q̇y + q̇z +
d

dt

∫
ρ dV (C.4)

The 3 flows are rewritten using the following Taylor approximation which is given for the x
direction and where higher order terms are neglected.

u(x+ ∆x, y, z)− u(x, y, z) =
d u(x, y, z)

dx
∆x (C.5)

The mass conservation, eq. (C.4), is then rewritten to the following equation.

0 =
d

dt

∫
ρ dV +

∂

∂x
(u ρ) ∆x∆y∆z +

∂

∂y
(v ρ) ∆y∆x∆z +

∂

∂z
(w ρ) ∆z∆x∆y (C.6)

Assuming that the volume of the fluid element does not change over time eq. (C.4) is rewritten
to the continuity equation which is given below.

∂ρ

∂t
+

∂

∂x
(u ρ) +

∂

∂y
(v ρ) +

∂

∂z
(w ρ) = 0 (C.7)
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D | Virtual experiments
This appendix investigates the mesh and relative tolerance convergence used for the simulation
of the virtual experiments.

Simulation Hardware

The hardware used for the virtual experiments are given in the following table.

Table D.1: The hardware used for the virtual experiments.

CPU GPU Memory Storage
2 x Intel Xeon CPU E5-2660 v4

@ 2.00 GHz NVIDIA Quadro K620 8x32 GB RAM
@ 2400MHz 1 TB SSD

Solver convergence

To ensure a sufficient accuracy of the virtual experiments the relative tolerance and mesh have
been altered to ensure convergence. The mesh convergence has been determined in a S.S. solver,
this has been done as a more time efficient method compared to using a time dependent solver.
This means a sufficient relative tolerance for the S.S. solver has to be found. The relative tolerance
is related to the allowed error from the model, and it is therefore of interest to investigate the
relative tolerance to ensure a low error from the S.S. solver.

The convergence of the relative tolerance of the S.S. solver is found from an external force of
50 N and an angular velocity of 100π rad/s.

The mesh of the model is separated into two parts a fluid film region and a solid region, as
discussed is Section 4.4 on page 26. The initial maximum length between nodes in the fluid film
region and the solid region is chosen to be 0.3 mm and 2.5 mm, respectively. This mesh size is
further evaluated later when a sufficient relative tolerance has been determined. The initial mesh
used to determine the relative tolerance is deemed to be more dense than the expected mesh
needed for the model. This is done to mitigate the mesh affecting the result when determining
the relative tolerance for the S.S. solver. [6]

To evaluate a sufficient relative tolerance for the S.S. solver the percentage deviation of the
eccentricity from the result with the lowest tolerance is calculated with the following equation

εerror =

∣∣∣∣ε− εfineεfine

∣∣∣∣ · 100 (D.1)

In eq. (D.1) the εerror describes the percentage deviation between ε, simulated with a given
relative tolerance, and the εfine, which is the simulation with the lowest relative tolerance. Due
to the method used, the simulation with the lowest relative tolerance has an εerror of zero and
it has been excluded in Figure D.1b on the next page for this reason.
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Group MCE4 - 1024 D. Virtual experiments

(a) S.S. solution as a function of the relative
tolerance and the computational time, with the

chosen relative tolerance encircled

(b) Deviation from lowest tolerance as a function
of the computational time, with the chosen

relative tolerance encircled

Figure D.1: Sweep of relative tolerances at S.S.

As seen from Figure D.1 the chosen relative tolerance is 10−3. This point is chosen since the
deviation is low and the computational time is found to be significantly faster, compared to
the point with lowest tolerance. The relative tolerance chosen is seen to group with other
relative tolerances however the computational time difference is low between these point for this
reason the lowest relative tolerance is chosen as it should increase the accuracy with minimal
performance penalty.

Next the mesh in the fluid film region is swept using the S.S. solver and the results are seen in
Figure D.2.

(a) Estimated eccentricity as a function of
computational time

(b) Deviation from the most dense mesh as a
function of the computational time

Figure D.2: Sweep of maximum length between nodes in the fluid film region.

From Figure D.2 it is seen that the maximum length between the nodes in the fluid film region
are chosen to be 0.9 mm. This is chosen as it is deemed to calculate the eccentricity with a high
accuracy at a low computational cost.

With a sufficient mesh for the fluid film region, the mesh for the solid region can be determined,
as seen on Figure D.3 on the next page.
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Aalborg University

(a) Estimated eccentricity compared to the
computational time, by varying the node density

(b) Deviation from the most dense mesh
compared to the computational time

Figure D.3: Sweep of maximum length between nodes in the solid area.

From Figure D.3 it is seen that the maximum length between the nodes in the solid region is
chosen to be 2.5 mm. When inspecting Figure D.3b the variance in the error is seen to be low
and the majority of the points is seen to group, with a low computational time. Based on this
the mesh with the lowest computational time is chosen.

With a sufficient mesh for the model, the relative tolerance for the time dependent solver has
to be determined. The time dependent solver uses the relative tolerance to determine the size
of the time step. This means a low relative tolerance promotes smaller time steps and increases
the computational time, however the dynamics is depicted with a higher accuracy. To ensure
the time steps are smaller than the data logging rate, the maximum time step is set to 10µs.

The time dependent model is simulated for 40 ms, with a binary input alternating the the force
in the α-direction between 50 N and 100 N, as seen in figure D.4.

Figure D.4: Force input used for finding the time dependent relative tolerance.

The binary signal is implemented to ensure the model never reaches S.S. during the simulation,
this is also seen in Figure D.5 on the next page.
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Group MCE4 - 1024 D. Virtual experiments

(a) Eccentricity with different relative tolerance (b) Zoom of eccentricity

Figure D.5: Time dependent solution with binary signal as input.

When inspecting Figure D.5a the effect of the relative tolerance is seen to be very small, however
when inspecting Figure D.5b, a difference is seen. By assuming the lowest tolerance to be the
most accurate, the deviation between the relative tolerance is found using eq. (D.1). This
calculates an εerror at every time stamp, to reduce the amount of points to be evaluated the
RMS of the deviation for each simulation is calculated and compared to the computational time,
as seen in Figure D.6.

Figure D.6: The RMS error for the eccentricity time dependent.

From Figure D.6 the largest RMS is seen to be 0.02 %, which is deemed to be an insignificant
error in the model. However the computational time is seen to increase as the relative tolerance
is increased, for this reason the the relative tolerance for the time dependent solver is chosen to
be 0.1.
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E | Plot of oil properties
The models for the oil properties presented in Chapter 4 on page 21 are depicted below as
functions of the fluid temperature.

(a) Speed of sound in the oil as a function of
temperature

(b) Density in the oil as a function of temperature

(c) Heat capacity in the oil as a function of
temperature

(d) Thermal conductivity in the oil as a function
of temperature

Figure E.1: Hydraulic oil properties with respect to temperature
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F | Sensitivity analysis
The sensitivity analysis is defined based on the following equation.

S =
|∂∠J(ω)∂γ(ω) |

|∂∠J(ω)∂A(ω) |
(F.1)

Where A and γ is the magnitude and phase of the reflection coefficient spectrum, seen in the
following equation.

R(ω) = A(ω) (cos(γ(ω)) + i sin(γ(ω))) (F.2)

This formulation of the reflection coefficient spectrum is inserted into the layer spectrum, given
by the following equation.

J(ω) =
1

Rbc

Rab −R(ω)

RabR(ω)− 1
(F.3)

Inserting the reflection coefficient spectrum into the layer spectrum it is seen that the layer
spectrum is a function of the magnitude and phase of the reflection coefficient spectrum and the
material properties of the system. Due to the complex properties of the above representation of
the layer spectrum it is seen that the phase is described by the following equation.

∠J(ω) = tan−1
(
Im(J(ω))

Re(J(ω))

)
(F.4)

The sensitivity is then described by differentiating the above equation with regards to the phase
and magnitude of the reflection coefficient spectrum, and inserting this into eq. (F.1). The
sensitivity function is seen to then be a function the phase and magnitude of the reflection
coefficient spectrum. A relation between the magnitude and phase of the reflection coefficient
spectrum is however derived from considering the regression model used in the LSME algorithm,
the following equation.

A(ω)2
(
1−R2

abR
2
bc

)︸ ︷︷ ︸
KA

+
(
R2
ab −R2

bc

)︸ ︷︷ ︸
KB

= 2A(ω) cos(γ(ω))
(
Rab

(
1−R2

bc

))︸ ︷︷ ︸
Kc

(F.5)

This equation is a second order polynomial and it is possible to solve for the magnitude of the
reflection coefficient spectrum, resulting in the following equation.

A(ω) =
KC cos(γ(ω))±

√
K2
C cos(γ(ω))2 −KAKB

KA
(F.6)

It is from eq. (F.5) seen that if material a and c is of the same acoustic impedance then
KB equals zero. It is in this instance seen that when the square root term is subtracted, the
numerator goes to zero. It is from this seen that the proper solution is found when the square
root term is added. Inserting this expression into the sensitivity function, the sensitivity function

111



Group MCE4 - 1024 F. Sensitivity analysis

only becomes a function of the phase of the reflection coefficient spectrum. The phase of the
reflection coefficient spectrum is relates to the fluid film height from the equations below.

γ = ∠
Rab +RbcJ(ω)

1 +RabRbcJ(ω)
(F.7) J(ω) = e−ωτ (F.8)

It is here seen that evaluating eq. (F.8) at the resonance frequency of the incident wave from
ultrasound transducer, and inserting the layer spectrum into eq. (F.7), the sensitivity function
becomes a function of fluid film height. The reason for evaluating at the resonance frequency
of the incident wave, is that this is the frequency at which the system is most excited and from
a practical point of view, this must be the frequency at which the algorithms have the most
accurate fluid film height estimate.
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G | Simulation parameters

Table G.1: The parameters used for the simulations throughout this project.

Lj 50 · 10−3 m Journal length

L 10 · 10−3 m Bushing length

R 10 · 10−3 m Bushing inner radius

r 9.95 · 10−3 m Journal radius

Cr 50 · 10−6 m Radial clearance

Rb 20 · 10−3 m Bushing outer radius

m 2 kg Mass of the journal

av 63.34 µPa s Vogel viscosity model [7]

bv 879.8 K Vogel viscosity model [7]

cv 177.8 K Vogel viscosity model [7]

ar 80 · 10−3 Pa s Reynolds viscosity model [3]

br 31 · 10−3 K−1 Reynolds viscosity model [3]

abv 63.34 µPa s Barus-Vogel viscosity [7]

bbv 879.8 K Barus-Vogel viscosity [7]

cbv 177.8 K Barus-Vogel viscosity [7]

a1.bv 33.4 · 106 MPa Barus-Vogel viscosity [7]

a2,bv 325.6 · 103 kPa
K Barus-Vogel viscosity [7]

λb 0.142 W
mK Thermal conductivity in fluid [5]

fpr 80 · 103 Hz Pulse rate frequency

Tpr 12.5 µ s Pulse rate time

fs 100 kHz Sampling rate

Ts 0.1 ns Sampling time

q1 888 kg
m3 Density [10]

q2 0.7 · 10−3 1
K Density[10]

q3 293.2 K Density[10]

q1 761.4 J
KgK Specific heat capacity [5]

q2 3.477 J
kgK2 Specific heat capacity [5]

q3 1.155 mJ
kgK3 Specific heat capacity [5]

q1 192.2 mW
mK Thermal conductivity [5]

q2 206.4 µW
mK2 Thermal conductivity [5]

q3 154.2 nW
mK3 Thermal conductivity [5]
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Group MCE4 - 1024 G. Simulation parameters

q1 3.9 mm
sK2 Speed of sound

q2 3.39 m
sK Speed of sound

q3 1555 m
s Speed of sound

q4 273.2 K Speed of sound

Ca 475 J
kg·K Specific heat capacity of steel [5]

ρa 7850 kg
m3 Density of steel [5]

λa 44.5 W
mK Thermal conductivity of steel [5]

ca 5850 m
s speed of sound in steel [14]

fd 5.86 · 106 Hz Resonance frequency of incidence wave

σ 1 - Standard deviation of ultra sound noise
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