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Introduction  
 

In the common imaginary technological risk is often depicted by killer robots and futuristic 

artificial intelligence, Hollywood movies depicting end of the world scenarios caused by a 

malevolent supercomputer, and theatrical technologically advanced machines. These often far-

fetched notions tend to divert attention away from the often less theatrical reality of human 

interactions online, and however less exciting or speculative this reality might be, it nonetheless 

remains a domain that increasingly impacts concrete aspects of society.  

Technology has become an increasingly important component of everyday life, having 

relevance in just about every aspects of society it is hard to envision a path forward without it. This 

increased relevance is not unilaterally positive, techno-skepticism aside, there are concrete risks 

associated with the adoption of digital technologies. This project takes a unique approach to 

assessing the roles, rewards, and risks associated with digitalization of an increasing number of 

critical tasks in society. By applying the lens of existential risk methodology this project proposes 

a new perspective to the field of global catastrophic risk by attempting to answer the question: “To 

what extent can cyberattacks constitute a global catastrophic risk? 

This project aspires to contribute meaningfully to the contemporary problem of 

cyberattacks and offers a normative path forward to the classification and mitigation of a potential 

cyber-enabled catastrophic scenario. This project aims to fill a gap in existing literature by 

elevating cyberattacks to the rank of existential risk.  

“To what extent can cyberattacks constitute a global catastrophic risk?”  

An investigation into the nature, extent, and relevance of cyber-enabled global catastrophic risk. 
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Methodology  
 

The inspiration for this project came out of a previous interaction with the United Nations Agenda 

for disarmament “Securing Our Common Future” published in 2018 under the presidency of 

António Guterres. The agenda covers a wide array of disarmament-related topics, ranging from 

nuclear disarmament to small arms and light weapons, inspiring nations and policymakers to strive 

towards a safer world. The third pillar of this agenda, “Disarmament for future generations” 

includes a section on ensuring peace and stability in cyberspace acknowledging the growing threat 

of cyber warfare and the exponential impact that cyber attacks can have on society (UN, 2018). In 

November 2020, Parliamentarians for Non-Nuclear-Proliferation and Disarmament along with the 

Inter-Parliamentary Union and the Geneva Center of Security Policy published a parliamentary 

handbook titled “assuring our common future” which supplemented each point made in the UN 

disarmament agenda with good practices in the field of disarmament (PNND et al, 2020). Working 

on this publication was my first professional interaction with the topic of cybersecurity and 

cyberspace, seeking to pursue the issue further academically I wrote about cybersecurity in my 9th-

semester project and did a broad exploration of the topic of cybersecurity (Duforest, 2021). This 

project aims to deepen the methodological and analytical processes to highlight a clear and concise 

understanding of global catastrophic risks and hopefully provide academic insights into the field 

of existential risk studies.  

This section highlights methodological considerations, the probabilistic limitations, and the 

choice to pursue a qualitative environmental scanning approach. The methodological 

consideration will highlight the criteria to which the analysis will relate, and justify the qualitative 

choices made. The methodology section is concluded by showcasing the means used to undergo 

the qualitative environmental scan - the CSER’s framework of identification of the GCR scenario. 

The theory section begins with a conceptual framework that will lay down the theoretical 

foundation on which the paper is built and level the understanding of complex terms such as 

cyberattack and the asymmetrical nature of cyberspace, the theory section is concluded with a 

highlight of the Benefit / Dependence / Risk trichotomy which will form the theoretical 

background of the analysis.  
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This paper paints a picture of the current reality of interaction in cyberspace, this is 

achieved by piecing together a non-exhaustive list of attacks demonstrating the extent of the threat 

faced by society. The cases studied in the analysis section represent a non-exhaustive sample of 

impactful contemporary cyberattacks, the impact here has been assessed based on physical or 

cyber damage quantifiable in terms of what was attacked and at what cost, and normative impact 

in terms of the sociopolitical outcome the attack has had. These are meant to highlight the extent 

to which cyber warfare can be considered an existential threat, as such, the cases chosen are argued 

to be consequential attacks, picked to question the fringe and extreme extent of existential risk. 

Throughout the analysis critical system vulnerabilities will be identified by exploring cyberattack 

events in-depth, however, shorter cyberattack examples will be used with less depth to supplement 

points. The cases were chosen accordingly, keeping in mind that due to the nature of cyberspace, 

one successful and impactful cyberattack in a large sample of unsuccessful ones is not a statistical 

anomaly, but rather an evidence of a new norm expanding the reality of interactions between 

physical and cyber. As such, the cases highlight the demonstrated array of possibilities in the field 

to build up an understanding of what is possible to appropriately help construct meaningful and 

efficient solutions. 

The analysis will apply the qualitative environmental scanning through the CSER’s 

framework. By identifying critical systems in multiple strata of society, their relation to 

technology, investigating the existence of a B/D/R relation using data, news articles, academic 

articles, and expert opinions to build an understanding of the level of risk vis à vis cyberattacks. 

The case study within each sector of society will allow us to derive an understanding of the global 

spread mechanisms used and available for each scenario. Finally, the analysis will provide an 

exploration of the risk mitigation failures that are affecting each aspect of society. The discussion 

section will introduce potential policy-oriented solutions and bring about a deeper understanding 

of how to address cyber-attacks. 
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Global Catastrophic Risk.  

Global Catastrophic Risk (GCR) is an emerging field of study in international and global politics 

that has directed attention to a set of human-driven global risks that threaten security, prosperity, 

and human potential; categorizing events or risks that could jeopardize human security and lead to 

mass harm and societal collapse (GCRP, 2021). Martine Rees, a co-founder of the Centre for the 

Study of Existential Risk (CSER) in Cambridge University, associates the growing attention GCR 

has received from academic circles with the realization that some human technologies are pushing 

Humanity closer to a “tipping point” beyond which the improbable, but interconnected 

consequences of an existential risk scenario will cascade globally and cause irreversible human 

impacts (GCR, 2018). Over the past two decades dedicated working groups and institutions have 

developed around the topic of GCR, organizations such as the Future of Humanity Institute (FHI), 

the Global Catastrophic Risk Institute (GCRI), the Future of Life Institute (FLI), and the Centre 

for the Study of Existential Risk (CSER) have advanced the issue and brought together academics 

to spread awareness about the topic of GCR. The list of issues mentioned varies from source to 

source but there is a general understanding across the board on several well-established threats 

including global warming, ecological collapse, nuclear/chemical/biological warfare, global 

pandemic, asteroid impact, geoengineering, artificial intelligence, super volcano eruption, 

including even “non-developed entities” (Bostrom, 2019; Global Priorities Project, 2017; GCF, 

2018; Bostrom & Ćirković, 2008). This thesis will emphasize the technological aspect of GCR 

scenarios, the topics relating to astrophysical processes, geological occurrences, and global 

warming will not be mentioned beyond the conceptual framework.  

Global Catastrophic Risks scenarios are generally understood as having an immense impact 

with a low probability of occurring, though the probability is never zero. This makes up the 

foundation of the study of existential risk, the understanding of catastrophic events, and policy-

oriented steps towards a total reduction of this likelihood. Plain probability estimates are often 

used as an instrument to communicate catastrophic risks, Turchin and Denkenberger (2018) argue 

that probabilistic processes are both inaccurate and inadequate to communicate and measure the 

notion of existential risk. As Carl Segan points out, existential risk is “not amenable to 

experimental verification – at least not more than once” (Sagan, 1983). This reasoning aligns with 

the definition of GCR and the low probabilistic aspect of such an event - making theorizing and 
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modeling inaccurate and speculative by nature, i.e., a civilization-ending scenario has not yet 

occurred and its occurrence would leave no one to report on the veracity of the initial probabilistic 

hypothesis. While the mathematical probability of a natural disaster like an asteroid collision or a 

geological event can be approximated, most other scenarios remain hard to quantify. This is 

especially true for technological scenarios which have little hard data and a multitude of often 

contradictory expert opinions. Not only would a GCR scenario be unprecedented, but such 

scenario emerges as an interaction between complex environmental, social, political, and 

economic systems that are hard to independently model and nearly impossible to expose 

interconnectedly; these factors combined create a high level of uncertainty (Beard et al., 2020). As 

such, the nature of GCR makes mathematical probabilities an inadequate communication tool to 

convey the importance and urgency of the topic and have made the quantification of risk 

speculative and reliant on new creative methods for the analysis of GCR (Turchin & 

Denkenberger, 2018; Beard et al., 2020).  

This epistemic caveat makes the field of existential risk one governed more by political 

philosophy than by mathematical probabilities, which in of itself is accounted for by the CSER by 

making the scope of research as broad and encompassing as possible, drawing from the knowledge 

of experts, and fostering the development of prevention and mitigation strategies in collaboration 

with academics, industry, and policymakers (CSER, 2021). This interdisciplinary approach is vital 

for effective coverage of all possible sources of the emergence of a GCR scenario.  

Methodological considerations  
 

Academic literature on the methodological consideration in the field of existential risk offers 

various approaches to the quantification of GCR scenarios.  Beard et al. (2020), and Tonn and 

Stiefield (2013) will be the ground literature for the methodological considerations. Both authors 

express similar concerns about the limitations of a mathematically rooted methodology in relation 

to existential risk assessment.  

Beard et al. (2020) have surveyed the literature on the quantification of Existential Risk 

and provide four criteria for the evaluation of an existential risk methodology: rigor, uncertainty, 

accessibility, and utility. Rigor is the ability to access a broad range of information and expertise 

from multiple perspectives, the suitability of their means for turning this into a final judgment, and 
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the ease of incorporating new information into this judgment or combining different judgments 

using the same method. Uncertainty being the ability to deal with uncertain data, whether the 

methodology provides confidence in their estimates and helps identify epistemic bias. 

Accessibility relates to the ease of applicability of the methodology concerning the growing field 

of ER/GCR study and the general number of barriers to application. Lastly, utility, which relates 

to the ability to yield credible, insightful, and useful information that can be used in policy selection 

and prioritization and easily communicated to varied stakeholders (Beard et al., 2020). These 

criteria will be applied to the shaping of the methodology section as a whole and be the standard 

this paper aims to attain.  

 

Environmental Scanning  

 

The environmental scanning methodology has for main purpose the identification of information 

that can provide insight about how the future will unfold, these insights are then used in strategic 

planning to ensure that one’s organization can adapt and prosper in the future (Tonn, 2007). In the 

environmental scanning approach, the assessor builds a multiple-components causal model of 

human extinction, scans human knowledge bases for “leads” that influence the components, 

estimates the influences of leads over components, and aggregates influences through the model 

(Tonn, 2007). It is important to acknowledge the sheer amount of available data that can constitute 

a potential lead, due to this diverse and immense array of available data, the environmental 

scanning method has not incorporated any tools to guide the breadth and depth of the scan. The 

method preconizes gathering from as diverse a set of sources that pertain to the question at hand, 

in this case, finding a comprehensive answer of the likelihood of human extinction due to an event 

relating to cyberattacks. This methodology allows the user to estimate quantitatively the impact of 

each lead upon the organization, assess uncertainties associated with the impacts, and aggregate 

the impacts of each lead into a total impact report upon the organization (here society). The 

methodology as introduced by Tonn and Steifel (2013) is also efficient when used qualitatively, 

this is supported by the work of Rees (2008) and Bostrom (2002) who have approached the topic 

of existential risk in their field through a qualitative environmental scanning method.  
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Quantifying impacts of leads on components - Numerical association 

 

The initial environmental scanning methodology requires the researcher to identify lead 

components that can affect the system being investigated. Once identified the lead is assigned an 

arbitrary number ranging from +10 (positive impact) to -10 (negative impact) to assess and 

quantify the degree and nature of the impact that the lead change has on the investigated system. 

Considering the arguments made earlier regarding mathematical probabilistic ratings, this step will 

not be included, and the quantitative numerical rating will be supplemented by a qualitative expert 

opinion and cases studies, the leads will be assessed according to their impact (negative or positive) 

on the eventuality of a GCR scenario. This trade-off decreases the subjective nature of the 

methodology but limits its replicability, in this instance the trade-off strengthens the project overall 

since it aims to brings forth an educated and exploratory investigation of cyberattacks as a GCR 

scenario. The outcome of this study will therefore not be probabilistic but rather a heuristic 

aggregate of the technological influences and an estimate of the risk they pose to society. 

Classification of Global Catastrophic Risk  
 

This paper will apply the environmental scanning methodology through the framework presented 

in "classifying global catastrophic risks" by Shahar Avin, Bonnie C. Wintle, Julius Weitzdörfer, 

Seán S. Ó Héigeartaigh, William J. Sutherland, and Martin J. Rees. This joint publication from the 

CSER introduces a framework of identification of Global Catastrophic Risk scenarios by analyzing 

and identifying three core aspects: critical system affected, global spread mechanism, and 

prevention and mitigation failure (Avin et al., 2018). The classification system highlights 

convergent risk factors that merit prioritization and uncovers potential knowledge gaps; it also 

brings policy implications for research agendas and prevention and mitigation prioritization, which 

will be used more extensively throughout the discussion section.  

Critical system 

 

A critical system is defined as any system or process that, if disturbed beyond a certain limit or 

scale, could trigger a significant reduction in humanity’s ability to survive in its current form (Avin 

et al., 2018). The classification of critical systems is done according to a hierarchical framework 
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that differentiates between “higher-level” systems, the overarching systems that are comprised of 

the “lower-level” systems. As such a critical system ensuring socio-technological processes such 

as the global market infrastructure might depend on sub-systems at a lower level such as 

functioning utilities, resource extraction, or distribution of basic goods and services (Avin et al., 

2018).   

The identification of a critical system is to be achieved through expertise in a field relevant 

to the subject at hand, for the purpose of this project and in the context of cyberspace, emphasis 

will be primarily placed on the socio-technological critical systems. The analysis will explore 

societal cyber fragility and assess the GCR by highlighting contemporary cases and scenarios in 

the military, governmental, societal, infrastructural, and private sectors. Applying knowledge from 

the theory section, expert and academic inputs, and various news reports to bring together an 

estimate of which critical systems of society are under threat and/or vulnerable to cyber disruption. 

The categorization of identified critical systems could be done in multiple ways, these categories 

were picked to cover the broadest scale of society, note that the critical systems identified have 

relevance in multiple overlapping areas of society, the decision to place critical systems under 

these categories relates to improved clarity, but they must not be thought of as entirely isolated 

from one another.  

Global spread mechanisms 

 

The failure or impact of an event on a local critical system is rarely enough to pose a GCR scenario 

in itself – a regional crop failure remains a local issue until coupled with a global spread 

mechanism. This purposeful separation between critical systems and global spread mechanisms 

allows us to identify details in the GCR scenario mechanisms and means to manage and control 

them (Avin et al., 2018). Global spread mechanisms are the way through which an event or system 

failure spreads worldwide. Global spread mechanisms can be natural, but the authors highlight the 

importance and potential impacts of emerging technologies and man-made spread mechanisms 

like the internet or airports (Avin et al., 2018). The internet and digital technologies will be the 

main highlighted global spread mechanisms considered for this project.  

Global spread mechanisms can also be thought of as enablers for GCR scenarios, a case 

mentioned by the authors is the enabled access to impactful technologies whereas anyone could 
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theoretically run a “do it yourself” bioengineering project or a hacking software (Avin et al., 2018). 

The authors offer a non-exhaustive list of types of critical systems and forms of global spread 

mechanisms and establish a cross-referencing grid where the type of critical systems meet types 

of global spread mechanisms to account for a range of scenarios including, but not limited to an 

asteroid impact, ecological collapse, nuclear war, hostile artificial intelligence, natural and man-

made pandemics, or volcanic eruption (Avin et al., 2018).  

This theoretical framework will be used primarily to identify the types of critical systems 

affected and how cyber-attacks can have impacts globally, the identification elements for these 

two factors will be built from various sources relevant to the field of cybersecurity, digital 

governance, warfare, and emerging technologies.   

Prevention, and mitigation failures 

 

This aspect of the framework accounts for the human aspect regarding the attention given to 

matters of GCR by assessing the road stops and existing biases that make mitigation and prevention 

endeavors fail, or less efficient. Including the cognitive bias of risk, perception extends the scope 

of answers available when addressing the policy issue which helps steer the scope of risk-

mitigation options, and while some GCR scenarios like pandemics, natural disasters, floods, 

hurricanes, or droughts, are already well known and accounted for in institutional system there is 

growing attention placed towards emerging technologies since the field lacks research and has no 

concretely established agenda (Avin et al., 2018).  

For GCRs from emerging technologies, however, the institutional mix and a research 

agenda are only just becoming established, meaning that exploring the mitigation and prevention 

failures can highlight the existing shortcomings of institutions or individuals (Avin et al., 2018). 

Identifying the prevention and mitigation failures will is the final part of the framework and is the 

third component of the assessment of global catastrophic risk. 

  

Theoretical Background  
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This section relates to the first step of the CSER Global Catastrophic Risk Policy paper: 

understand. “Governments must sufficiently understand the risks to design mitigation, preparation 

and response measures.” (GCR, 2018). As such, this section attempts to build a ground theoretical 

understanding of the digitalization processes and provide the necessary understanding of the nature 

of cyberspace and cybersecurity to move forward in approaching the cases in the analysis section.  

Benefit/Dependence/Risk theory  

 

This section links the technological progress (mainly digitalization) with three interconnected 

consequences: benefit (improved in quality, time, and efficiency of a given task), dependence (an 

evolution of the sector towards more digitalized technology), and risk (the nefarious consequences 

this change can bring about i.e., vulnerabilities). This idea is the theoretical starting point of this 

paper, and the pattern of benefit, dependence, risk will be tested and explored at length throughout 

the analysis.  

The adoption of the Internet of Things (IoT) throughout the 21st century has allowed for 

many everyday appliances and working environments to become connected and intertwined. There 

is no doubt that such connectivity came to be adopted for its many benefits, improved efficiency, 

faster interactions, and new possibilities (Rivera, 2020). In the contemporary cyber context, 

connectivity means exposure and can often bring about levels of cybersecurity threats to the device 

and its user (Rivera, 2020). This connectivity caveat has been applied to the adoption of IoT 

devices used in commercial and consumer environments but relates equally to the broader scope 

of digitalization. “With the technological progress and the rewards that come with the information 

age comes new risks and consequences that need to be better understood and managed” (Horton, 

2003). As this project will explore this trend applies equally to militaries, governments, 

infrastructures, and private sectors and for “as long as nations rely on computer networks as a 

foundation for military and economic power and as long as such computer networks are accessible 

to the outside, they are at risk” (Libicki, 2009). This is not to be understood with techno-skepticism 

or a modern form of Luddism, technological progress is a forward-moving force regardless of 

oppositions. This idea is used throughout this paper as a cautionary note, brought forth to raise 

awareness of existing vulnerabilities in digital systems, rather than seeking to dispense with them 

altogether.  
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Cyber has its own rules. 
 

Cyberspace is a rather ill-defined concept, building a theoretically grounded understanding of the 

nature of cyberspace will allow us to better understand the interactions that take place in this realm 

and more accurately identify risks that can arise within it. Cyberspace is not a physical space, and 

while elements of cyberspace are bound to physical locations in objects such as servers, computers, 

drives, or other appliances; it is the digital content of these physical objects that constitutes what 

we call Cyberspace (Clark et al., 2014). A conceptual reasoning borrowed from Thompson (2012) 

helps understand the nature of cyberspace as this all-encompassing technological realm that has 

overarching reaches and is best described as being “performative” in the sense that it is defined 

not by what it is but by what is done with it. Cyberspace is comprised of a multitude of Information 

and Communication Technologies (ICTs), such as computers, phones, servers, and any other 

digital devices connected to the internet forming a web on which users interact. Companies (large 

and small), organizations, and individual citizens are all moving towards a growing dependence 

on ICTs to efficiently complete critical tasks (Clark et al., 2014). The reality of interactions in 

cyberspace has been theorized by Martin Libicki (2015) who argues that the human component of 

technological advances in cyberspace creates a divide between the intended usage of digital 

technologies in theory and the actual uses of it in practice. This idea becomes even more relevant 

with the increase in complexity of algorithms and software whose intricacies leaves room for 

unintended uses of programs, leading technology to do exactly what code dictates rather than what 

the designer or operator intended (Libicki, 2015). Entry pathways in a secured system are often 

due to an oversight or a flaw in the system which are endemic to man-made digital systems - one 

saving grace is that these design flaws can be corrected, however, a caveat remains that most of 

the time it is done so after having been abused or breached (Libicki, 2015). These are called Zero-

Day Vulnerabilities, a flaw in a system that makes itself known only once breached, if these are 

not discovered and patched in time, they can lead to Zero-Day Attacks. Zero-Day Vulnerabilities 

are almost a natural constituent aspect of modern digital systems, since digital technologies have 

increased in complexity beyond a threshold of natural human comprehension, making the human 

element a considerable fallible element in modern digital systems. 
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Cyber security 

 

Understanding the concept of cybersecurity helps to pin down and curtail the notion of cyberspace. 

The International Telecommunication Union defines cyber security as the collection of tools, 

policies, security concepts, security safeguards, risk management, guidelines approaches, training, 

actions, best practices, assurance and technologies used to protect the cyber environment and 

organization and user’s assets – including connected computing devices, personnel, infrastructure, 

applications, services, telecommunications systems, and the totality of transmitted and/or stored 

information in the cyber environment (ITU, 2008). However, the extent of cyber security is not 

only limited to digital information but includes the impacts on physical entities as well as 

individuals, Solms and Niekerk (2012) argue that humans in their personal capacity and society at 

large can be directly harmed or affected by cyber security attacks. There is a line to be drawn 

between information security and cyber security. Information security refers solely to the 

protection of data and information on cyberspace, which are assets in of themselves, from possible 

harm. Whereas cybersecurity extends this protection further to human and physical objects that 

function and interact on the cyberspace (Solms & Niekerk, 2012). Private sector companies, as 

well as governments often struggle to keep up with the pace of development of cyberspace and the 

evolution of cyber security threats. Thus far, most strategies and action plans to provide lasting 

security in cyberspace have fallen short, highlighting the technological offensive-driven reality of 

interaction in cyberspace (Shore, 2015).  

Asymmetrical interactions refer to a form of unbalanced, some might say unfair interaction 

between two actors, in the context of cyberspace the asymmetry between a perceived attacker and 

defender shines in multiple ways. In cyberspace asymmetry is characterized by one key aspect: 

attribution. Using digital tools such as a proxy, bot, or virtual personal network a cyber attacker 

can effectively and cheaply conceal its internet protocol address (IP), allowing critical information 

such as location or identity to remain hidden. Cyberattacks can be launched from literally 

anywhere, including cybercafés, open Wi-Fi nodes, and suborned third-party computers, leaving 

no tangible traces behind (Libicki, 2009). This ability to launch an attack or test defenses 

repeatedly while remaining beyond the grasp of detection constitutes the attribution problem of 

relations in cyberspace. NATO’s Cooperative Cyber Defence Centre of Excellence (CCDCOE) 

mentions a practical case where a citizen from country A, uses a proxy in country B to target 
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information of a citizen or organization in country C that is stored in country D while operating 

from country E. This theoretically endless network of connection renders attribution nearly 

impossible, adding to the fact that while detection and attribution technologies are evolving, the 

technical environment in which they are deployed is so dynamic that attackers often remain out of 

reach (Banks, 2017). Carlin (2016) takes this reasoning further by exposing a case where a hacker 

can use a proxy in the middle east to launch an attack on a U.S. organization creating a scenario 

where the attack could be miss attributed to a middle eastern country – heightening the complexity 

of attribution of cyberattacks (Craigen et al., 2014). The ability to remain hidden leaves entities, 

whether a governmental organization or a rogue individual, to operate in cyberspace with 

impunity. The lack of global expertise and established framework for the categorization of 

cyberattacks benefits cyber-abled states allowing them to operate freely in a realm that is 

unregulated and unsupervised (Carlin, 2016).  

Analysis 
 

Following the structure laid down in the methodology, the analysis will apply the environmental 

scanning and the classification of global catastrophic risk to identify and highlight the cyber 

vulnerabilities of multiple aspects of society. The first chapter of every section is focused on 

identifying the evolution of technology in the relevant field by laying down concepts and academic 

perspectives. The identification of critical systems in the field is then established with in-depth 

case studies highlighting cyberattacks and exposing vulnerabilities. 

Public Sector Administrative Governance 
 

As the centerpiece of decision making governments have been adopting measures of digitalization 

of their functions in an effort to improve the speed, quality, and range of their services. 

Digitalization of essential public functions has been witnessed historically within developed 

governments and more recently within developing countries (Björklund, 2016). This trend is 

commonly referred to as e-governance – the use of information and communication technologies 

within the public sector. This entails digitalization of government records, national data, as well 

as communication between government, public administration, and citizens (Björklund, 2016). 



Master Thesis  Arthur Duforest, DIR 

Department of International Affairs   Aalborg University, 2021 

page. 17 
 

Research done on the effects of implementing e-governance all point towards progress at various 

levels of the public sector.  

E-governance allows for the public services to be cheaper, faster, and more widely 

available to the citizens, this gain in efficiency is also paired with a gain in effectiveness rendering 

public governmental services more innovative and more efficient (Heeks, 2001). The 

administrative processes are improved by digitalization, the case of Egypt in the early 2000s is 

often referred to when assessing the benefits of e-governance. The digitalization of national data 

allowed over 130 million entry points on births, deaths, marriages, and divorces that allowed for 

the creation of a country-wide ID card system that paved the way to further expand the range of 

public services at a significantly reduced cost (IDSC, 2000). E-governance also improves the 

connectivity between citizens and governments, allowing the citizens to stay informed of public 

sectors activity and to a certain extend reinforce accountability of the politicians (Heeks, 2001). 

The improved communication allows citizens to voice their concerns much more directly 

improving the services delivered to members of the public along dimensions such as quality, 

convenience, and cost (Heeks, 2001). Finally, e-governance allows governments to build external 

interactions much more easily, developing communities and building partnerships. A clear positive 

correlation between digitalization and productivity has been established at the governmental level. 

Alexandrov et al (2019) have found that the trend of digitization is in direct correlation with 

increased productivity in early adopting countries, whereas recently digitized governments will 

not see the positive impact until the later stages of the digitization process. The UN e-governance 

survey published on a yearly basis equates e-governance with “opportunities to support the 

achievement of the 2030 Agenda and the Sustainable Development Goals, including by enhancing 

the efficiency and effectiveness of public service delivery and by reaching those left behind” (UN, 

2020).  

The UN e-government survey uses the e-government development index (EGDI) as a 

measuring tool to quantify the levels of digitization of governments around the world. The EGDI 

is a weighted average of various dimensions of e-government namely, the Online Service Index 

(OSI) which is scope and quality of online services, the Telecommunication Infrastructure Index 

(TII) which is the status of the development of Telecommunication Infrastructure, and the Human 

Capital Index (HCI) which is the inherent Human Capital of the country. The formula is as follows: 
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EGDI = 1/3 (OSI + TII + HCI). The global average EGDI value increasing from 0.55 in 2018 to 

0.60 in 2020 (UN, 2020). This average global progress is also witnessed in least developed 

countries (LDCs), landlocked developing countries (LLDCs) and small island developing States 

(SIDS) amongst these categories very high EGDI values (above 0.50) has increased by 29 per cent 

since the last 2018 edition of the survey. This trend in digitalization of governance is a global 

phenomenon which is arguably on a set course for current and future modes of governance, 

progressively digitalizing key aspects of governance.  

 

Broad Governmental Vulnerability – The Case of Estonia 2007 

 

Estonia is to this day one of the countries with the highest EGDI (0,9473) (DESA, 2020). This 

national trend in digitalization begun as an effort to modernize the governmental infrastructure 

following the Estonian separation from the soviet bloc in 1991. E-government was developed 

through close cooperation between private and public sectors, the investments in informational 

infrastructure was made possible by some favorable economic developments, but the trend of e-

governance was also in line with the process of strengthening democracy after a long period of 

extraneous authoritarian rule (Björklund, 2016). Estonia quickly adopted online banking, online 

registration, online ID, internet-dependent infrastructures, online tax returns, computerized official 

government meetings, and progressively moved vital aspects of public life online (Haataja, 2017). 

Estonia’s stance on digital governance is outlined in their digital agenda where they state being a 

“global champion of digital living” dating that trend all the way back to 1994 with the first 

governmental policies in digitalization of “information policy” (EAS, 2021). 

This extensive digitalization made Estonian public services prime targets for cyberattacks 

and in 2007 showed to be a serious vulnerability (Haataja, 2017). The attack begun on the 27th of 

April 2007, following a protest by the ethnic-Russian minority in the capital city of Tallinn over 

the displacement of a commemorative soviet statue from the second world war. The waves of 

attacks begun late April and lasted until mid-May 2007. A variety of governmental and political 

websites including the presidential website, Prime Minister’s website, Homepage of the 

Parliament, most government departments, political parties, and media organizations were targeted 

by a distributed denial of service attack, rendering them unusable (Haataja, 2017; Tikk et al., 2010). 
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The communication infrastructure was also impacted, the national Domain Name Service (a key 

national component of internet browsing) and the overall internet infrastructure and information 

technologies were targeted (Haataja, 2017). Local media web outlets and the Estonian 

government’s online briefing room were among the first sites to come under cyberattack, at the 

time major international media companies related Estonian news exclusively through the 

government newsroom, reducing the international and national coverage of the case as the attack 

took place (Tikk et al., 2010). Commercial Services like the E-banking services of Hansapank and 

SEB Eesti Ühispank, the two largest Estonian banks were attacked intermittently throughout the 

period of April-May 2007. Given that in 2007, the share of electronic transactions amounted to 

about 95-97% the attack rendered online banking systems unusable (Tikk et al., 2010). Emergency 

lines and telecommunication services were also impacted throughout the attacks (Haataja, 2017; 

Tikk et al., 2010). The purpose of the attack was mainly disruptive, no lives were lost as a direct 

consequence of the attack and the damage remained mainly monetary, some estimates quantify the 

economic impact of the attacks at between 27 to 40 million USD (Haataja, 2017). According to 

the Estonian Information System Authority (CERT-EE) the attack was clearly meant to disrupt 

while remaining hidden, the malicious online traffic originated from a multitude of IP addresses 

located in 178 different countries (Tikk et al., 2010). While the political tensions that preceded the 

attack have allowed investigators to speculate on Russian involvement no tangible link has been 

established with the Russian government. However, log analyses affirm that the cyberattack 

required resources and coordination that are not by default available to a “regular citizen”; leading 

experts to believe that a sophisticated command and control system was put in place (Tikk et al., 

2010). Some Russian-ethnic citizens were arrested and charged for minor parts of the attack, but 

the attribution of the 2007 cyberattacks remains uncomplete.  

The 2007 Estonian cyberattack became a wake-up call for many in the international 

community, NATO helped fund the CCDCOE in Tallinn a year after the attacks. The center would 

go on to gather lawyers, experts, professionals, and academics in the field of cybersecurity to write 

the Tallinn Manual, which will be further discussed in the discussion. Toomas Hedrick Ilves, the 

president of Estonia in 2007 would go on to call this attack “web war I” and spoke out publicly 

about the importance of cyber security. The Estonian attack was the first of its kind, and Estonia 

was in a particular position making it a vulnerable target but their efforts in digitalization allowed 

them to recover with no long-term effects on governmental services. Estonia’s Digital agenda 
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continued to evolve, focusing on cybersecurity in 2008, expanding core services like healthcare 

and medication prescriptions to an online platform between 2008 and 2010, rolled out a “data-

embassy” program that backs up state data in case of failure or attack in 2015, and even started 

implementing AI solutions to governance in 2019 (EAS, 2021). The case of Estonia really serves 

the argument of CGR and cybersecurity by introducing the early extent of possible points of 

vulnerability in a digitalized government. The ability for a government to communicate with its 

citizens, and for the citizens to remain informed of a given situation, whether through the 

government portals or the media is a key aspect of modern society. This case also highlights the 

lack of alternative options governments can turn to in the event of a cyberattack rendering 

communication unstable, or unusable. The digitalized online public services were also impacted, 

the ability of the government to provide public services was altered throughout the duration of the 

attack impairing a key aspect of governance.  

Governmental Agency Vulnerabilities - The Solar Wind Hack 2020 

 

In December 2020 Russian hackers were found to have successfully infiltrated the Solar Wind 

software, this impacted over 200 organizations around the world which were using the application 

to run key tasks. (CSIS, 2021). A BBC article interviewed cybersecurity experts on the hack, and 

it is believed that upwards of 18,000 organizations, including fortune 500 companies and 

governmental organizations, have been impacted by the cyber-attack (BBC, 2020). The Solar 

Wind app is used for configuration management and acts at the center of the digital framework of 

the organization by helping the user with handling firewalls, security details, logins, passwords, 

and credentials. The malware used for the cyberattack is thought to have been introduced into the 

solar wind system as early as September 2019 and remained undetected for more than a year during 

which malicious code was integrated to the software of thousands of organizations (Avena, 2021). 

This cyberattack has been qualified as one of the most sophisticated coordinated attack, the scale 

and scope of the attack has led the cyber experts of Microsoft to speculate that upwards of 

thousands of hackers worked on the attack over the span of a year (Avena, 2021).  

“Primary indications suggest that the scope and scale of this incident are beyond any that 

we've confronted as a nation and its implications are significant” said senator Mark Warner of the 

Select Committee on Intelligence chair of the panel's first hearing on the Solar Wind cyberattack 
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(PBS NewsHour, 2021). While the attack left no physical damage on any of the infrastructures 

impacted it allowed the hackers to have unrestricted access to the content and data of the 

organizations, among which was the US National Nuclear Security Agency, the agency in charge 

of securing and overseeing the US’s nuclear weapon stockpile and the Department of Energy the 

agency in charge of energy and safety in handling nuclear material (Bertrand & Wolff, 2020). 

Experts in cybersecurity acknowledge that the cyberattack could have deeply impacted the target 

organizations since the software was essentially the control point of the security framework, a 

“worst case scenario” could have realistically left the organizations defenseless or impaired. The 

Department of Energy insisted that the malware “has not impacted the mission essential national 

security functions of the department, including the National Nuclear Security Administration” 

(Bertrand & Wolff, 2020). Former homeland security officer, Tom Bossert, expressed concerns 

over the extent of the hack stating that it could take years before establishing and ensuring the 

networks security levels and that the hackers could “destroy or alter data, and impersonate 

legitimate people” (Bossert, 2020). Bossert also recommends a “do over” of governmental security 

infrastructure as the only secured solution to the breach, fully acknowledging that this remediation 

effort comes with a staggering cost and impact (Bossert, 2020). 

This cyberattack really showcases the extent of modern security frameworks and highlights 

the inherent vulnerability of man-made cyber systems mentioned by Libicki (2015). Many hailed 

the Solar Wind software as one of the most secure on the market, and its breaching raised a lot of 

questions on the nature of governmental security and the ability of agencies to safely preserve 

national data from being exfiltrated by malicious actors.  

Critical systems 

 

The critical systems highlighted in this section relate to the ability of governments to carry out key 

functions pertaining to the smooth running of society. Firstly, the communication aspect which 

relates to the government’s ability to communicate with its citizens whether through direct 

communication or through upholding the structural integrity of communication systems for media 

companies to do so. The case study of the Estonian attack of 2007 highlights the attack of 

government websites and media companies, but this is not an isolated case. February 2020: Iran 

announced that it has defended against a DDoS against its communications infrastructure that 
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caused internet outages across the country; June 2019: a suspected Iranian group was found to 

have hacked into telecommunications services in Iraq, Pakistan, and Tajikistan; December 2018: 

Chinese hackers were found to have compromised the EU’s communications systems, maintaining 

access to sensitive diplomatic cables for several years; October 2018: the Security Service of 

Ukraine announced that a Russian group had carried out an attempted hack on the information and 

telecommunication systems of Ukrainian government Groups (CSIS, 2021). These examples and 

the case study show that as a critical system, communications are vulnerable to cyberattacks.  

As to the overall security of government agencies, the impact on communication as well 

as the upholding of information relating to national security have also been proven to be vulnerable 

to cyberattacks. The Solar Wind hack is the most recent instance of a breach on governmental 

agency, but there are many other cyberattacks of the same nature that could have been used as a 

case study. April 2018: Security researchers report that an Indian hacking group had been targeting 

government agencies and research institutions in China and Pakistan since 2013; October 2017: a 

major wave of ransomware infections (associated to the NotPetYa) hits media organizations, train 

stations, Centre for airports, and government agencies in Russia and Eastern Europe; August 2016 

weeks before legislative elections in Hong Kong): two Hong Kong government agencies were 

penetrated in an attack allegedly by China (CSIS, 2021). The reason why the Solar Wind hack 

stands out is that most cases of cyberattack on government agencies are confined to espionage or 

disruption, the nature of this attack could potentially have damaged the security infrastructure of 

US agencies and of the impacted organizations to a point beyond repair. 

An element of vulnerability that has not been assessed in this chapter but remains 

nonetheless relevant is the mediatic impact of cyberattacks on democratic processes. The 2016 

DNC emails hack, as well as the 2017 French election interference are just two examples of event 

where documents were obtained via cyberattacks and leaked to the press to destabilize democratic 

processes. 
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Military systems 
 

Since the 1970s Information and Communication Technologies (ICTs) and digital technologies 

have become an increasingly crucial part of military command and control. The integration of 

digital technologies has allowed military operations to transform the defense industry, advances 

like smart weapons, real time battlefield management, network-centric solutions, superiority in air 

and outer space, and software-based solutions to ground troops all have key roles today. ICTs 

remains a key enabler to gain more effect from units composed of men, procedures, machines, 

software, and information (Mattila & Parkinson, 2017). In 2020, the French Senate hosted French 

military officer Thierry Burkhard who gave an exposition of the French army’s plan for the years 

to come, in this plan he introduced the Orion exercise aiming to prepare the army for an eventual 

major military confrontation. Exercise Orion is set to take place in 2023 and will involve the full 

range of the French military capacity on a scale that has not been witnessed in decades. Burkhard 

also stated that “the use of information warfare is now systematic in all confrontations” stressing 

the importance and reliance of ICTs in modern military (Labialle, 2020). This trend of 

digitalization has been and to a large extent is still being applied to the classical military domains 

(air, sea, land), but recent trends have showcased a diversion of technological attention away from 

the physical military systems and towards cyberspace.  

Digitalization of the Military – Offensive Cyber Capabilities  

 

Digitalization and the rise of cyber-enabling tools for military systems has received an increased 

amount of attention from militaries around the world. The proliferation of cyber operations as a 

military tool is currently impacting the way military strategists and leaders perceive warfare and 

interact on the international scene. Lin and Smeets (2018) are two academics working with the 

Center for International Security and Cooperation and Stanford University, their research on 

Offensive Cyber Capabilities explores the impact that cyber-enabled technologies have on the 

traditional distribution of power and influence classically attributed to physical tools of warfare. 

They define OCC as “a capability designed to access a computer system or network to damage or 

harm living or material entities” (Lin and Smeets, 2018). This definition implies the exclusion of 

espionage but as we will see later the boundary between offense and espionage is often blurred. 
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Instead, Lin and Smeets focus on the type of damage caused by the attack, whether denial of 

service, damage file, or physical damage.  

When assessing the impact that the adoption of cyber-capabilities has on traditional 

military systems one must first understand the classic uses of traditional offensive capabilities 

namely Defence, Deterrence, and “Compellence” (Lin & Smeets include “swaggering” as a fourth 

aspect but this paper will not take it into account as it relates to prestige and cannot really be 

applied to cyber). Robert J. Art (1980) wrote “to what end? Military powers” in which he explores 

the traditional uses of military powers, this is the base form which Lin and Smeets evaluate the 

impact of cyber-enabled technologies. Centre of Excellence (CCDCOE) released their 2018 report 

in which they assessed the impact of Offensive Cyber Capabilities (OCC) on the roles of military 

power. OCC are defined as “a capability designed to access a computer system or network to 

damage or harm living or material entities” note that this definition excludes espionage, 

information warfare and information operations from the scope of analysis. 

Defensive applications of OCC can be used to avert an attack or minimize damage of an 

attack. For defensive purposes, a state can deploy its forces in place prior to an attack, use them 

after an attack has occurred to repel it, or strike first if it believes that an attack upon it is imminent 

or inevitable (Art, 1980). A distinction needs to be made between pre-emptive and preventive 

strike, where the former refers to a believed attack from an enemy is imminent, the later refers to 

an attack that is perceived as inevitable or has been proven to be planned.  

Deterrent uses of military force aim to dissuade an adversary from doing something by 

threatening him with unacceptable punishment if he does it, deterrence relies on a credible threat 

of retaliation and as Broady (1958) argued “must be always at the ready, yet never used.” 

Conventional deterrence relies, amongst other things, on credible military intervention, the threat 

of use of nuclear weapons, or economic sanctions. The transitory nature of OCC differentiates it 

from conventional means of deterrence, technical (type of vulnerability, access and payload used) 

and non-technical (the number and type of actors the capability is used against) factors determine 

the temporal nature of OCC. Another factor to consider is the clandestine nature of OCC, an 

announced attack is often rendered useless and the capability itself is only proven post-deployment 

(Lin & Smeets, 2018). These two factors make nation states and militaries reliant on speculative 

talk and “cheap talk” to convey the notion of deterrence. This links back to Thompson’s idea of 
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cyberspace being a performative space, a nation can showcase a new weapon in a military exercise 

but is left to relate to the performance of a cyber attack to convey the idea of deterrence. 

Accordingly, deterrence in cyberspace is left almost exclusively to reputation and credibility which 

is itself built through the post-deployment results. In this aspect the international scene gains a 

theatrical aspect where nations try to prompt each other’s cyber defenses in an attempt to build up 

a credible cyber offensive performance to establish a reputation as a cyber-abled state. In relation 

to traditional deterrence, cyber deterrence is a less effective tool of power relations since it relies 

on perceived reputation rather than concrete offensive capabilities.  

Finally, Compellence, which is a term that was coined by American economist Thomas C. 

Schelling in 1966, Schelling described compellence as a direct action that persuades an opponent 

to give up something that is desired. The compellent use of military force serves one of two 

purposes: i) to stop an activity undertaken by an adversary, or ii) to get an adversary to do 

something he has not yet undertaken (Lin & Smeets, 2018). Deterrence relies on use of force based 

on a perceived threat and the promised automatic reaction to an attack, whereas compellence places 

more strategic power on the threatening party to achieve a given goal (Lin & Smeet, 2018; 

Schelling, 1967). Cyber capabilities have by nature particular advantages allowing belligerent 

states to relate to the compellent use of cyber capabilities differently than they would to a 

traditional use of military capability. Namely: reputational damage – the compelled state can 

undergo the attack without publicly admitting it (e.g. dismiss the event, or present it as a technical 

failure); expansion of impact – the attack needs to be consequential enough to appear as a credible 

threat; reversibility – the attacker can offer to retrack the cyber-attack (or threat) if demands are 

met (Lin & Smeets, 2018).  

The adoption of OCCs has impacted some aspects of Art’s traditional military offensive 

capabilities (defense, deterrence, and compellence). First, the tactical potential of OCC as pre-

emptive and preventive strike is increased by the nature of cyberwarfare, this re-emphasizes the 

potential use of force for defensive purposes. Second, the role of deterrence has been downgraded 

by the adoption of OCCs, linking this argument with the performative nature of the cyberspace, 

states and governments are depending on displays of force to build credibility on the international 

scene. Lastly, OCCs have brought forth the idea of compellence as a credible power relation tool, 

allowing states to operate and influence sovereignty with these newly adopted cyber pressure tools 
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with an option to keep it away from public scrutiny. The adoption of OCC by the military has 

brought cyber warfare to the attention of military leaders as a tactical tool for with heightened 

flexibility and greater use of application. The Cooperative Cyber Defence The CCD COE argues 

that the increased interest in OCC has the potential to profoundly impact the way military 

responses are carried out and has downgraded the role of deterrence. Unlike conventional 

capabilities, the effects of offensive cyber capabilities do not necessarily have to be exposed 

publicly which limits the eventuality of having to be highlighted on the international scene. The 

CCD COE categorizes cyber-attack cases according to which type of damage they incur denial of 

service, file damage and physical damage (Minárik et al., 2018). These will be expanded further 

in the next chapter.  

Military Applications of Cyber – NATO 

 

In the 2016 Warsaw summit NATO officials acknowledged cyber-attacks as a clear challenge to 

the security of the Alliance and placed cyber-attacks on par with conventional attacks when 

maintaining collective defense. The Warsaw convention also was used to reaffirm cyberspace as 

a domain of operations in which NATO must defend itself as effectively as it does in the air, on 

land, and at sea (NATO, 2016). NATO has announced the expanding of the capabilities and scope 

of the NATO Cyber Range, where Allies can build skills, enhance expertise, and exchange best 

practices (NATO, 2016). Other individual states across the world including Belgium, Columbia, 

Germany, Finland, India, the United Arab Emirates and Vietnam have all said they are exploring 

options for cyber warfare, while the United States, China, Russia, Israel, the United Kingdom, Iran 

and North Korea continue to further develop their offensive cyber capabilities (Lin & Smeets, 

2018).  

In 2018 the US office of Cyber Command released a military strategy document 

emphasizing the tactical importance of cyberspace in military operations stating that “achieving 

superiority in the physical domains in no small part depends on superiority in cyberspace” 

(USCYBERCOM, 2018). “As the 2018 National Defense Strategy explains, adversaries are 

increasingly capable of contesting and disrupting America’s society, economy, and military - this 

is in part because of our growing reliance on cyberspace” (USCYBERCOM, 2018). In 2018 the 

Trump administration signed into effect the National Defense Authorization Act (NDAA) which 
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blurred the traditional distinction between Title 10 (Armed Forces) and Title 50 (War and National 

Defense) authorities, allowing the DoD to conduct coercive and covert actions with less restraints 

and often without congressional or executive approval (Bailey, 2020; Pomerlau, 2019). The 

boundaries between what is considered cyber-enabled espionage and intervention are blurred and 

leave the DoD to operate in a grey zone that could be considered interference in the domestic 

affairs of foreign sovereign powers.  

Over the past couple of years China has also been investing in cyber defense and offence 

tools but has primarily used its cyber capabilities for espionage (Jinghua, 2019). The stance that 

China has adopted in cyberspace carries some adversarial implication towards the US. On the one 

hand cyberspace continues to be a major catalyst for economic growth, technological innovation, 

and social development around the world; and China is determined to use it as efficiently as 

possible to reap these benefits (Lindsay, 2015). On the other, Communist censorship is 

undermining the democratic promise of information technology, and the CCP is pointing out the 

dominance that American firms have online and has tried to exempt the west from its cyber bubble 

(Lindsay, 2015; Jinghua, 2019).  

 

Military Applications of Cyber – Russia  
 

Russia is omnipresent in cyberspace, whether as an alleged or verified attacker, the CSIS offers a 

database of major cyberattacks since 2005 and mentions Russia over a hundred times (CSIS, 

2021). Later chapter will explore concrete cases of cyber attacks some of which involving Russian 

government-sponsored hacking, but this chapter is meant to specifically explore Russia’s relation 

to cyberspace and their military stance towards OCC.  

Throughout the past decade Russia has been taking full advantage of the tactical benefits 

provided by the nature of cyberspace as a medium of operation, invoking plausible deniability 

through the difficulties of attribution, launching attacks at a diminished cost, and exploiting the 

asymmetrical nature of cyberattacks. Lilly & Cheravitch (2020) have compiled a comprehensive 

analysis of Russia’s policy and doctrine relating to cyberwarfare based on official documents, 

media portrayal, and investigative works of the actors responsible for executing cyberattacks and 

digital influence campaigns. Within the current international context, particularly in relation to 
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NATO and the defensive alliance that it forms, Russia has been taking full advantage of OCCs as 

a tactical tool to operate in an undefined grey zone of what constitutes aggression by consistently 

playing on the line between asymmetric interstate competition and full-out conflict. Russia’s cyber 

posture is reflected in the offensive cyber operations launched by Russian government departments 

(mainly the Main Intelligence Directorate “G.R.U.”), whose institutional culture, expertise, and 

modus operandi have affected and will continue to affect Russia’s cyber signature on the 

international scene (Lilly & Cheravitch, 2020). This is further illustrated by the Russian military 

scientist who evoke a growing attention given to the development of cyberweapons due to their 

effectiveness, appropriateness within the framework on contemporary conflict, and affordability. 

Russia is similar to other nations in the sense that it has adopted information and cyber warfare as 

an integral element of modern military doctrine but differ from other governments in how it depicts 

itself as adhering to defensive postures in an environment characterized by aggressive adversaries 

(Lilly & Cheravitch, 2020). Acknowledging the uses of OCCs and more specifically the 

downgraded role of deterrence and the reliance on state credibility to use OCCs the case of Russia 

shines as a perfect example. The recent military intervention of Russia in Ukraine has allowed it 

to test out and demonstrate its OCCs relatively unchallenged and establish credibility as a cyber-

capable nation. 

Military Vulnerabilities on the Field – The Ukrainian D-30 Howitzers 

 

Crowdstrike is an American firm specialized in cybersecurity breaches, it identifies and analyses 

various hacking tools and devices along with offering protection services to companies and 

organizations. Their efforts in identifying entities in cyberspace is recognized by many experts and 

has played a key role in many investigations, their work will be used to introduce FANCY BEAR. 

Fancy Bear is a Russian nation-state adversary group that has been operating since at least 2008, 

the group poses a significant and consistent threat to organizations around the globe – specifically 

by targeting extensive operations against defence ministries and other military victims, which 

seems to indicate a link with the Russian Main Intelligence Department (GRU) (Crowdstrike, 

2019). The primary tool developed by the Fancy Bear group is a hacking implant called “X-agent” 

which allows them to export malicious code into the affected devices, X-Agent is also a cross-

platform remote access toolkit, variants of the tool have been identified for various Windows 

operating systems, Apple’s iOS, and likely the MacOS (Meyers, 2019). 
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One application of the X-agent implant by the Fancy Bear group was witnessed between 

2014 and 2016 in Eastern Ukraine during the Russo-Ukrainian conflict over Crimea and in the 

Donbass area. The Ukrainian military at the time still used the D-30 Howitzer artillery pieces 

(produced originally in the 1960s by the Soviet Union) and used an android application which was 

initially developed domestically within Ukraine by an officer of the 55th Artillery Brigade named 

Yaroslav Sherstuk. The application was used by around 9000 Ukrainian officers to efficiently 

calculate artillery trajectory and target the enemy positions. The X-agent was successfully 

infiltrated in the application by the Fancy Bear group and has facilitated reconnaissance against 

Ukrainian troops by displaying location and target calculation to the Russian troops. Reporting 

indicates that over 50% of the Ukrainian artillery forces have been lost over the 2 years of conflict 

and over 80% of D-30 howitzers, the highest percentage of loss of any other artillery pieces in 

Ukraine’s arsenal (Meyers, 2019). This cyberattack is an example of how military and defense 

capacities can be compromised and impacted on the terrain amidst a conflict, and while this 

incident is rather specific it shows the existence of a vulnerability in defense systems. This case 

illustrates the argument made by Lt Col Lionel D. Alford of the US air force who concluded a 

rapport on cyber security by stating that “cyber operations have the potential to overcome any 

system controlled by software” (USAF, 2015).  

The military potential of cyberattacks has been contextually witnessed throughout the 

conflict between Russia and Ukraine. Beyond the hacking of the artillery pieces that relate directly 

to combat, cyberattacks on Ukrainian infrastructure were witnessed at key moments of Russian 

offensives, these attacks will be discussed further chapters. A report by the Center for Security 

Studies of Zurich established this parallel between ground activities and the occurrences of 

cyberattacks on Ukrainian infrastructure, throughout the conflict cyber activities were at a low-

level of intensity but peaked at critical moments of the conflict (Baezner, 2018). This further 

highlights the potential and importance of cyberattacks as a mean to acquire military superiority 

on the ground, and as a point of external pressure on the side of key military activities. 
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Military Applications of Cyber – Coordinated Military Intervention in Iran 2010 

 

Energy-centered in origin, the Iranian nuclear history begun in the 1950s, the political climate 

evolved in the 1980s and leading up to 2002 when the National Council of Resistance of Iran 

revealed the existence of the Natanz enrichment complex (NTI, 2020). Between 2006 and 2008 a 

number of UN resolution demanded of Iran to stop its enrichment process, which Iran refused to 

cooperate with. The enrichment of uranium is done at three different levels, energy grade (3-4%), 

medical grade (20%), and military grade (90% and above), all three types can be achieved through 

similar enrichment processes. Iran pursued research and continued its enrichment activities to a 

point where the Atomic Energy Agency (IAEA) inspectors were not able to rule out a weapons 

program (NTI, 2020, Lindsay, 2013). The US long suspected Iran to seek to create military grade 

enriched uranium for the creation of nuclear weapons (NTI, 2020). In 2010, in collaboration with 

the Israeli government, the US government allegedly carried out a disruptive cyberattack on the 

Natanz enrichment facility – the attack would later be named “Stuxnet” after a component found 

in the infected computers by the forensic investigators (Lindsay, 2013).   

The Stuxnet attack used a computer worm software, a form of self-replicating malware that 

once successfully implanted spreads throughout a given system. The malware remained hidden 

and controlled the centrifuges over a two-months period progressively sending false negative error 

reports and sabotaging the machines by degrading them – sending modified commands to the 

machines and altered reports to the operators (Lindsay, 2013). The Natanz facility has its own 

secured closed network, the Stuxnet worm was successfully integrated to a piece of hardware from 

a third-party manufacturer, which later was installed in the facility to spread (Lindsay, 2013).  

Stuxnet is the first instance of a computer network attack to have caused physical damage 

across international boundaries, this complex tool was the result of a long, interconnected research 

program that was started under the Bush administration to be later picked up and executed by the 

Obama administration in 2010 (Lindsay, 2013). At the time Stuxnet was hailed as “the most 

technologically sophisticated malicious program developed for a targeted attack to date” (Clayton, 

2010). In hindsight the cyberattack was a technological feat with a rather limited impact on the 

Iranian enrichment project, only delaying it by a couple of years. A much longer lasting impact 
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was the unveiling of the possibility to remotely impact physical infrastructures from abroad, 

bringing about a game-changing aspect to technological warfare. 

 

Military Vulnerability - The Theoretical Vulnerabilities of Nuclear Weapon Systems  

 

Nuclear weapon systems were conceived and built in a time where computer capabilities were in 

their infancy, back then little attention was given to the eventual rise of cyberattacks as a credible 

threat to the integrity of this system. Being the most direct and concrete threat in the realm of 

existential risk, nuclear weapon systems need to be evaluated in the context of cyber warfare. 

Having maintained their relevance as a threat to humanity since the cold war, nuclear weapon 

systems have been continuously upgraded to fit new kinds of digital technologies at every step of 

the launching sequence, whether in detection, communication, targeting, launch, or transport. The 

components of this launching sequence are known as the nuclear command, control, and 

communication (NC3) and increasingly uses digital technologies to enhance efficiency and 

reliability (Lindsay, 2019). Most response launch sequences depend on a dual detection method 

that requires confirmed strike incoming on two different modes of measurement (e.g. radar and 

satellite systems) this is called dual phenomenology, once established dual phenomenological 

detection places decision maker in control of retaliation decisions (Unal & Lewis, 2018). However, 

this system relies on a complex chain of events and the successful transmission of data and 

information, which is the most vulnerable point of a system when faced with a cyberattack 

(Hurson, 2015).  

Cyber vulnerabilities in the nuclear weapon system could take multiple form at various 

stages of the deterrence sequence. Early warning and satellite radars could be tempered with either 

with spoofing (indue a false positive launch detection) or with blinding (indue a false negative 

launch detection) (Lindsay, 2019; Unal & Lewis, 2018). A cyberattack at the level of intelligence 

and assessment systems could impact communication by engineering confusion through flooding 

attacks, false flagging, and jamming of the data-reliant processes of NC3, this could lead to 

misattribution, threat inflation, or errors in decision making (Lindsay, 2019). The communication 

network itself could be breached by falsifying identity, authentication, or confidentiality which 

could result in targeting error or unauthorized launch (Lindsay, 2019). These key vulnerabilities 
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of the nuclear weapon system are caused by data breaches, the corruption or insertion of false data 

into the system that could lead to a breach in the NC3 and could realistically provoke a launch. 

Design vulnerabilities may also be introduced in the supply chain of nuclear weapons systems, as 

most nuclear-abled states rely on private sector contractors. Compromised source code from the 

private company could be integrated to a nuclear weapon system and corrupt its reliability, this in 

turn could result in an overconfident reliance on the stable functioning of the system by decision 

makers may lead to the issuing of an order without sufficient information (Unal & Lewis, 2018).  

These cyber vulnerability scenarios have not materialized in practice, but according to the 

expert opinion exposed above, there are concrete vulnerabilities that could realistically lead to the 

inadvertent launch of a nuclear weapon. There is some concern that these cyber-NC3 mechanisms 

do raise the marginal risk of nuclear war, thereby making a highly unlikely event slightly more 

likely (Lindsay, 2019). The entanglement of cyber and nuclear must be considered a plausible 

global catastrophic risk scenario and as Unal and Leis (2018) point out: at best, cyber insecurity in 

nuclear weapons systems is likely to undermine trust and confidence in military capabilities and 

in the nuclear weapons infrastructure; at worst, cyberattacks could lead to deliberate 

misinformation and the inadvertent launch of nuclear weapons. 

These revelations are a significant concern, but contextualized to the contemporary nuclear 

tensions, the cyber vulnerabilities in nuclear weapon systems add a significant level of uncertainty 

to an already catastrophic standoff (Bulletin of the Atomic Scientists, 2021). Considering the 2020 

Doomsday Clock statement by the Bulletin of the atomic scientist we would find ourselves in a 

nuclear tension higher than what was experienced during the cold war, cyberwarfare is yet another 

unknown added to this nuclear equation.   

 

Military Critical systems  

 

Military critical systems, in both offensive and defensive contexts, have concrete vulnerabilities 

that can be exploited in cyberspace. The role of the military in society is predominantly a defensive 

one, that in of itself is a core critical function that is actively challenged in cyberspace. Standing 

militaries have become partly obsolete in cyberspace, the Iranian army could have realistically 
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done little to defend the Nantanz nuclear enrichment facility from a cyberattack. Cyberspace, 

digitalization, and the interconnectivity of infrastructures offers a convenient workaround the 

defensive notion of a physical army, forcing nations to rethink the concept of national defense. 

The nature of cyberspace is completely challenging the notion of a defendable sovereign space, 

the lack of borders and defined frontiers make it impossible to effectively protect. This is especially 

true when the digitalization of critical infrastructures exposes key pressure points in cyberspace, a 

realm that is incomprehensively hard to defend. It has been demonstrated that militaries around 

the world rely on digital technology for ground operations, the exposition of the French Orion 

Exercise and the overall integration of digital systems in military operations highlight the current 

evolution of modern military. The successful hack of the Ukrainian artillery targeting software is 

a concrete example of how digitalization can become a vulnerability on the field. Most states have 

begun to or have already established cyberspace as a realm of operation, the notion of offensive 

cyber capabilities has been adopted by most militaries around the world and we are seeing it 

becoming the new norm for military operations. In direct relation to existential risk the 

vulnerabilities of nuclear weapon systems exposed by Lindsay, Unal, and Lewis raise an important 

vulnerability that could if exploited truly be catastrophic.  

Critical Infrastructure  
 

Critical Infrastructure – Cyber-Physical System 

 

In a report by the President's Commission on Critical Infrastructure Protection infrastructure was 

defined as “a network of independent, mostly privately-owned, manmade systems and processes 

that function collaboratively and synergistically to produce and distribute a continuous flow of 

essential goods and services” (PCCIP, 1997). These systems include telecommunications, electric 

power systems, natural gas and oil, banking and finance, transportation, water supply systems, 

government services, and emergency services (PCCIP, 1997). France has integrated the notion of 

critical infrastructure to their Code of defense (code de la défense) by creating the administrative 

label of “vital operators” (opérateurs d'importance vitale). The label of critical infrastructure is 

granted to the public or private organization that operates systems without which the war or 

economic potential, security or survival capacity of the nation would be significantly impaired 
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(code de la défense article L1332-1 à L1332-6). Upholding operational security is endowed to the 

operator itself under a specific set of rules laid out in the code.  

Critical infrastructure used to be solely made of physical entities, controlled on site with 

mechanical systems that were operated in their entirety by workers. The critical infrastructure 

systems have progressively digitalized to meet the increased demand for basic services and 

evolving performance requirements becoming cyber-physical systems (CPSs), dependent on data, 

computer processing power, and embedded intelligent systems (Woodart et al, 2015). Nowadays 

the vast majority of critical infrastructure systems are controlled and monitored with Industrial 

Control Systems (ICSs) and/or Supervisory Control and Data Acquisition (SCADA) systems. 

Information and communication technologies have been integrated to critical infrastructures, this 

digitalization process both improved efficiency and allowed for the formation of an interconnected 

network that gave operators a more holistic point of view on how to run infrastructures. Critical 

infrastructures are highly interconnected and mutually dependent in complex ways, both 

physically and through a host of information and communications technologies (Rinaldi et al., 

2001). Examples of these complex CPSs include smart power grids, intelligent water distribution 

networks, smart transportation systems, and cyber-enabled manufacturing systems. These digital 

improvements in the operation of infrastructure are heavily dependent on real time data collection 

to calculate optimal control settings (Woodart et al, 2015). There are many ways that this balance 

of data usage can be altered mainly through the corruption of data processed by the system, this 

corruption can be the result of a deliberate or nondeliberate actions. The nondeliberate creation of 

erroneous data refer to human errors or faulty programming, for the sake of this paper only 

deliberate corruption of data will be assessed. Deliberate creation of erroneous or corrupted data 

refers to a cyberattack on an infrastructure system that remotely compromise the confidentiality, 

integrity, or availability of data in the system these include denial of service and malware designed 

to disrupt a control system (Woodart et al, 2015). Cyber-physical infrastructure systems have 

multiple built-in fail-safe mechanisms that can detect if the system is being tempered with and 

theoretically prevent cyber-attacks from occurring. False data injection attacks are a type of 

cyberattack that have been specifically designed for bypassing these fail-safe mechanisms by 

feeding the system a steady stream of false negative reports while changing the physical 

components of the infrastructural system, as such, the operator’s system remains unalarmed and 

the cyberattack takes place without being detectable (Liu, 2011). False data injection attacks are 
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limited by some physical constraints but have the potential to open concrete attack vectors that if 

achieved can deeply impact infrastructures and bypass existing defensive measures (Liu, 2011). 

Data corruption is achievable in a plethora of ways, paired with the increasing complexity of 

systems, and the possibility of human error, making critical infrastructure systems vulnerable 

targets for cyberattacks by nature.  

Critical Infrastructure Interdependency – The Smart Electrical Grid 

 

Infrastructural interdependency adds another layer of vulnerability to modern cyber physical 

critical systems. The digital technology that regulates and operates modern infrastructures depends 

on a stable and consistent flow of electricity, along with being a critical infrastructure in of itself, 

the electrical grid is powering other critical infrastructures (Rinaldi et al., 2001). 

Telecommunication, transportation, air travel, water, gas, oil, and finances are all to different 

degrees depending on the electrical grid, this makes electrical production a prime target for 

disruptive cyberattacks. In turn the electrical infrastructure requires oil, gas, or transport of 

materials to produce and provide electricity, this interdependent system vastly improves efficiency 

but gathers all sensitive pressure points under one roof, making the system efficient but fragile.  

In December 2015, a synchronized and coordinated cyber-attack compromised three 

Ukrainian regional electric power distribution companies, resulting in power outages affecting 

hundreds of thousands of citizens for several hours (Liang et al., 2017). Three distinct attacks 

vectors were set up to culminate in the successful disruption of the electrical grid: the Black Energy 

3 malware was implanted remotely via an email phishing attack, a telephonic denial of service 

overwhelmed the call centers blocking the reports of failure, and the “killdisk” malware was 

implanted to delete records on workstations and lengthen the recovery time (Liang et al., 2017). 

The success of this shutdown was ensured by the disruption of the electrical backup systems which 

would have normally ensured supply in the event of a shutdown. The Black Energy malware had 

been discovered in 2014 by an American cyber security firm, the software was found to be 

specifically designed to create an access bridge between digital and physical infrastructures (NBC 

news, 2019). These security compromises led to the hijack of the Supervisory Control and Data 

Acquisition (SCADA) network, enabling attackers to remotely open the system breakers and 

disrupt power supply. Once breached the electric grid system was open for remote manipulation, 
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the Human Machine Interface (HMI) of the supervisory control system was overtaken entirely by 

the hackers, workers on site recollected seeing the mouse control of the panel acting on its own 

shutting down the circuit brakers one by one in front of their eyes (New America, 2019). This was 

achieved through the obtention of login credentials via previously infected devices and 

communication interceptions, the SCADA network was using basic non-encrypted security and 

with the appropriate knowledge the attackers successfully entered the system, the same breach was 

later used to wipe data and information and delay restoration efforts (Liang, 2017).  

There were clear signs that the 2015 Ukrainian blackout was achieved by a successfully 

carried out false data injection attack, this is argued by Liang et al (2017) and is supported by the 

joint rapport published by the SANS Industrial Control System and the Electricity Information 

Sharing and Analysis Centre by Lee et al. (2016) in which they concluded that “Nothing about the 

attack in Ukraine was inherently specific to Ukrainian infrastructure. The impact of a similar attack 

may be different in other nations, but the attack methodology, tactics, techniques, and procedures 

observed are employable in infrastructures around the world.” The paper that introduced the 

concept of false data injection attack (Liu, 2011) concluded at the time that “despite the theoretical 

capability of these attacks (FDIAs), we also pointed out that such attacks are strictly limited by 

real-world constraints, and do not pose immediate threats to our power grids.”  

In hindsight the 2015 Ukrainian blackout was not a catastrophic event, the power outage 

impacted about 200,000 citizens for a time spanning from 1 to 6 hours, cutting altogether the 

supply of 73 MWh of electricity or 0.015% of the total daily electricity consumption in the 

Ukraine. The notable aspects of this cyberattack relate to the insight of the hackers, their ability to 

implant data and coordinate the attack on 3 different targets of the Ukrainian power grid. The 

killdisk malware erased most traces that could have led investigators to identifying the origins of 

the attack, but the Ukrainian government has been adamant about blaming Russia (Lee, 2016). In 

2020 there was an attempt by the US department of Justice to indicted six Russian Main 

Intelligence Directorate (GRU) officers for their involvement in hacking incidents including the 

2015 and 2016 attacks on Ukrainian critical infrastructure (DoJ, 2020).  

In October 2020, Mumbai, the financial center of India suffered a massive electrical 

blackout. The blackout occurred as a result of a cyberattack on the city’s electrical grid, which 

occurred during the border dispute between India and China in late 2020, reports in March 2021 
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showed evidence of cyberattack. The Indian authorities accused China, but all allegations have 

been rejected by Chinese officials (Stringer & Lee, 2021). Millions were left without power, trains 

were stranded and online college exams and mobile telephone services collapsed after a grid failure 

that affected all of Mumbai and lasted for more than 12 hours in some parts of the city (Reuters, 

2021). Adding to existing vulnerabilities of power grids, producers and distributors have also often 

been reluctant to spend on protecting themselves against low-probability attacks (Stringer & Lee, 

2021).  

 

Critical Infrastructure Vulnerability – Teachings from the Aurora Test 

 

In March 2007, an Idaho National Laboratory experiment supervised by cybersecurity pioneer 

Michael Assante exposed that cyberattacks on electrical infrastructure could be much more than 

just disruptive. The test of a hacking tool on an isolated electrical diesel generator ran a 30 lines 

long code on the operating system of the machine forcing it to desync and resync to the grid while 

running, blowing up the generator within minutes (Greenberg, 2019). This code file could fit on a 

.gif file, no bigger than a low-resolution photo and once executed, successfully brought down a 

27-ton generator. The experiment took on the name Aurora Vulnerability Test and proved without 

a doubt that hackers who attacked an electric facility could go beyond temporary disruption of the 

victim’s operations: they could damage its most critical equipment beyond repair (Greenberg, 

2019). This highlighted a systemic flaw in the outdated American electrical grid which was 

implemented in the late 1800s with principal goal the distribution of electricity to as wide a crowd 

as possible, and on consumption standards on par with the technology of the time. Many of the 

current US’s facilities have not been updated since the 1960s, and loose power three times more 

often than they did 50 years ago.  

In 2020, following the proof of concept and the conclusions drawn from the Aurora test, a 

$3 Million, 250 Tons power transformer manufactured in China was seized and sent to the Sandia 

National Labs in New Mexico. The purpose of this seizure remained unclear until half a year later 

when the Trump administration issued an executive order “Securing the United States Bulk Power 

System” aiming to keep critical equipment supplied by foreign adversaries out of the nation’s 

power grid due to supposed supply chain security threats (Executive Office of the President, 2020). 
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The executive Order implicitly targeted China suggesting that backdoor malware was installed in 

the overseas components designed to be installed in the US electrical infrastructure finding that 

“foreign adversaries are increasingly creating and exploiting vulnerabilities in the United States 

bulk-power system” (EO #13920). While no links have been officially established the chain of 

event has led journalists to speculate on the nature of the seizure of the Chinese transformer and 

raises the question of national control of critical infrastructure from supply chain attacks (Smith, 

2020).  

Broad Critical Infrastructure Vulnerabilities – Notpetya Ukraine 2017 

 

The story behind the Notpetya malware is as intricate as it is interesting, journalist Andy Greenberg 

extensively covered the topic as the attack unfolded in 2017 in his book “Sandworm: A New Era 

of Cyberwar and the Hunt for the Kremlin's Most Dangerous Hackers” published in 2020. Named 

after the monster from the sci-fi novel “Dune” Sandworm is the name of a hacker group connected 

to the Russia GRU and the FancyBear group, they are at the origin of the Notpetya ransomware 

which stroke Ukraine in 2017. Arguably the most advanced hacking tool in history the Notpetya 

cyberattack had rippling effect throughout the Ukrainian infrastructure and impacted multiple 

aspects of society, in Ukraine and abroad.  

MeDoc is an accounting and tax filing software ran by the small tech company called 

Linkos Group, it is used by 90% of the domestic firms in Ukraine in both private and public sectors. 

The Sandworm hacker group successfully infiltrated the Linkos Group’s server responsible for 

sending out updates of the MeDoc software, from there every computer that updated the 

accounting software became infected (Greenberg, 2020). In late June 2017, the infection had 

begun, it became apparent on the 28th of June (Ukraine’s constitution day) the first victim was the 

Oschadbank who reported early signs of ransomware. Ransomware is a classic malware that locks 

a device’s data in exchange for a ransom, this specific ransomware appeared to be a version of the 

wannacry ransomware, but as Greenberg (2020) explored, the malware was a smokescreen for the 

real malware infiltration: Notpetya. The data encryption malware ran through the device’s data, 

permanently locked that data out for the users (results on par with permanent deletion) and 

proceeded to take over the Windows management tool allowing it to spread through the network 
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to another computer where it proceeds to repeat the infection, lockdown, deletion, spread sequence 

(Greenberg, 2020).  

The malware spread uncontrollably in the days and weeks following the attack, the blunt 

of the impact was felt by Ukraine. The cleaning facilities of the Chernobyl nuclear power plant 

site were locked and unable to communicate or operate properly, the Chernobyl site went dark 

with as its last message “To all staff members, immediately turn off computers and unplug network 

cables. Await further instructions” (Greenberg, 2020). Some were able to react quickly enough 

and disconnect their networks to avoid infection, the Ukrainian health minister was warned ahead 

enough to do so, but most Ukrainian federal agencies were impacted by the malware “The 

government was dead,” summarizes the Ukrainian minister of infrastructure Volodymyr Omelyan. 

The Ukrainian postal service, in charge of post, newspaper distribution, and perhaps more 

importantly money transfers and pension payments, went offline too late and had 70% of its data 

erased permanently, leaving the system crippled for months. The credit card system and a vast 

portion of Ukrainian banks suffered the same fate, rendering credit card transaction unusable for 

most purposes. At least four hospitals in Kiev were impacted, every piece of equipment that ran 

windows OS was disabled, from the patient’s data, records, and test results that were hosted on the 

hospital’s servers to the GPS tracking system used to locate and dispatch hospital ambulance units, 

all were locked on the ransomware black screen while data was being erased. In sum, by the end 

of June 27, NotPetya had struck at least four hospitals in Kiev alone, along with two airports, more 

than twenty-two Ukrainian banks, ATMs, and card payment systems, six power companies, and 

practically the entire federal government – an estimated 300 companies were hit and records have 

indicated that about 10% of all computers in the country were wiped (Greenberg, 2020).  

Broad Critical Infrastructure Vulnerabilities – Notpetya International 2017 

 

The NotPetya worm did not stop to Ukraine, the Danish shipping company Mærsk had an office 

in Odessa near the black sea, there an accountant had installed the MeDoc software on only one of 

their computers, which was enough to give the worm a foothold in the company. The headquarters 

in Copenhagen went dark on the same day, and soon after the Mærsk shipping terminals abroad 

started failing, the impact this time was much more physical, hundreds of thousands of tons of 

shipment were waiting to be loaded on thousands of dispatch trucks. The problem was that this 
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digital choreography depended on Mærsk’s data to match containers with trucks and destinations, 

shipping stopped for two weeks before the digital system was re-established (Greenberg, 2020). 

Thousands of tons of shipment were delayed, the company announced an estimated loss of 200 to 

300 million USD due to the Notpetya cyberattack (Lord, 2020).  

The worm spread widely and indiscriminately from device to device, if it was connected 

in some way to an infected device, the worm would find a way to spread to it. American 

multinational delivery services company FedEx was also impacted, the worm spread through their 

services and in a similar fashion locked and deleted key operational data from their operating 

systems. Hundreds of companies and organizations around the world found themselves victims of 

the NotPetya worm, with traces of the cyberattack lingering throughout the years and trails of the 

worm still found in devices today. In their 2019 annual report the firm reported having spent 

approximately $400 million in remediation and related expenses (FedEx, 2019). American 

multinational pharmaceutical company Merck & co were also hit by the worm and reported cost 

of mediation to $670 million (Nash et al., 2018).  

 

Fuel Distribution – Colonial Pipeline 2021 

 

In May 2021, Colonial Pipeline, the largest pipeline company for refined oil products in the U.S., 

announced that it had been the victim of a cyberattack that locked its control system behind a 

ransomware wall. The hack completely stopped operation and distribution of fuel for a week, 

prompting panic buying and gasoline shortages throughout the East Coast (Satter, 2021). The 

attack took place in early May and after a successful intrusion the operating system and data of the 

company were encrypted with the DarkSide ransomware. The perpetrators are from an eastern-

European hacker group called DarkSide, affiliated with Ukrainian, Russian, Belarussian, and 

Georgian hackers it is a prominent group that has successfully executed multiple large-scale 

cyberattacks on private corporations, mainly asking for ransom in crypto currency (Dowd, 2021). 

The hacker group is known to operate from eastern Europe and to be constituted of eastern 

European hackers, but investigators are confident that the group is not government sponsored. 
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The attack was the first from the group to impact infrastructure, the damage was minimal, 

most of the data was recovered and operations resumed after Colonial reportedly paid the Darkside 

a ransom of nearly $5 million in bitcoin (Dowd, 2021). The supply of fuel recovered over the two 

days following the payment, in the week of the shutdown American rushed the gas pumps and 

panic buying at every gas station ensued with harrowing accounts of people filling up plastic bags 

with gasoline which accelerated the shortages. The damages were limited, and the company 

managed to take some of the operating systems offline quickly before the malware spread to them, 

in spite of that the supply was halted. What is worth considering is that every airport along the 

south eastern and eastern coasts of the US are dependent on the fuel supply from the Colonial 

Pipeline. Joe Biden issued a statement in which he emphasized the non-state origin of the attack 

and called upon citizens to remain patient with the return to normalcy, he also highlighted a critical 

aspect of the relationship between government and privately-owned infrastructure “the bottom line 

is that I cannot dictate that the private companies do certain things relative to cyber security” (NBC 

News, 2021). Biden also mentioned the establishment of a compromise-based discussion between 

the federal state and the private company to ensure recovery, executive orders temporarily lifted 

restrictions and governmental support was provided to re-establish the supply of fuel. This 

cyberattack brought up the question of the relation between a government and its privately owned 

infrastructures and highlighted a key flaw of this relation in the context of the attack: government 

intervention in crisis situation.  

Critical system – Critical Infrastructure  

 

Critical infrastructure is perhaps the most direct point of pressure in a society, the reliance of 

citizens on consistent supply of everyday appliances like water, electricity, gas, fuel, heat, and the 

overall interconnectedness of these systems makes critical infrastructure a prime target for 

cyberattacks. The unprecedented impact of the NotPetya attack shook the Ukrainian infrastructure 

to its core, entire ministries went offline, vital bureaucratic tasks, credit card and banking 

infrastructure, public services, hospitals, and various computer systems that ran Windows OS were 

taken down.  

While not expanded upon in this chapter, the reality for hospitals and healthcare as a critical 

system has worsened during the COVID 19 pandemic. The data wipes that impacted Ukrainian 
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hospital during the notpetya attack is just a glimpse of what the healthcare field has experienced. 

Hospitals are particularly prone to ransomware attacks and are often easy prey due to a lack of 

cybersecurity in their systems. These attacks have only worsened during the Covid19 pandemic as 

healthcare capacities were particularly stretched out and vulnerable, with increase in severity and 

frequency, international and national bodies have stressed the importance of increasing 

cybersecurity capabilities of hospitals (Muthuppalaniappan & Stevenson, 2020).  

This section showcased the extent to which critical infrastructures are vulnerable to 

cyberattacks. Power grids are increasingly vulnerable to cyberattacks, and the number of attacks 

on electrical grids in increasing (CSER, 2021). As the central node to other critical infrastructure, 

the electrical systems around the world are facing increased demand in terms of energy production, 

and this increased reliance in turn amps up the vital importance of these systems to society. The 

Aurora Tests have showcased a new vulnerability that can be either delivered to or inherently 

implanted in critical infrastructure systems, expanding the number of possible attack vectors in 

electrical systems. The notpetya attack also showcased how vulnerable international shipping 

infrastructures are, the impact on Mærsk was devastating and halted operation for weeks, other 

private companies suffered similar impacts and dealt with the onerous aftermath of the attack.  

 

Global spread mechanisms 
 

There are a multitude of cracks and vulnerabilities that allow for malicious actors to constitute 

concrete attack vectors for carrying out a successful cyberattack on contemporary digital systems. 

This section draws from the previous cases and academic arguments to identify the ways in which 

a cyberattack can be carried out and the mechanisms through which it can spread globally. 

Following Libicki’s (2015) argument with increased complexity in critical systems, comes 

a heightened tendency for human error which can be manifested in different ways throughout 

modern digital systems. Short and simple credentials can offer an easy access to any malicious 

actor, multiple factors identification or compromised passwords are all aspects that constitute basic 

cyber hygiene but are often the most straightforward point of access for hackers and criminals. 

Weak cybersecurity or poor encryption can constitute the same level of threat, encryption has not 
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yet entered the norm for basic digital hygiene. However, none of these are miracle software 

solutions and as the solarwind hack demonstrated, no system is totally infallible and human error 

offers an easy breach into the most sophisticated cybersecurity systems (Banga, 2021). 

The attack itself can take multiple forms, ranging in complexity from simple brute force to 

an elaborate attack. Brute force attacks are a relentless trial and error method to access encrypted 

data or guess a password, similar to a burglar trying to crack a lock. There are some basic counter 

measures to brute force attacks that are integrated into most systems. However, the cover of 

anonymity and modern computing methods allow hackers to attack defenses indefinitely without 

facing reduced chances or consequences. Distributed Denial of Service (DDoS) is a type of 

flooding attack that overwhelms a server or device with a disruptive goal in mind, essentially 

making the device, website, or service inaccessible or causing it to crash. The 2007 cyberattack 

against Estonia is an example of a DDoS attack. Zero-Day Vulnerability Attacks abuse intrinsic 

flaws of a system that are unknown to the defender up until the breach occurs; this is an inherent 

flaw of digital systems. Ransomware is a tool used to lock data, access, or control of a device from 

its user by encrypting data on the device. To recover access the user must pay a ransom, usually 

in crypto currency, a form of currency that is harder to trace once distributed. Examples of 

ransomware attacks include the initial phase of the NotPetya attack, or the Colonial Pipeline attack 

of 2021; ransomware is a commonly used tool by hacker groups like the Fancy Bear or Sandworm. 

Phishing is a form of cyberattack that targets a trusted source of the user like email, phone number, 

or text message to trick the user into opening a link between the hacker and a trusted device. 

Phishing is a frequently used tool to bypass two factor authentication, it is also a tool that 

successfully abuses the human component of systems by luring a user into sharing passwords, 

credentials, or personally identifiable information, the first phase of the 2015 Ukrainian blackout 

included a phishing attack. Computer worms are a form of malware that is designed to spread from 

one device to another, it does so by self-replicating and spreading through networks. The Not Petya 

worm is an example of a computer worm, it was extensively used throughout Ukraine and impacted 

hundreds of systems internationally between 2017 and 2019.  

New software is rarely designed from scratch, programmers often rely on existing 

repositories of algorithms, so they don't have to “reinvent the wheel” when building complex 

systems. Repositories, such as JavaScript's Node Package Manager, are used extensively by 
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developers worldwide and boast millions of lines of code's worth of content. In February 2021 a 

security researcher detailed how he was able to hack into systems belonging to Apple, Microsoft, 

PayPal, and other major tech companies in a novel software supply chain attack (Haworth, 2021). 

This was achieved through dependency confusion or integrating strands of readily available codes 

with malicious lines of code that once picked up and implemented by programmers become an 

infected piece of a puzzle. Using this method, the security researcher was able to exploit this 

vulnerability to breach the internal systems of the above mentioned organizations as well as 

Shopify, Netflix, Yelp, Tesla, and Uber (Haworth, 2021). This is another way for malicious code 

to make its way to a system or device, regardless of whether they are connected to the internet 

after deployment. 

An anecdotal type of attack has been revealed to be veridic by a team of researchers at the 

University of Illinois and Michigan, “USB thumb stick drops” attacks that consist of dropping an 

infected USB stick near a military base and counting on human curiosity to plug it in a computer 

connected to the targeted system. The team of researchers investigated the issue based on an 

anecdotal attack on an undisclosed US military base using a simple USB drop method, they 

concluded that that “users are initially acting altruistically, but their curiosity eclipses their altruism 

as they try to find contact information” with results varying from 45% to 98% of the USB drives 

were plugged in devices and successfully infected the participants (Tischer, et al., 2016). 

There are multiple ways to defend against these methods, practices like cyber hygiene and 

cybersecurity methods like Proof of Concept exploits can protect an organization or system from 

these attacks. As discussed throughout the theory section, cyber security entities are in a constant 

tug of war with malicious hackers that consistently and constantly find new vectors of attack in 

contemporary digitalized systems. 

 

Global spread mechanism - SCADA systems 

 

Irmak & Erkerk (2018) deepen the identification of global spread mechanisms by identifying 

cyberattack vectors that are specific to critical infrastructures and their Supervisory Control and 

Data Acquisition (SCADA) systems. Attacks targeting hardware are particularly efficient for 

closed networks (not connected to the internet or any external networks) and are often carried out 
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as a hardware implantation via third party company. This was the alleged procedure of the 2010 

Stuxnet cyberattack on the Natanz nuclear facility, the malware was installed on an independent 

third party-issued hardware that once installed in the facility spoofed the SCADA system readings 

while damaging the centrifuges of the cite. Hardware attacks can also be conducted on site, where 

code or malware could be directly injected in the facility systems (Irmak & Erkek, 2018).  

Attacks targeting software are much more common and can be executed remotely ensuring 

a certain level of anonymity and reducing detection risks for malicious actors. A US Department 

of Homeland Security developed the National SCADA Test Bed program which analyses and 

identifies existing security flaws in SCADA source code and software design (2011). The software 

identified three common vulnerabilities: input validation, authentication, and access control; all of 

which were found in source codes of SCADA systems of critical infrastructures (USHS, 2011). 

One key limitation is that source code updates of SCADA systems is difficult to roll out and largely 

depend on the (often private) operator of the critical infrastructure, since software update could 

engender technical complications most SCADA systems might in fact be outdated (USHS, 2011; 

Irmak & Erkek, 2018). Buffer overflow is a common input validation vulnerability in SCADA 

systems, which occurs when the software writes more data to the memory than the space allocated 

causing the program to run outside of normal functions in a scenario prone to breaches (Irmak& 

Erkek, 2018).  

Lastly, attacks targeting communication systems can disrupt SCADA system efficiency 

and can impact operation, as mentioned in the chapter on critical infrastructure, many critical 

infrastructures depend on real time data to regulate flows and service delivery, this is especially 

true of electrical grids and pipelines. A disruption in data communication of just a millisecond can 

create a halt in operation, this can be managed with real-time data inspection and security test, 

which not all SCADA systems can accommodate in tandem with operation (Irmak& Erkek, 2018). 

In the context of cyberspace, anthropogenic networks like the internet, communication 

networks, or information and communication technologies are the main global spread mechanism. 

Replicators thus far have mainly been individual hackers, but the spread of the NotPetya Worm 

drastically expanded the realm of possibility in terms of spread of cyberattacks, essentially 

cascading through connected systems at the speed of digital communication.  
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Discussion  
 

The environmental scanning analysis has explored various instances of cyberattack in an attempt 

to depict the range of possibilities in cyberspace. Identifying critical systems and global spread 

mechanism from the classification of global catastrophic risks methodology. The combination of 

these two allows us to already infer on the extent to which cyberwarfare can be considered a global 

catastrophic risk scenario. However, holistic risk management must take into account the human 

element that moderate GCR through prevention and mitigation efforts (Avin et al, 2018). This 

section will take the cases explored in the analysis and use them in a discussion that aims at 

identifying the prevention and mitigation failures of catastrophic cyberattacks.  

 

Normative Prioritization.  

 

Throughout the research on existential risk and GCR the threat of artificial intelligence is 

consistently presented as the next technological risk that humanity will have to deal with. Bolstered 

by the cautionary speeches of famous personalities like Elon Musk or Stephen Hawkins, both 

calling out the tremendous potential of artificial intelligence as the next threat to humanity, the 

theoretical and unproven threat posed by AI seems to have overshadowed the reality that is 

unfolding in cyberspace. Martin Rees (2004) wrote “our final century” where he considers “rogue 

nano-machines that replicate catastrophically” as a credible technological threat to humanity but 

does not account for potential impact of cyberwarfare. Both the 2018 and 2020 Global Catastrophic 

Risks reports from the Global Challenge Foundation categorize Artificial intelligence as the next 

technological challenge that humanity will face (GCF, 2018; GCF, 2020). The 2018 report 

indicates that Artificial Intelligence might be decades away and might use vectors along the lines 

of warfare, finance, cybersecurity, and political institutions, privacy, and employment to impact 

society. This speaks to one of the normative limitations in preventing a cyber-enabled global 

catastrophic risk scenario: the lack of prioritization in academic and organizational literature as to 

which technological threats should be prioritized first.  
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Australian roboticist Rodney Brooks wrote the “7 deadly sins of AI prediction” published 

in the MIT Technology Review magazine in 2017. There he laid out 7 arguments that explore how 

wrong predictions about AI can impact the technological and political landscapes negatively. “We 

are surrounded by hysteria about the future of artificial intelligence and robotics—hysteria about 

how powerful they will become, how quickly, and what they will do to jobs.” (Brooks, 2017). He 

argues that despite the tremendous advances in the field of computing and AI the complexity of 

the task at hand (creating human level consciousness) is mystified and blown out of proportion as 

to what the threat really is (Brooks, 2017). Bostrom (2013) indicates that there seems to be a 

prioritization and/or overestimation of less probable risks (e.g. asteroid collision) and an 

underestimation of more imminent and probable technological risks. Considering the critical 

systems vulnerabilities explored in the analysis these are already attack vectors used to abuse 

vulnerabilities in the critical systems of society, the prioritization of the threat of artificial 

intelligence in the agendas only delay effective governance and the prioritization of the already 

demonstrated impact that cyberwarfare has.  

This prioritization has a normative impact and tends to divert attention away from the real 

extent of the threat posed by cyber warfare. Furthermore, the threat of a cybercrime tends to capture 

the attention of citizens much more than the threat of cyberwarfare, this is bound to a form of 

cognitive bias that makes individual relate to individual-scale threats much more than grander 

threat. As such, a lot of the political and societal attention is placed on micro-level threats (bank 

account theft, identity theft, phishing, spam, spyware) on the individual and tends to encompass 

what constitutes a cyberattack in the imaginary of people. This is seen at the individual level with 

the explosion of protection software especially VPN companies (Nord VPN, Dash lane, express 

VPN), and at the political level with the often flawed understanding of politicians vis-à-vis the 

technological reality of cyber (IPU, 2021). This lack of prioritization can pose an hinderance to 

the mitigation and prevention of catastrophic cyberwarfare, whether by underestimating it because 

of a cognitive bias, the lack of social and political awareness due to the non-normative salience of 

the issue, or plain misunderstanding.  
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The lack of clarity & attribution 

 

There is this unanimous lack of common understanding of what constitutes cyberspace, both as a 

medium for human interactions but also as to what constitutes a cyberattack; paired with the 

problem of attribution this epistemic hurdle makes for one of the biggest preventions and 

mitigations failure. A solid, fact-grounded, commonly understood notion is key for designing 

mitigation, preparation, and response measures. There have been some definitions established, 

notably by the US CYBERCOM which defined it from a military perspective as a field of 

operation, the United Nations defines it along the lines of peace and security, human rights and 

sustainable development, the International Telecommunication Union (ITU) focuses on the 

technological aspect of the ITCs forming cyberspace, but the lack of clarity is a strong hindrance 

to common progress in securing and sustaining peaceful usage of cyberspace.  

The concept of a concise definition is sometimes not achieved within a state itself, back in 

2013, Lieutenant Colonel Samuel P. Mowery of the United States Marine Corps argued that to 

respond appropriately to threats in the cyber domain, the U.S. government needs whole-of-

government definitions to determine what acts constitute cybercrime, cyber warfare, and cyber 

terrorism (Mowery, 2013). Furthering this argument, American political scientist Peter Singer 

wrote about the U.S. military official’s stance on cyberspace and cyberattacks and called out the 

US military and the press at large for associating cyber warfare with historical military events like 

the cold war, pearl harbor, or the Cuban missile crisis. Gaps in understanding and dated 

conceptualization leading officials to treat cyberspace as a field of operation on par with the 

traditional physical field (Singer, 2014). This can lead political and civil and military leaders to be 

caught off guard when facing a cyberattack or a situation in cyberspace. In a seminar at “Talks at 

Google” (2014), he mentioned how military officers file in “cyberattacks” under the same category 

regardless of whether they are an insignificant prank call made by teenagers, or a cyberattack on 

infrastructure by a nation state, leading people to misinterpret the nature of cyberthreats in a “boy 

who cried wolf” scenario. These impact the perception of the public and of the political spheres 

and contributes to the lack of clarity that is so key for effective decision making, prevention, and 

mitigation.  
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Attribution is the other key aspect of cyberspace that heavily limits mitigation and 

prevention efforts. As explained in the theory section attribution of cyberattacks is by nature 

difficult if not impossible, throughout the cases studied attribution was a constant problem, keeping 

governments from addressing the post-attack recovery, and almost entirely preventing prosecution. 

The nature of cyberspace grants immunity to military weaker actors an asymmetric advantage, 

offense if becoming easier while defence is growing harder, and the difficulty of attributing the 

attacker’s identity undermines deterrence (Lindsay, 2013). However, furthering Lindsay’s 

argument, not only is the asymmetric nature of cyberspace granting heightened potential to small 

actors, but in the context of accountability and respect of Human Rights and International 

Humanitarian Law, it gives aggressive nation states a window of action and a plausible deniability 

“get out of jail free card” while attacking other nation states.  This is, as will be argued further in 

the discussion, arguably the case of Russia, who has been extensively expanding and testing its 

offensive cyber capabilities on states like Russia, Estonia, France, or the US.  

One extraordinary prosecution was carried out by the Department of Justice of the United 

States of America (DoJ) in October 2020, the investigation of cyberattacks against (1) Ukraine; 

(2) Georgia; (3) elections in France; (4) efforts to hold Russia accountable for its use of a weapons-

grade nerve agent, Novichok, on foreign soil; and (5) the 2018 PyeongChang Winter Olympic 

Games brought the DoJ to charge six Russian GRU officers with connection to worldwide 

deployment of destructive malware and other disruptive actions in cyberspace (DoJ, 2020). The 

defendants were all officers of unit 74455 of the Russian GRU, linked with the notpetya attacks, 

the Ukraine attacks between 2013 and 2017, and other attacks like the Pyongyang Winter 

Olympics hacks and cyberattacks on the 2017 French elections (DoJ, 2020). These officers were 

successfully identified after credible information was posted on a website relating to the Sandworm 

group where the officers in questions claimed the attack and were bolstered for the cyber 

accomplishment (DoJ, 2020). However, it is important to remember that the officer will most likely 

never be trialled and/or sentenced since there are no extradition treaties between US and Russia, 

and the defendants are unlikely to ever find themselves on US soil. Furthermore, it could be argued 

that the DoJ trial against Russian unit 74455 has more of a façade to publicly appear tough on 

Russian cyberattacks and stand to the side of the impacted US allies, rather than an actual attempt 

at bringing about justice. The division within the US bureaucratic justice system and the lack of 

willingness to pursue a juridical and international conflict with Russia over poorly sourced and 
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alleged cyberattacks. In April 2021, the Biden administration issued economic sanction against 

Russia, furthering the long line of already in place sanctions set up from the 2014 annexation of 

Crimea, along with a diplomatic sanction that expelled 10 Russian diplomats (BBC, 2021). Both 

sanctions were seen as an attempt to walk a tight line between imposing a consequential enough 

cost to the alleged Solarwind cyberattacks and other “unacceptable behaviours of Moscow” in 

cyberspace, while maintaining a certain level of diplomatic relations.  

Establishing clarity in cyberspace is a vital to ensure stability in interactions between 

nations, legal ambiguity in cyberspace might be alluring for some states in the short term, but it is 

decidedly a poor operational or strategic choice (McLaughlin & Schmitt, 2017). The application 

of International Humanitarian Law, a respect of Human Rights, and a general sustainable peace 

are clear targets to achieve in cyberspace for international institution. However, the application of 

laws designed for the physical world with direct human interactions, physical borders, and a 

generally respected sense of sovereignty, are hardly applicable online for they lack these specific 

prerequisite axioms. 

Cyber as the new military norm 

 

The use of offensive cyber capabilities in a military context has been discussed throughout the 

analysis section. Most countries have adopted cyberspace as the fourth frontier of warfare 

alongside with the classical fields of air, sea, and land. NATO and the US both have publicly 

announced their advances in cyber technologies in the military context and some have already 

tested them. Returning to the argument made by Robert J. Art (1980) and the expansion of the 

theory of offensive military capabilities into cyber by Lin and Smeets (2018), the role of deterrence 

in cyberspace is downgraded due to the nature of the medium of operation. Accordingly, efficient 

deterrence in cyberspace is left almost exclusively to reputation and credibility which is itself built 

through the post-deployment results. This seems to apply to the stance that Russia has adopted in 

cyberspace, their constant probing of these defenses of neighboring countries and cyber operations 

conducted abroad to showcase a certain desire to build up credibility as a cyber deterrence nation.  

While the Trump administration effectively altered the processes of accountability that 

restrict the US military while undertaking cyber operations, there is still a certain level of liability 

on the part of the US cybercom vis-à-vis the US congress. In essence the US-led cyberoperation 
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are bound to some extend by institutionally-enforced accountability, this is not the case of every 

other cyber-abled nation. Russia, mainly through the actions of the GRU, operates without much 

accountability in cyberspace, their cyber operation over Ukraine showcased a level of recklessness 

that rippled through Europe and much of the world. The technology used by groups like Fancy 

Bear, unity 774455, Sandworm, and the GRU at large have showcased level of depth for cyber 

attacks that are setting a new precedent for the field of cybersecurity. Their attacks on Ukraine’s 

critical infrastructure, government, military, and communication systems, the first nation-wide 

attack on Estonia, and the Solarwind attacks have established Russia as more than able to conduct 

operations in cyberspace securing its place as a force to be reckoned with, hence efficiently 

applying cyber deterrence. The actions of Russia in cyberspace impacted lives of citizens, have 

cost hundreds of institutions countless sums of money, and disrupted nations on scales rarely seen 

in the modern age. During a conference about the sandworm group at “Talks at Google” in 2019 

Andy Greenberg and Peter Singer raised an interesting question: what if the damages caused by 

the NotPetya worm had instead been caused by a GRU special ops on the ground with a gun or 

explosive? The international response might have been vastly different.  

Cyber operations do not occur in a vacuum, beyond establishing a stance as a credible 

cyber-abled nation Russia is expanding its offensive cyber capabilities and is concretely arming 

itself. Considering the Russian interventions in cyberspace, especially in Ukraine and Eastern 

Europe, an historical parallel can be drawn with the 1937 bombing of the Spanish city of Guernica. 

The civilian town of Guernica saw itself the first historical target of air raid bombings, it has been 

argued that the destruction of Guernica was of no strategic value in of itself, rather it is often 

considered a testing ground for the German blitzkrieg method that would see use throughout world 

war II (Manzanares, 1997). The international community at the time failed to speak out against the 

massacre of Guernica, famous Spanish artist Pablo Picasso immortalized the attack in one of his 

most famous piece “Guernica”. The lack of outrage from the international community at the time, 

paired with the political context of the late 1930s allowed Germany to perfect its air raid 

capabilities. The same way Guernica was considered a target practice with no strategic value, many 

of the contemporary cyberattacks conducted by Russia have no inherent strategic value. 

Temporary disruption, data file corruption, and network intrusions can appear insignificant in a 

vacuum, for proof cyberattacks thus far have claimed no direct victims. However, analyzing these 

attacks solely on the merit of their direct impact is ignoring the possibility of long term military 
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application that are appearing at the horizon. Another detail to take into consideration is the room 

for error that could lead to escalation; as it has been shown cyberattacks are already consequential 

enough to be deemed a substantial threat, but the lack of agreement on what constitutes a 

cyberattack and the difficulties in attribution can realistically lead to a situation where a 

cyberattack could escalate into conflict. In 2019, NATO Secretary General Jens Stoltenberg 

published an official statement maintaining that “A serious cyberattack could trigger Article 5, 

where an attack against one ally is treated as an attack against all” (Stoltenberg, 2019). Raising 

questions about the efficacy of the deterrence of article 5 in cyberspace, which was arguably not 

enough to dissuade malicious actors from attacking Estonia in 2007. Some would go as far as argue 

that the entire deterrence spectrum of NATO states, including article 5, and the US nuclear 

umbrella, were put in question by the cyberattacks on Estonia (Herzog, 2011).  

Limitations of application of IHL  

 

International Humanitarian Law (IHL) is a body of law that regulates and delimits, for 

humanitarian reasons, the effects of armed conflicts. The main purpose of IHL is to protect the 

persons who are not or no longer partaking in an armed conflict by restricting the methods of 

warfare. Note that International humanitarian law applies only to armed conflict; it does not cover 

internal tensions or disturbances such as isolated acts of violence (ICRC, 2004). Until now, most 

cyberattacks have occurred outside of the context of armed conflict. However, the expansion of 

military operation into civilian areas of society is a growing concern in the IHL community. Using 

offensive cyber capabilities as a targeted strike on infrastructure, hospitals, communication, or any 

of the previously mentioned fields that are well within the reach of cyberattacks, can allow a state 

to effectively pressure sensitive areas of a nation while bypassing traditional kinetic warfare (e.g. 

bombing).  

The first attempt to bring cyberattacks under the jurisdiction of IHL was made by NATO’s 

Cooperative Cyber Defence Centre of Excellence (CCDCOE) in the publication of the Tallinn 

Manual, a non-binding study on how international law applies to cyber conflicts and cyber warfare. 

The publication was a collaborative effort that brought together experts in the field of international 

law and cyber warfare, the core effort of this gathering was to examine cyberwarfare in relation to 

the application of international laws. The Tallinn manual does not represent the views of NATO 
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or its allies, rather it is the endeavour of international experts to provide guidance to decision 

makers around the globe on topics of international law and cyberwarfare. While the Tallinn manual 

initially focused on cyberattacks between states in the context of an armed conflict, it was 

expanded in 2013 to treat the eventuality of a cyberattack during peacetime. 

The key recommendation of the Tallinn Manual is centred around strengthened 

partnerships and due diligence. Due diligence is arguably the most important normative 

steppingstone towards safer and peaceful utilization of cyberspace. It is a non-binding requirement 

that demands of states to not use cyberspace as a pathway to infringe on IHL and to ensure with a 

reasonable degree of feasibility that their sovereign land is not used to carry out such attacks. The 

experts of the Tallinn Manual have explicitly highlighted this normative step as a much-needed 

collaborative step, but the concept is rather divisive step. Following the United Nations Group of 

Governmental Experts, most countries were in favour of admitting that they “should” adopt due 

diligence methods rather than stating that they “must” do so. The efficiency of such a step depends 

wholistically on universal application, which in the current climate seems unrealistic. However, 

due diligence in cyberspace appears to be a pre-requisite for a path forward to be carved, 

international law acknowledges that the right of sovereignty and the corresponding duty of due 

diligence must be in equilibrium (Shmitt, 2015). Under the current trend of technological 

progression, it is unclear how governments are expected to reasonably prevent their territory from 

being a launching ground for cyberattack without incurring unreasonable spending in monitoring 

activity on cyberspace.  

The UN Group of Governmental Experts established had for aim the establishment of a 

norm for responsible state behavior in cyberspace. Their work spanned 6 subsequent groups 

(fifteen to twenty-five rotating UN members) with notable development in 2013 with the adoption 

of a consensus report outlining a set of ground norms for the governance of cyberspace and 

reaffirming that international law, state sovereignty, and human rights apply to cyberspace, 

forming the groundwork for other UN-related cyber-related discussion (Basu et al., 2021). The 

Open-Ended Working Group which is includes all member states is struggling to find an agreement 

between the US and its allies and states like Russia and China who want to steer the UN OEWG 

in a direction that aligns with their respective national interest. Definition of key terms like 

information sovereignty has also created controversy amongst member states with western 
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democracies opting for a more liberal stance while China argues for a definition that would not 

challenge its current restrictive media environment.  

The limitation remains, most parties agree that IHL regulation should apply to cyberspace 

and cyberoperation, but the boundary for engagement in cyberspace is still unclear and 

cyberattacks are currently treated as a weapon used in the context of a traditional military 

engagement, rather than as an independent form of warfare. Most cyberattacks described above 

occurred outside the context of military conflict between nations and the involvement of 

government is either being denied or untraceable. Still, the ICRC insist that cyber operations can 

cause human harm and must therefore by held accountable under the norms of IHL. Their work 

on the matter concluded in a similar manner, agreeing that IHL “should” apply but wondering how 

IHL “could” be applied, stressing amongst other things three key problems in the application. 

Civilian and military targets are not isolated in cyberspace, often overlapping there is no clear 

distinction made between the two and often military systems use civilian communication channels 

to operate. This is echoed by this project, even more so when considering that civilian systems 

have been prioritized over the military targets that protected them, sparing the offensive party a 

military confrontation to reach the actual pressure point of the attacked nation: civilian 

infrastructure. What consist an attack is not universally accepted, while the ICRC has issued 

protocols to this end defining attacks as ‘acts of violence against the adversary, whether in offence 

or in defense’ (Gisel & Rodenhäuser, 2019). Echoing the disagreements brought forth by the GGE 

and the OEWG, disagreement as to how to organize and treat cyberspace as a field of human 

interactions still impair progress in ensuring peace in cyberspace.  

Government and critical infrastructure 

 

The digitalization of every aspects of society is pushing governments to a different kind of 

governance. Many of the classical aspects of the duties of government, as eclectic might they be 

from one government to the other, are changing in cyberspace. While theoretically similar in their 

approach to cyberattacks, state-sponsored hacking and independent hacking from a third party 

group are still distinct from one another. The funds and capacities of state sponsored hacker groups 

still have greater impact in cyberspace. While technological progress might change this 

observation, it is safe to assume for the purpose of this argument that this status quo will remain 
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for some time. This raise a question in relation to infrastructures, as France has labelled it, 

infrastructure operators whether private or public are to ensure their own operative security in the 

physical realm as well as in cyberspace. A similar statement was issues by President Biden 

following the 2021 colonial pipeline hack, private companies have their own decisions to make. 

So how are companies, specifically critical infrastructure operators, expected to ensure their own 

cybersecurity when faced with state-sponsored cyberattacks?  

The role of government in critical infrastructure operation is being tested in most western 

democracies, placing the respect of private property at odds with the security of citizens. There 

seem to be no straight forward solution to this conundrum, critical infrastructures have been proven 

to be vulnerable entities and prime target for cyberattacks, and both private and public sectors have 

faced consequential cyberattacks. This tension relates to the heart of modern democratic 

governance, where a solution must include a sense of security and an accountable constitutional 

governance. The reality of the threat posed by advanced cyberattacks on infrastructure requires the 

full attention of a collaborative effort between the government and the private sector (Shore, 2015). 

The EU's Cybersecurity Strategy for the Digital Decade includes in its first paragraph the notion 

that EU citizens deserve a secured and consistent usage of infrastructures and that “The EU’s 

economy, democracy and society depend more than ever on secure and reliable digital tools and 

connectivity” (EU commission, 2020).  

Arguments have been made in favor of holding governments accountable for upholding 

critical infrastructure security, binding operation infrastructure with the obligation of state to 

ensure its citizen’s security (Shore, 2015). Relying on a public/private cooperation seems to be the 

way currently adopted by most western countries, but the fact remains that governments often fall 

short of securing cyberspace and are often left to adapt to the evolution of cybersecurity threats 

rather than keeping up with them.  
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Conclusion 
 

Cyberattacks and cyberwarfare are an increasingly defining part of modern sociopolitical 

interactions, this is a reality that we do not yet grasp and have failed to adapt to thus far. Instances 

of cyberattacks have impacted and impaired critical systems in just about every major aspects of 

society. While the demonstrated impacts are considerable, the question remains: to what extent 

does it constitute a credible global catastrophic risk scenario?  

Vulnerabilities in governmental systems relating to communications, have allowed hacker to 

impact mediatic institutions, governmental websites, and governmental agencies. Critical aspects 

of governmental administration relating to digital ID systems, securing data of national 

importance, paying pension, and communications with other governments have been shown to be 

vulnerable to cyberattacks as well. The expansion of E-governance in countries around the world 

and the established digitalized norm in most western democracies show a clear path of dependence 

on digital technologies for governmental and administrative institutions. There has also been 

attempts to disrupt democratic processes at different levels, democratic disruption is a possibility 

whose extents and veracity is still disputed, and the confirmed instances seem the point towards 

an increased number of cyberattacks on democratic processes in the future.  

The adoption of cyberspace as a field of operation on par with land, sea, and air by every major 

military power speaks to the significance of cyberspace as a domain of interaction. The nature of 

cyberspace has hindered effective defense of civilian targets and significantly reduced the role of 

deterrence in international relations. A new military norm is forming around cyberspace, the 

safeguards granted by anonymity and the difficulties in attribution favor countries that disregard 

sovereignty, human rights, international humanitarian laws, and have no system of internal 

accountability in carrying out attacks. Russia seems to be taking full advantage of this new context, 

extensively testing its offensive cyber capabilities on neighboring countries as a well as overseas, 

and slowly forging an indisputable stance as a credible cyber-abled nation. The pursuit of offensive 

cyber capabilities by military nations risks pushing nations into a context of instability ripe for 

escalation. The difficulties in implementing existing IHL regulations to cyberspace might indicate 

the need for a new approach that would appropriately account for the systemic differences between 

physical and cyberspace. A humbling fact to remember is that existing IHL was slowly built up 
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from 1864-onwards, with each major conflict being the push bringing together nations to 

supplement existing norms (1929 Geneva convention, 1949 convention, 1974 Diplomatic 

Conference on the Reaffirmation and Development of International Humanitarian Law Applicable 

in Armed Conflicts) (Alexandr, 2015). The hope being that the international community can 

experience that push to legislate cyberspace without a major conflict. 

Offensive Cyber Capabilities are not developed in a vacuum, while the cyber attacks explored in 

this paper seem isolated there is no reason to believe that the tools used to scratch the surface of 

critical systems stop being relevant once deployed. The importance of the solarwind hack has been 

drastically underplayed as “simple espionage” by the media, the cyberattack successfully 

infiltrated a key national agency that directly relates to nuclear energy and nuclear weapon 

stockpile information. The fact that nothing was damaged does not mean that nothing could have 

been damaged. As Greenberg (2020) and Singer (2014) argue, there is no reasonable scenario 

where the current “espionage-oriented” status quo does not evolve (or escalate) towards a worse-

off version of interactions in cyberspace.  

The vulnerabilities exposed in nuclear weapon systems are a grave concern and adds uncertainty 

to a climate of nuclear tension that is arguably catastrophic in of itself. Atop a climate of nuclear 

rearmament between Russia, China, and the US, cyber vulnerabilities in the nuclear weapon 

systems increase the chance of false escalation and/or inadvertent launch.  

The critical infrastructure systems have been explored in some depth and multiple key 

vulnerabilities were identified. The evolution of cyber-physical infrastructure and the adoption of 

Supervisory Control and Data Acquisition systems have contributed to the development of modern 

infrastructure but by the same token have opened up a new realm of vulnerabilities in cyberspace.  

As mentioned throughout the project, the digitalization of critical infrastructures has brought a 

concrete pressure point of civil society within the grasp of cyberattacks. The interdependency of 

critical infrastructure and their reliance on the electrical grid has heightened this issue. 

Furthermore, attack vectors on critical infrastructures can be found both online with classical 

spread mechanisms and offline by integrating malicious code onto third-party hardware. Energy 

production, distribution of water, fuel, gas, transport, and electricity, distribution of essential goods 

and services, communication, public transportation, seaport transportation, air traffic control, 

manufacturing, hospital and healthcare services, even dispatch of emergency services are all 



Master Thesis  Arthur Duforest, DIR 

Department of International Affairs   Aalborg University, 2021 

page. 58 
 

critical systems that society and people heavily depend on, and their disruption beyond a certain 

level could prove to be disastrous. This project has showcased few examples of how some of these 

systems have been temporarily disrupted, and while no human life has been lost as a direct 

consequence of these attacks, the feasibility of these disruptions lays down a multitude of realistic 

scenarios where human lives could be at risk. 

The discussion highlighted the human element that moderate GCR through prevention and 

mitigation efforts. In the field of existential risk both on a political and academic aspect, there 

seems to be a lack of prioritization of the issue of cyber warfare. Instead, futuristic scenarios like 

artificial intelligence are put in the spotlight by academics and authors. While this issue certainly 

has relevance in the field, cyberattacks represents a more immediate threat to society. The lack of 

clarity and established definitions prevents concrete steps to be taken towards stabilizing 

cyberspace and ensuring its peaceful use. This paper, along with many others, has attempted to 

provide a valid definition of these terms, and through case studies explored the implications of the 

nature of cyberspace. However thus far, attempts at a universalization of understandings remain 

slowed by political agendas and the prioritization of individual interest.  

Normative steps have been taken in this regard but more often than not, these soft laws, 

recommendations and policy guidance rely on good will and due diligence, rather than established 

framework of accountability. Arguably leaving cyberspace an unregulated and unregulatable 

entity.  

This paper has investigated the topic of cyberattacks through the scope global catastrophic risks 

methodology and environmental scanning, and has attempted to answer the question: “To what 

extent can cyberattacks constitute a global catastrophic risk?”  

- The nature of cyberspace is fundamentally changing traditional power dynamics between 

nations, this new and evolving context poses a challenge that I would qualify as extreme, 

in the sense that it alters universally understood norms and interactions that up until now 

were taken for granted - accountability, symmetrical power relations, narratives of national 

defense and sovereignty, the impacts of technological dependence, and a sense of security 

for a citizen’s future prospects.  

- Nation states find themselves evolving in this new context with dated understanding of the 

power relations in a complex system in dire need of clarity. The problem here is that by 
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bringing dated realist power stance in a realm as complex and depended-upon as 

cyberspace, we risk escalation. The international community is witnessing the testing of 

new advanced cyber weapons on population and civilian infrastructures – the parallel with 

the bombing Guernica made in the discussion seems all too relevant when applied to the 

Russian cyberattack on Ukraine. Imagining that these weapons are use in the restricted 

context of the Russo-Ukrainian conflict is deceptive and if left unaddressed 1) constitutes 

a form of compliance with the treatment of Ukrainian population (or any other impacted 

nation), 2) deepens the gap between the offensive cyber capabilities of nations, 

encouraging armament. 

- Every aspects of society have to various extents grown dependent on information and 

communication technologies and cyberspace, as these dependences grow, so do 

vulnerabilities. Critical infrastructures are at risk and currently operate at a border between 

development and catastrophe. Aiming towards development, growth, and security, while 

increasing the dependency of society on vulnerable system is actively putting the security, 

prosperity, and human potential of nations at risk.  

- Cyberattacks must be recognized in the broader context of their technological capabilities, 

thus far it seems like governments assess cyberattacks on the merit of their impact rather 

than acknowledging the attack in the context of what it represents to national security.  

In conclusion, and putting aside the notion of nuclear warfare, which in of itself is an undisputed 

existential threat that is only exacerbated by cyber vulnerabilities in the nuclear weapon systems.  

As of the writing of this paper, qualifying the commonly understood notion of cyberattack as an 

existential threat would be considered an exaggeration. None of the cases explored constitute an 

existential threat in of themselves, at best cyberattacks are prevented, at worst the nation deals with 

economic and structural reconstruction. But it seems reasonable to conclude that a simultaneous, 

coordinated, full-scale cyberattack on all vulnerable critical systems of a society could leave it 

crippled, result in human casualties, and as seen with the Notpetya worm, spread beyond the initial 

target through communication systems. The event of such a “worst-case scenario” cyberattack 

could undoubtedly be a considered a global catastrophic risk scenario, and this paper demonstrates 

that all the pieces of that puzzle exist in practice.  
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Further Research 
 

The quantitative limitation addressed in the methodological consideration could prove to be a point 

of focus of further research. Establishing a quantifiable classification of existential risk could be a 

useful step in achieving the much-needed understanding of what constitutes a cyberattack and how 

to address it.  

This project was written with the intended goal to build understanding and raise awareness about 

the reality of cyberattacks and cyberwarfare. The joint publication “assuring our common future” 

(PNND, 2020) was a step towards raising awareness about the UN disarmament agenda. Having 

written the section about cyberspace I highlighted good parliamentary practices that could secure 

a peaceful and sustainable usage of cyberspace. This paper has expanded my views on the matter 

and returning to the drawing board to investigate cyberattacks as global catastrophic risk from a 

parliamentary perspective could offer good practices that would be implementable by 

parliamentarians.  
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