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Chapter 1

Introduction

Today’s world is demanding smaller and smaller electronic devices which can be used
in the world of nanoelectronics or biosensoring among others. In order to fabricate
these devices traditional methods fall short regarding reproducibility not mention that
they increase its complexity and become prohibitively expensive as size is reduced.
New strategies to build electronic devices at the nanoscale have been studied, and
organic molecules seem to be a promising alternative [1]–[3]. Some of these naturally
existing organic molecules can self-assemble into nanometric structures providing a
stable scaffold for the fabrication of nanoscopic materials, such as nanowires. The use
of biomolecules in nanoscale fabrication not only will provide stable scaffolds but also
molecular recognition and increased stability of the materials. Molecules often used to
decorate these self-assembled organic structures are metals, so most of the trials done
so far aimed for the fabrication of conductive nanowires or antimicrobial structures
with an increased specificity regarding cell targeting [4].

Research on the use of self-assembling organic molecules as scaffold for metal nanos-
tructures synthesis has been quite large. Moving the focus more to the topic of this
project; both, small self-assembling peptides and fairly large oligomers, have been
used to grow metal nanostructures on them. Thomas Scheibel and co-workers, for
example, used a modification of the Sup35 protein from Saccharomyces cerevisiae
(NM peptide) that proved to self-assemble in β-sheet fibers to create gold and silver
nanowires approximately 100 nm wide [5]. This, together with studies conducted by
D. Gottlieb and T. Guterman represent an example of the use of bio-inspired peptides
as scaffold for the fabrication of metal nanowires [6], [7]. D. Gottieb et al used a
collagen-like peptide as scaffold for the growth of gold nanowires. Their strategy was
different from the others in the way that they first incubated the peptide with gold
ions and then, once the metal had conjugated with the peptide, they started the self-
assembling process to end up with a continuous wire coated with gold atoms. Other
studies have used completely synthetic peptides, designed for an easy self-assembling
process [8]–[12]. These peptides are rather small, not exceeding the 8 residues and
contain hydrophobic and hydrophilic regions to help the self-assembling process while
keeping the complex soluble in polar solvents. They can also contain charged residues
that will serve as anchoring points for the metal ions.

The interaction between metals and amino acids (ligands) has been poorly charac-
terized since the vast majority of the studies done so far focused on the experimental
rather than in the theoretical part. Nonetheless some research can be found where Ab
initio calculations has been performed in order to shine some light on the interactions
between the amino acid and the metal atoms [13]–[15]. The complexity of such inter-
action is notable. Crystall field theory (that describes the break of degeneracy of the d
orbitals when ligands are incorporated into the system) and the Valance-bond model
(that roughly states that electrons from the ligand are placed in the valance orbitals
of the metal) fall short on describing the properties of the coordination complexes,
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specially regarding transition metals. A new theory was required to fully describe
these interactions. The Ligand field theory combines the two above-mentioned theo-
ries with the Molecular Orbital theory (that describes how the combination of different
atomic orbitals leads to the formation of completely new molecular orbitals) and allow
a better understanding of these complexes and predict their properties such as param-
agnetism or fluorescence. Quantum-chemistry software such as ORCA, MOPAC and
Multiwfn among many others, can describe with fairly good accuracy these transition
metals-amino acids interactions, and others, and are used to theoretically describe the
properties of these complexes [13]–[15].
These hybrid materials are thought to be a key part for the development of nanoelec-
tronics since they have been proved to conduct electricity. If the coating is continuous,
a conductivity similar to that reported for metal nanowires should be expected due to
its structural similarity but, if there are areas uncovered by metal atoms or even thin
vacuum gaps, the conductivity will be dominated by tunneling steps between metal-
rich areas and then a more complex model will be needed to describe the conductivity.
Hence, coverage of the peptide is rather important for the conductivity of the com-
plexes. This has been observed by Acar et al, where different surface potentials were
measured along the gold-coated fibers, implying that the percolation point had not
been reached. Further study on the assemblies with and without gold nanoparticles
suggested that the low conductivity values observed on the pristine peptide fibers may
be due to the presence of ions in the solvation shell around the peptide, since the mea-
surements showed a difference of around 106 units in conductivity between pristine
and gold decorated fibers [9]. Gottieb et al demonstrated that the collagen-like peptide
coated with silver had indeed conductivity, which not at first but after a given number
of cycles (15 cycles in their study) can be characterized as ohmic. They justified this
change of behaviour on the annealing effect of the cycles over the metal clusters, re-
ducing the impurities on both the bulk and the extremes of the metal wire [6]. Again,
proving that coverage is pivotal for conductivity characteristics of the complex, the
I-V curve observed at low levels of cycles was characteristic of the presence of electron
tunneling regime governing the conductivity. Another study, where the difference in
conductivity as well as the importance of coverage can be seen, is in Guterman gold
coated fibers. There, through a conductive-tip AFM analysis (CP-AFM) was seen
that big difference in resistance was achieved based on how much metal coverage the
fibers had, to the point of almost no conductivity at all for pristine fibers. Further-
more, the densely decorated fibers showed an increase of conductivity with a decrease
on temperature, indicating a metal-like charge conductivity [7].
Not only conductivity enhancement has been seen when peptide fibers has been deco-
rated with metal nanoparticles. Antimicrobial activity, most likely due to interaction
with bacterial membranes, has also been reported. Pazos and coworkers studied the
effect of metallized peptide nanofibers on bacetial growth introducing these complexes
into the LB medium inoculated with E. coli. The optical density of the cultures showed
a reduction on growth only when the metallized fibers were introduced not when the
pristine fibers were used for the analysis. Furthermore, they tested the toxicity against
eukaryotic cells with a mice myoblast cell line (C12C12 cells). The use of these deco-
rated fibers proved to be less toxic to eukaryotic cells than the use of AgNPs alone [10].

The aim of this project is to synthesize a seven amino acid peptide (Fmoc-GFD3E:
Fmoc-Gly-Phe-Asp-Phe-Asp-Phe-Glu). This peptide has been designed to self-assemble
into β-fibers and to have a strong π-π interactions as an attempt to make it conduc-
tive. The fibers formed by GFD3E will be coated with silver atoms in order to create
a continuous metal wire of nanometers in diameter. Structural as well as functional
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properties will be analyzed with further focus on the conductivity of both the pristine
and decorated fibers. Molecular dynamics as well as quantum chemistry simulations
and calculations will be performed in order to better understand the interaction of
silver atoms with the amino acids, and how these interactions will affect the overall
system.

1.1 Self-assembling systems

Self-assembly is a naturally occurring phenomenon for which simple molecules asso-
ciate in a higher order structure. The process of self assembly has been defined in
very different ways, most of them disagreeing in whether the use of an external force
is understood as self-assembling or not. Here, the definition given in the book Self
Assembly. The science of things that put themselves together [16]. It follows as "spon-
taneous formation of organized structures through a stochastic process that involves
pre-existing components, is reversible and can be controlled by proper design of the
components, the environment and the driving force". The study of self-assembling
processes has attracted attention from very different scientific fields. Biologist have
been interested in the study of how nature produce these organized complexes almost
effortlessly; chemist and engineers have focused on the design of new components
capable of self-assembly ranging from the macro to the nanometer scale and math-
ematicians together with computer scientists have studied self-assembly in order to
create models that will help understanding and designing new self-assembling sys-
tems. Because giving a proper and in deep explanation of what self-assembly is would
require a whole book by itself, a few ideas will be given in this report in order to help
the lector understand the formation of the GFD3E fibers.

A good point to start is by describing each of the components found in every self-
assembling system, these are four: particles, environment, driving force and binding
force. The first component to be described are the particles. In order to lead to a self-
assembling process and not a simpler aggregation, particles that self-assemble must
posses some special characteristics that will be specific for each one of the components
of the system mentioned above. These particles may have an internal complex orga-
nization without which the process of self-assembling won’t be possible. This is the
reason why often particles that will self-assemble are named as Structured particles.
Bringing this concept to the more familiar field of peptide self-assembly. If the pro-
tein/peptide is understood as the self-assembling particles, then these are organized
particles composed by smaller particles (amino acids) the nature of which will play a
key role on determining the final structure of the complex. Furthermore, these struc-
tured particles may require a modification, being a conformational or a structural
change before they can self-assembly into larger systems.

Continuing with the other component that can be designed, this is the environment
in which the self-assembling process occurs. It is obvious that the environment will
always be present in a self-assembling and any kind of system, so its properties will
have an important role on determining the organization of the final structure. Because
there are a lot of different factors that can be altered modifying the environment, the
importance of this component will be highlighted when describing some examples
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Figure 1.1: Representation of a self-assembling system, where the environ-
ment, the particles and both kinds of forces, the driving force (A) and the

binding force (B) are represented.

of inorganic and organic self-assembling processes, but for the most eager lectors
some traits often used to controlled self-assembly are temperature, concentration of
the structured particles and other particles (for example salt), electromagnetic fields
among others.

Once the components subjected to be altered in order to drive the self-assembling
process towards a desired structure are described, it is the turn for the forces moving
together and stabilizing the self-assembled structure. These forces cannot be changed,
although the design of the particles as well as the environment can change which one
of the different forces will dominate. One important characteristic to define a system
as self-assembling is that the structured molecules must be placed randomly in the
environment. Hence, the driving forces are those that will move the system until the
structured particles are close enough for the short-range binding forces to trap them
and stabilize them. An obvious driving force is the thermal noise, where by increasing
the temperature of the system the motion of the molecules inside is increased. When
the structured particles are close enough, the binding forces get in act. It is difficult
to draw a clear line between driving and binding forces, but a honest attempt can
be done by distinguishing these two kinds of forces by categorizing the binding forces
as those that hold the system in a stable and ordered state. As stated above, the
self-assembling process is characterize for being reversible thus, in order to maintain
the system stable the binding forces must be larger than the repulsive forces. Some
binding force can be the capillary force or meniscus forces. The capillary force is
caused by the condensation of liquid (often water) in the meniscus formed by two hy-
drophilic particles interacting with a hydrophobic surface. Another example would be
the Van der Waals forces which are attractive forces between two charged particles or
the steric and depletion interaction, the latest tightly related to the properties of the
solvent. Again, as a reminder to the lector, the properties of the structured particles
will dictate what kind of binding forces will dominate [16], [17].
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The process of self-assembling can be classified into three different groups. Those are:
static, dynamic and programmed self-assembly. Their description is trivial. Starting
from the static self-assembly the system is characterized to follow an energy minimiza-
tion path and when it has reached a local or global minimum, the system remains in
that thermodynamic equilibrium. The dynamic self-assembly is characterized by the
fact that the final structure will only be stable as long as the system is dissipating en-
ergy, otherwise the structure will break down. For a better understanding, an example
will be given. Let’s imagine a homogeneous solution with aluminium nanoparticles.
If a voltage is applied from one extreme of the system to another, the aluminium
nanoparticles will begin to aggregate in the direction of the applied voltage. Once
the voltage is ceased, the nanoparticles will dissipate into the random organization
they first had [16]. The dynamic self-assembly do not relay on energy minimization
but in altering the properties of the structured particles so the binding forces will be
larger than the repulsive ones. The last and probably the more abstract one is the
programmable self-assembly. It is understood as the link between computation and
self-assembly, where each of the structured particles contains information of how the
self-assembly process must end, that is, based on small differences on the structured
particles, different ending structures will be created leading to a sort of input-output
working method as in computer science.

Different structures can be obtained from a self-assembling process, although they
can be resumed to monolayers and complex organizations [18], [19]. Monolayers are
formed by a single layer of atoms/molecules deposited on a substrate. The simplest
design of the structured particle for it to being able to form a monolayer can be de-
scribed by three different regions, a functional head that will be used to functionalize
the monolayer, an anchor group that will interact with the substrate and a linker that
will link these two groups. The linker, although its description seems trivial, plays an
important role in determining the strength of the interaction. The higher order orga-
nizations are formed when molecules are amphiphilic, that is to present a hydrophilic
and a hydrophobic group. If the solvent is hydrophilic, these molecules will maintain
the hydrophilic region in contact with the solvent and will protect the hydrophobic
region from the solvent. Based on how the structured particles are designed the final
structure will be different.

Moving towards a more interesting part for the scope of this report, some key as-
pect of peptide self-assembly will proceed. Peptide self-assembly into higher order
peptidic structures is not rare to find in nature in the form of globular proteins or fib-
rils. This self-assembly when controlled is beneficial for the growth and well-being of
the cells but when it is unregulated it leads to harmful structures that are the cause
of many diseases [20]–[22]. Human-designed peptide self-assembled structures have
also been studied giving rise to very complicated geometries with a particular interest
[23], but for the sake of simplicity only those studies who obtained a similar structure
as the one obtained with Fmoc-GFD3E peptide will be analyzed and discussed. A
big effort has been put on in understanding how the β-fibers are self-assembled and
what forces govern this process since the formation of amyloid fibers is the main cause
of Alzheimer’s disease [20]. Amyloid fibers are protein aggregates, often insoluble,
that consists of a cross-β structure where β-strands are arranged in an antiparallel
or parallel manner and stabilized by hydrogen bonds [fig. 1.2], being the antiparallel
interaction the more stable, since the centers responsible of forming hydrogen bonds
are located perpendicular to one another [24]. They are characterized as unbranched
filaments that based on the peptide sequence range on nanometers in diameter up
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to microns in length [18]. Fibrilization can occur in two different pathways, I) each
peptide nucleate from solution and II) peptide oligomers join an already formed fibril.
The choice of which pathway to go when fibrilating is unknown and both of them are
assumed to happen simultaneously [25]. What is well known is the structural steps
to get to the β-sheet bilayer (the final ordered structured, of which the higher levels
of organizations consists of repeats of this unit). Peptides begin in a conformation
of extended β-strand in solution, where each side chain is oriented orthogonal to the
backbone. This peptides will begin to interact with one-another leading to the for-
mation of a stable β-sheet. These β-sheets in solution will get attracted to each other
due to the hydrophobicity and/or coulomb interaction of its residues and form the
β-sheet bilayer, where non-polar residues are buried inside and polar residues are in
contact with the solvent [26]. The liberation of the polar residues helps in the creation
of hydrogen bonds between β-sheets that will give stability to the complex what will
lead to a long range order [27]. The intelligent design of these fibers can turn them
from insoluble to soluble.

(a)

(b)

Figure 1.2: Representation of the interaction of two peptides forming a β-
sheet. In a) the interaction is parallel and in b) the interaction is antiparallel.
Hydrogen bonds are marked by a dashed black line. R1 represents the side-

chain of the amino acid.

The physico-chemical properties of the peptides will dictate the structure and stability
of the final complex. Hydrophobicity plays an important role in aggregation. This
hydrophobicity can come from non-polar residues as well as from aromatic residues
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and its importance in aggregation can be seen when highly hydrophobic clusters are
rarely found in naturally occurring proteins [22], [26], [28]. Hydrophobic residues will
tend to protect themselves from the polar molecules in the solvent, thus moving closer
the peptides in a polar solution. Hence, hydrophobic residues are not governed by a
reduction on enthalpy but by a reduction on the entropy of the system [29]. When
aromatic residues are present in the peptide, not only they contribute by increasing
hydrophobicity but also by introducing another point of interaction, the aromatic
rings. Aromatic rings will interact in what is called the π-π interactions. They, unlike
only hydrophobic residues, have directional growth [30].

(a) (b)

Figure 1.3: Representation of the hydrophobic and aromatic amino acids. a)
hydrophobic amino acids and b) aromatic amino acids. The figures have been

created with Chemsketch.

The role of aromatic residues in the self-assembling process has been studied by per-
forming point mutations on amyloid peptides. Most of these studies have proved that
aromaticity is not essential for self-assembling yet, it is an important factor that will
lead to different structures [31]–[33]. An example of such a strategy is the study done
by Lakshmanan and coworkers where they synthesised different fragments of natu-
rally occurring peptides known for its implication in different diseases and studied
its properties [34]. They found that that even though peptides containing aromatic
residues and peptides containing only hydrophobic residues all self-assembled, the
KL7 peptide (KLVFFAE) self-assembled into more rigid beta-fibers most likely due
to the presence of the diphenylalananine moiety. Lee and coworkers went one step
further and studied the effect on the position of the aromatic residues in the peptide
on self-assembly. They saw that although the overall hydrophobicity and charge of the
peptides under study where the same as well as the constituents, their position inside
the peptide led to notable differences in both the self-assembly process and the final
morphology, concluding that the alternation of hydrophilic/hydrophobic residue in the
fashion (X −Y −X −Y )n where X is any hydrophilic residue and Y and hydrophobic,
led to the best results [35].

Another important property which can be controlled when designing amino acid se-
quence is the net charge of the peptide. A large charge of the system either positive
or negative will hinder the aggregation of the peptides due to electrostatic repulsion
[22], [36]. In order to increase the stability of the complex, a design where each pep-
tide possesses both negative and positive charges will allow for attractive electrostatic
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interactions which are stronger than the hydrogen bonds created between the peptide
backbones [30], [37].

1.2 Metal coating of peptide-based structures

It is not new to grow metal nanoparticles on small peptides or on self-assembled pep-
tidic structures. Some studies have been conducted both by molecular and quantum
chemical simulations and experimentally to understand the nature of these interac-
tions and the characteristics of the materials obtained.
Several successful examples can be found where different peptide sequences were tried
in order to study the stability and functionality of such complexes. In general, these
studies use a rather similar approach when growing the metal particles and when
studying the properties and characteristics of the resulting peptide-metal complex.
These techniques will be reviewed in the project.

1.2.1 Ag-peptide interaction

Transition metals are characterized by the presence of filled or partially filled d or-
bitals. They posses a large number of oxidation states what gives them a varied
colorimetric as well as paramagnetic properties. Transition metals are known for its
ability of binding with other atoms or molecules creating a complex called coordina-
tion complex. Description of these interactions is a complicated topic and to give a
detailed description of it and in specific of the interaction of silver with amino acids,
years of research are required, hence, a small and brief introduction of the most im-
portant ideas of ligand field theory will be done in this report. Let’s begin with the
first theories and how they represented a problem to explain certain properties of the
coordination complexes.

Crystal Field theory

Crystal field theory advocates that ligands can be understood as point charges moving
towards the metal atom, in any direction. These point charges would represent the
electrons of the ligand at its corresponding valance orbitals, hence, the interaction
that is being described is mainly ionic interactions. When the ligand will get close to
the metal atom, the atomic orbitals of each member of the interaction will interact
in such a way that some orbitals will feel a stabilization force and some will feel a
destabilization force. Whether the metal orbital feels an increase (destabilization)
or a decrease (stabilization) on energy will depend on how the ligand approaches the
metal ion. A general case that is often used to describe this splitting of the degeneracy
levels of energy of the d orbitals is the octahedral interaction (six ligands with equal
energy are approaching the metal ion through the axis). The representation of such
system can be seen in fig. 1.5.
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(a) (b)

(c) (d)

(e) (f)

Figure 1.4: 4d and 5s orbitals representation of the silver atom. Figures were
done by first performing an SCF calculation on Silver atom in ORCA and then
plotting the orbitals in Multiwfn. The orbitals represented are the a) 5 s, 4dxy

in b), 4d2z in c), 4dyz in d), 4dxz in e) and 4dx2−y2 in f).
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Figure 1.5: Simplification of the octahedral complex interaction between a
transition metal (M) and six ligands coming from each on the axis (L).

Regarding the orbitals of the transition metal, those that have more importance are
the valance orbitals (those located at the most outer shells of the atom), these are the
five d orbitals (two of them are in-axis (dx2−y2 and dz2) and three off-axis (dxy, dxz
and dyz) and the s orbital of a the next level of energy. A representation of the valance
orbitals (five d orbitals and one s orbital) of silver atom can be seen in fig. 1.4.

In the scenario proposed in fig. 1.5, the ligands are approaching the metal atom always
through the axis those orbitals that elongate through an axis will suffer and increase
of the energy due to the proximity of two negative charges. The orbitals that elongate
off-axis (dxy, dxz and dyz) will see a decrease on the energy, fig. 1.6. Accounting for
the energy splitting, the electrons will be placed in each orbital based on the energy
required for it, since not only the orbital energy must be taken into account but also
the repulsion between two electrons populating the same orbital (Pauli exclusion prin-
ciple). This placement will be done as follows: first the lower energy levels will be
filled with one electron (spin now is indifferent), the remaining electrons will be placed
in a) lower energy levels if the energy cost of pairing two electrons with opposite spin
is less than the energy cost of moving the electron to the levels at higher energy and
b) to the higher energy orbitals if these levels are not very different in energy than
the lower ones. The placement of electrons at the different d orbitals will lead to the
wide ranging of colorimetric properties of the coordination complexes.

As stated above, Crystal field theory serves as a good approximation on how the coor-
dination complexes behave, but is not complete since it doesn’t take into account the
formation of molecular orbitals upon interaction between two or more atomic orbitals.
These molecular orbitals play an important role on the stability and properties of the
complex but they are also difficult to describe. The best approach so far is the linear
combination of atomic orbitals. This interaction and its properties is described by the
Ligand Field Theory.
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Figure 1.6: Energy diagram of the octahedral complex, where six ligands ap-
proach the transition metal from each of the axes, as represented in fig. 1.5.
The diagram show how the d orbitals lose degeneration and those located in-

axes decrease in energy but those located off-axes gain energy.

1.2.2 Ligand Field theory and Linear Combination of Atomic Or-
bitals

This section is based on the book Molecular orbitals of transition metal complexes
[38] and Quantum Chemistry [39].

When two or more atoms are interacting together their respective atomic orbitals
(AO) will feel a change in its properties and combine together to form the molecular
orbitals (MO). There will be as many molecular orbitals as atomic orbitals participate
in the interaction. When two AO from different atoms or molecules interact, two MOs
are formed. One is responsible of the constructive interaction of these orbitals and
have the name of bonding orbital (φ+). Two AO have constructive interaction when
they are both in-phase [fig. 1.7]. The physical meaning of the interaction between
two in-phase waves is that the probability of finding electrons between the nuclei will
increase, hence, the charges of the two nuclei will be screened and the repulsion will
be counteract. At the same time, from the interaction between those two AO another
MO is formed. In this case this interaction will be destructive, since both AO will be
off-phase [fig. 1.7], and the MO formed is named anti-bonding orbital (φ−). These two
different MOs (bonding and anti-bonding) can be easily spot in an energy diagram
since the anti-bonding orbital will be high in energy while the bonding will found itself
in a lower energy state [fig. 1.8].
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Figure 1.7: Representation of two waves in-phase a) and off-phase b). In the
context of the project, a) will lead to a constructive and bonding interaction

while b) will lead to a destructive and anti-bonding interaction.

It is easy to see that two AO require some overlapping for the interaction to be done.
If this overlap doesn’t exist, there will be no interaction. Because of that property, the
orbital geometry is rather important, and in particular the symmetry of the orbitals,
since only those orbitals with the same symmetry will have constructive interactions.
There are four different symmetry groups that are used to describe the valance orbitals
of the transition metals. Taking into consideration only the s, p and d orbitals the
symmetry groups are as follow. The s orbitals consists of an sphere and are comprised
into the A1g symmetry group. The p orbitals (px, py, pz) are comprised into the T1u
symmetry group, an represented triply degenerated since they prolonged along the
three different axis. The five d orbitals are split into two different symmetry groups.
The on-axis orbitals (x2 − y2 and z2) are represented into the Eg symmetry group,
while the off-axis orbitals (xy, yz, xz) can be found in the T2g group, table 1.1.

s px py pz dxz dxy dyz dz2 dx2−y2
A1g T1u T1u T1u T2g T2g T2g Eg Eg

Table 1.1: Symmetry relations for orbitals from s to d.

To illustrate the effect of the symmetry on AO-AO or AO-MO interactions, the in-
teraction between a sigma orbitals and between a sigma and a pi orbital will be used.
When two sigma orbitals are close enough and appropriately orientated for them to
interact, the overlapping is of the whole orbital, what will lead to a strong interaction
section 1.2.2. On the other hand, when two pi orbital are close enough and appropri-
ately orientated to interact, the overlap of these two orbitals is relatively low, leading
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to a weaker interaction section 1.2.2. When a sigma orbital and a pi orbital want to
interact, two kinds of overlapping can be seen. On one side there is overlapping of
orbitals with the same symmetry and on the other side there is overlapping of orbitals
with opposite symmetry section 1.2.2. This construction will lead to a destructive
interaction, ergo a non-bonding orbital (molecular orbital that don’t stabilize nor
destabilize the complex).

(a) (b)

(c) (d)
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(e)

Figure 1.8: Pi-pi and sigma-sigma orbitals overlapping. As can be seen, π-π
interaction occurs sideways while σ-σ interaction occurs axially, giving more
stability to the complex. Interactions represented in images a) (π-π overlap-
ping) and b) (σ-σ overlapping) will be constructive leading to bonding molec-
ular orbitals. On the other hand, interactions represented by c) (π-π anti-
symmetry overlapping) and d) (σ-σ antisymmetry overlapping) will lead to a
anti-bonding molecular orbital due to the interaction of opposite symmetries.
Interaction represented in e) (σ-π overlapping) will lead to the formation of a

non-bonding molecular orbital.

Ligands are rarely composed of a single atom but are most likely molecules themselves,
that means that the interaction metal-ligand will be composed of an interaction of
atomic orbitals from the metal with molecular orbitals from the ligand. Suddenly
the whole systems gets a little bit more complicated since bonding, anti-bonding and
non-bonding orbitals must be included in the analysis. If this is the case, only those
MOs with energies similar to the metal valance orbitals will have a major role in the
interaction and so the other MOs can be ignored. Often the MOs from the ligand
that fulfill this requirement are the non-bonding orbitals. The bonding orbitals often
are very low on energy and the anti-bonding orbitals are very high on energy so the
energy gap between the AOs from the metal and the bonding and anti-bonding MOs
from the ligand is too high for them to ever interact. And if there is any interaction,
this will be much weaker than for the non-bonding orbitals. Bear in mind that this
may not be the case for all coordination complexes, but it is a fairly good assumption.
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Figure 1.9: Energy diagram of the interaction of a transition metal between
six ligands (all with the same energy) placed as an octahedral complex as in
fig. 1.5. Each new molecular orbital is associated to its respective preceding
atomic orbital by colour code: blue (s from n+1), green (p from n+1) and red
(d from n). Atomic orbitals s and p from the metal (right hand diagram) are

totally or partially empty of electrons (LUMO, LUMO+1).

Linear combination of Atomic Orbitals

In order to describe mathematically the construction of molecular orbitals the Lin-
ear Combination of Atomic Orbitals (LCAO) technique is required. It consists on a
superposition of the atomic orbitals (described by a wave-like function and a coeffi-
cient) involved in the interaction.Each molecular is described by a linear combination
of a set of approximated functions that represent atomic orbitals (basis functions)
[eq. (1.1)].

ψK =
K

∑Cnφi (1.1)

where ψK is the wavefunction of the K molecular orbitals, Cn is the weight coefficient
that determines how much influence the atomic orbital φi has.
If the Schrödinger equation is solved to know the energy of the system, the following
expression is obtained

HψK = EψK (1.2)

which integrated over all space can be turned into



Chapter 1. Introduction 17

∣H −E ∣ψK⟩ ∣ = 0 (1.3)

ψK can be substituted by the expression in [eq. (1.1)] leading to

RRRRRRRRRRR
H −E ∣

K

∑Cnφi⟩ = 0 (1.4)

the expression above is left-multiplied by each of the atomic orbital wavefunction to
obtain

0 =
⎛
⎜⎜⎜
⎝

ca ⟨φa∣H −E∣φa⟩ cb ⟨φa∣H −E∣φb⟩ ⋯ ci ⟨φa∣H −E∣φi⟩
cb ⟨φb∣H −E∣φa⟩ cb ⟨φb∣H −E∣φb⟩ ⋯ ci ⟨φb∣H −E∣φi⟩

⋮ ⋮ ⋱ ⋮
ci ⟨φi∣H −E∣φa⟩ ci ⟨φi∣H −E∣φb⟩ ⋯ ci ⟨φi∣H −E∣φi⟩

⎞
⎟⎟⎟
⎠

(1.5)

the set of equations in [eq. (1.6)] can be separated as

0 =
⎛
⎜⎜⎜
⎝

ca ⟨φa∣H ∣φa⟩ − ca ⟨φa∣E∣φa⟩ cb ⟨φa∣H ∣φb⟩ − ca ⟨φa∣E∣φb⟩ ⋯ ci ⟨φa∣H ∣φi⟩ − ci ⟨φa∣E∣φi⟩
ca ⟨φb∣H ∣φa⟩ − ca ⟨φb∣E∣φa⟩ cb ⟨φb∣H ∣φb⟩ − cb ⟨φb∣E∣φb⟩ ⋯ ci ⟨φb∣H ∣φi⟩ − ci ⟨φb∣E∣φi⟩

⋮ ⋮ ⋱ ⋮
ca ⟨φi∣H ∣φa⟩ − ca ⟨φi∣E∣φa⟩ cb ⟨φi∣H ∣φb⟩ − cb ⟨φi∣E∣φb⟩ ⋯ ci ⟨φi∣H ∣φi⟩ − ci ⟨φi∣E∣φi⟩

⎞
⎟⎟⎟
⎠

(1.6)

Using the following equivalences

⟨φa∣H ∣φa⟩ = ∫ φiHφi =Hii (1.7)

⟨φa∣H ∣φb⟩ = ∫ φiHφj =Hij (1.8)

⟨φa∣φa⟩ = ∫ φiφi = Sii (1.9)

⟨φa∣φb⟩ = ∫ φiφj = Sij (1.10)

where Hii and Hij are the expectation value of the hamiltonian and Sii and Sij are the
overlapping matrices (Sii is equal to 1) the expression in [eq. (1.6)] can be simplified
to

0 =
⎛
⎜⎜⎜
⎝

Haa −ESaa Hab −ESab ⋯ Hai −ESai
Hba −ESba Hbb −ESbb ⋯ Hbi −ESbi

⋮ ⋮ ⋱ ⋮
Hia −ESia Hib −ESib ⋯ Hii −ESii

⎞
⎟⎟⎟
⎠

⎛
⎜⎜⎜
⎝

ca
cb
⋮
ci

⎞
⎟⎟⎟
⎠

(1.11)
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The above matrix leads to the Secular determinant [eq. (1.12)] which when equaled
to zero will lead to the different energy levels of the MOs.

0 =

RRRRRRRRRRRRRRRRRRR

Haa −ESaa Hab −ESab ⋯ Hai −ESai
Hba −ESba Hbb −ESbb ⋯ Hbi −ESbi

⋮ ⋮ ⋱ ⋮
Hia −ESia Hib −ESib ⋯ Hii −ESii

RRRRRRRRRRRRRRRRRRR

(1.12)

Because the solution depends on the number of AO that are used for the description
of the MO, the complexity to solve the secular determinant increases as the number
of basis functions are increased. An example of a system with one electron and two
basis functions (AO) is given in appendix A.1.

1.3 Computational chemistry

To calculate the electronic properties of a system the Schrödinger equation must be
solved. This has been solved for a one-electron body, but the complexity escalates
quickly as the number of electrons increase, so it is easy to see that when the electric
properties of a molecular system are to be calculated, computational power is required
and some approximations are compulsory in order to reduce the cost of it. Regarding
the different software prepared to perform quantum chemistry calculations one has
a larger-than-expected number of them from where to chose. The selection must be
done based on the properties and size of the system to study. Said that, in this study
the ORCA software was chosen to perform more accurate calculations on small sys-
tems representative of the big system. The approximations used in these software are
mainly two, the Hartree-Fock (HF) approximation and the Density Functional Theory
(DFT) approximation. Since DFT is more in the scope of this report, a few words
will be given so the lector can get an idea of how these calculations are done, and how
the LCAO is used by these software. When needed, a few words will also be given
from HF approximation, since it will ease the understanding of some DFT basis sets.

1.3.1 Density Functional Theory

This section is based on [40].

DFT is built upon two principles formulated by Hohenberg and Kohn published in
1964. These two principles set the basis for one of the most used theory level in com-
putational chemistry. These two principles, in simple words, state that the electron
density has a tight relation to the hamiltonian and thus to the electrical properties
of the system; and that the ground state of a system is such that will minimize the
energy of the system. That means, since the energy of a system is calculated through
the hamiltonian, and that can be related to the electron density; by knowing the elec-
tron density, the energy of the system can be studied; and by minimizing its energy,
the ground state is found. Put down in other words, what these two principles state
is that each electron in the system is affected by an electron density around it, and
this electron density is different for every point in the system that is being calculated
[appendix A.2]. Based on these two principles and applying the Born-Oppenheimer
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approximation 1 DFT uses a variational method to find the electron density that will
lead to a minimal energy of the system, and once the electron density is calculated,
the geometry of the nuclei will be updated.
The energy functional is affected by the Coulomb interaction between the charged
particles (nuclei and electrons), the electron anti-symmetry and the kinetic energy
of the electrons, the last two being the most complicated part of the functional to
compute. Hence, the energy functional used in DFT follows the same structure as the
electron Hamiltonian.

Hel = Tel + VeN + Vee (1.13)

E[ρ] = T [ρ] +EeN [ρ] +Eee[ρ] (1.14)

In eq. (1.13) and eq. (1.14) the first term in both equations (Tel and T [ρ]) repre-
sents the kinetic energy of the electron and are calculated as a function of the electron
density. The second term (VeN ,EeN [ρ]) and third term (Vee, Eee[ρ), represent the po-
tential energy of the interaction between the nuclei and the electron and the potential
energy of the interaction between electrons respectively. The equation to compute the
potential energies of the interactions between the electron and the nuclei and between
other electrons is fairly straight-forward.

EeN [ρ] =∑
A
∫

ZAρ(r)
∣RA − r∣dr (1.15)

J[ρ] = 1

2
∫ ∫

ρ(r)ρ(r′)
∣r − r′∣ drdr′ (1.16)

It is easy to see in eq. (1.15) and eq. (1.16) that the form of the potential follows
the Coulomb interaction between two charged particles. Some notes must be given in
order to better understand these two equations:

• J[ρ] is a simplification of the repulsion energy between two electrons. Again,
DFT is based on the interaction between two electron densities, so the effect of
particle-particle interactions are lost. This is the reason why it has a different
name and it is not described as Eee.

• In EeN [ρ], since the position of the nuclei is know, it is only required to integrate
over the electronic space. For eq. (1.16), since the position of both electron
densities is unknown, a double integral is required.

• The electron density, ρ(r), gives the average number of electrons in a given
location, which will be used as an indicator of charge (appendix A.2).

• In eq. (1.16) a correction term of the form 1
2 appears to account for the interac-

tion between e−i and e−j and e−j and e−i , since both will give the same result.

• The summation in eq. (1.15) is done over all atomic nuclei.

The term that is key for the description of the energy functional and that generates
more problems to describe is the kinetic energy of the electron being studied as a
function of the electron density (T [ρ]). To do describe T[ρ] the most common ap-
proximation used in DFT is the Kohn-Sham approximation (KS), which introduces
1The Born-Oppenheimer approximation states that the nuclei can be separated from the electrons
when calculating electronic structures, since the mass of a nuclei is larger than that of an electron.
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the concept of the "non-interacting limit". The idea behind the KS approximation is
to compute as accurate as possible the exact kinetic energy of the "non-interacting"
system, and then introduce a correction factor to account for these electron-electron
interactions that were missing. This idea relies on that the "non-interacting system"
is fairly easy to calculate, since it is done through a Slater determinant and is used in
the HF [appendix A.3]. In other words, KS approximation states that first, the kinetic
energy of a system where the electrons are treated as uncharged fermions that do not
interact between them is calculated and over these calculations a correction with name
Exchange-Correlation energy (Exc[ρ]) is added to account for the electron-electron in-
teraction. This last term, Exc[ρ], will have to be approximated by the functional of
choice. Under the KS approximation, the kinetic energy term (TKS[ρ]) of the energy
functional EKS[ρ] is expressed as

TKS[ρ] = −1

2

N

∑
i

⟨φi∣∇2∣φi⟩ (1.17)

The description of the orbitals given by eq. (1.17) is the same given in the HF ap-
proximation. The expectation value for the energy of each electron i present in an
occupied molecular orbital N is obtained under the "non-interacting" framework. In
order to set TKS[ρ] as a functional of the electron density, ρKS(r) is described as
the sum over all the electrons i in each occupied molecular orbital of the probability
function of the electron [eq. (1.18)].

ρKS =
N

∑
i

φ∗i (r)φi(r) (1.18)

where φ∗i is the complex conjugate of the electron function φi. 2 The KS energy func-
tional, EKS[ρ], will then have the following form, where all the parameters, the "non-
interacting" kinetic energy and the coulomb interaction between charged particles are
present and it incorporate the correction factor Exc[ρ] as well [eq. (1.19)].

EKS[ρ] = TKS[ρ] +EeN [ρ] + J[ρ] +Exc[ρ] (1.19)

The exchange-correlation term incorporates all the information that it is unknown of
the interaction between electrons in such large systems. In eq. (1.19) all terms can be
computed but Exc[ρ].

On the KS approximation framework the variational principle must be applied to find
the properties of ψ that will minimize the energy of the system.

HKS(r)ψK(r) = εiψi +K(r) (1.20)
2The complex conjugate (φ∗i ) of a function (φi) is created by replacing the complex part of the
function i to -i so when a function is multiplied by its complex conjugate, the result is the real
part of the function. This applied to a wave-function means that when an electron wave-function
is multiplied by its complex conjugate, the result is a real positive number as the probability
should be.
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The Kohn-Sham hamiltonian is very similar to that used in the HF approximation
but incorporates the exchange-correlation effect as the potential of the exchange-
correlation function (Vxc(r)).

HKS = −1

2
∇2(r) + Veff (1.21)

where Veff is described as

Veff = EeN + ∫
ρ(r′)
∣r − r′∣ + Vxc(r) (1.22)

The potential energy of the exchange-correlation interaction (Vxc) will be approxi-
mated differently based on the functional used to perform the calculations. There
are a lot of different families of functionals that will approximate Vxc(ρ) in slightly
different. A description of all of them will fall far from the scope of this report, so
only a description of the functional used to perform the calculations will be given.

To begin with, a representation of the general form of Vxc(ρ) will be given. Since the
form of the exchange-correlation energy is unknown, it is obvious that the form of the
potential of the exchange-correlation energy is also unknown, so it is described as the
functional derivative of Exc[ρ] with respect to the electron density [eq. (1.23)].

Vxc(r) =
∂Exc(r)
∂ρ

(1.23)

As stated before, only a description of the functional family used in the study will be
given. A description of other functionals can be found in [40].

Hybrid-functionals

A quick reminder for the lector. The functionals are approximations used to repre-
sent the exchange-correlation energy EXC , so it can be introduced in eq. (1.23) and
calculate the ψK , the wavefunction of the molecular orbital K with eq. (A.19) and
approximate the correlation hole. This idea is based on that the two energies are inde-
pendent from one-another, but when observed in real systems, specially in molecular
systems rather than in atomic systems, they are dependent to each-other, ergo the
approximations should be done for both of them together.

Hybrid functionals are inspired by the Adiabatic connection theory, where an in-
terpolation between a fictional "non-interacting" system and the real system is done
by introducing a factor λ. The EXC is integrated over all the λ values. At λ=0, the
Exc is known since it belongs to the "non-interacting" system and is calculated as
in the Hartree-Fock approximation. When λ is equal to one, its value is very good
approximated, although in order to get such a precise approximation, a combination
of functionals must be used [appendix A.4].
Let us start from a fairly good and basic approximation, and is that EXC has linear
dependency on λ
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EXC =
1

2
Eλ=0XC +

1

2
Eλ=1XC (1.24)

As mentioned before the first term on eq. (1.24) can be exactly calculated. The
complexity comes from the second term. Here, the Hybrid-functionals combine other
functionals, often the Local Density Approximation (LDA) and Gradient-Corrected
approximation (GGA), to approximate its value (no detailed description of each one of
them will be given since it falls far from the scope of this project). Roughly speaking,
LDA is a localized functional, by means that it calculates the electron density at a
given point and uses it to calculate Vxc(ρ). Because it only takes into consideration
the electron density at a particular point, it overestimates the exchange energy Ex.
On the other hand, GGA describes how the electron density varies by calculating the
gradient of the electron density at a given point. That gives information of how the
electron density behaves around the electron of reference (ρ1), hence introducing as
well the effect of the correlation energy.

1.3.2 Basis sets

This section is based on [41] and notes from Dr. C. David Sherrill.

DFT theory level is less affected by the choice of basis set than other theory levels
such as HF for example. That doesn’t mean the choice of basis set is trivial for the
calculations accuracy, specially if particular properties such as polarization of the or-
bitals are to be calculated.

Recapitulating to the LCAO, a basis set is a group of basis functions that describe
one-electron orbitals in order to approximate the MO wavefunctions. A good basis
set should represent with the little number of basis functions as possible the system
(it will reduce the computational cost) and should be representative of all elements in
the periodic table, or at least of the most common ones (lantanides and actinides are
barely used). There are a lot of different basis sets that with the proper functional
can lead to very precise results, although there is an important effort from physical
chemists to keep improving and optimizing the basis sets so they will serve as better
approximations.

Basis sets are composed by a group of basis functions describing one-electron AOs.
This is done by describing a 3-D space where the calculation must be done that
resembles that of the real AO. There are two types of ways of describing this 3-D space,
1)Slater-type orbitals (STO) and 2)Gaussian-type orbitals (GTO) [eq. (1.25)].

φSTO(x, y, z) = Nxaybzce−ζr (1.25)

φGTO(x, y, z) = Nxaybzce−ζr2 (1.26)

Where a, b and c parameters define the angular momentum of the orbital, for s-type
orbitals a + b + c = 0 and for p-type orbitals a + b + c = 1 for example. N is a
normalization constant and ζ describes the extend of the radial function. STOs are
more accurate than GTOs since the ζ factor is not modified by a r2 factor. This makes
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the GTOs somehow imprecise at very short or very long distances to the nuclei. That
is solved by increasing the number of GTOs basis functions. Computationally wise,
it is a good strategy since the STOs are rather difficult to compute, so the GTOs
are mostly used in front of STOs for quantum chemistry calculations specially when
moving far away from the H atom.

An easy classification of the basis sets is to use the number of basis functions they
used to approximate each AO. Then if only one basis function is used, the basis set is
called single zeta (SZ), if it uses two double zeta (DZ), if three TZ and so on. Often,
the zeta classification applies only to the valance orbitals since those are the ones
involved in the bonding situations. Core orbitals, since they are very attracted to the
nuclei, can be described by little basis functions and usually are described at the SZ
level, although they are often neglected when a contracted basis set is used.

Contracted Basis sets

Another way of improving the computational efficiency is to contract the orbitals to
calculate, but of course this strategy comes with a price to pay in accuracy. This
strategy is followed by the so-called Contracted Basis Sets. Contracting a basis set
consists on taking a set of primitive basis functions, often Gaussian, named Primitive
GTOs (PGTOs) and modify them [eq. (1.28)] in order to reduce the load on the ba-
sis set by creating the contracted basis functions (CGTOs) and complexity [eq. (1.29)].

φ =
B

∑ = cnφGTOn (1.27)

κβ =
M

∑
α=1

dαβφ
GTO
α (1.28)

φcontracted =
K

∑
β=1

cβκβ (1.29)

On the expressions above, eq. (1.27) refers to the non-contracted form of the LCAO
and eq. (1.29) to the LCAO initial state with the contracted GTOs (κβ), described in
eq. (1.28). In eq. (1.28) the term dαβ is the contraction coefficient.
The standard notation to describe contraction on the PGTOs is represented by the
primitive basis functions inside a parentheses and the contracted basis functions in
square brackets. For example, the contraction form of silver orbitals used for this re-
port is the following (7s7p6d1f)->[4s4p4d2f]. Contraction can be done in two different
methods, segmented contraction and general contraction. In segmented contraction
methods (def2-TVZP for example) only one or a reduced number of PGTOs (n) par-
ticipate in each CGTO and seldom PGTOs are duplicated to participate in different
CGTOs. This will be done uniquely to describe intermediate orbitals [eq. (1.30)].
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κ1 =
n

∑dαφ
GTO

κ2 =
M−n

∑ dαφ
GTO

(1.30)

On the other hand, in the general contraction method all PGTOs contribute to all
CGTOs but with different contraction coefficients [eq. (1.31)].

κ1 =
M

∑dα1φ
GTO

κ2 =
M

∑dα2φ
GTO

(1.31)

Error-wise the general contracted method is preferable, yet, the segmented contracted
basis sets are widely used due to its computational efficiency. Although DFT theory
level is not very dependable on the basis set of choice, it is important to perform all
calculations with the same one in order to be able to compare the results.

1.4 Molecular Dynamics simulations

This section is mainly based on books Understanding Molecular Simulations: From
algorithms to applications [42] and The art of Molecular Dynamic Simulation [43].

In an MD simulation, successive configurations of the system under study are gener-
ated by integrating the Newton’s laws of motion over time [eq. (1.32)]. This equation
is solved by changing the position of the particles (xi) until the properties of the
system are no longer altered. Each particle in the system is given a position and a ve-
locity (to represent a force) at the initial time of the simulation. These two values will
be used by the software to start the calculations since with an initial position value
and a velocity value, a prediction of the subsequent position (x2) can be done. This
has to be done since the forces affecting each particle will depend not only on its own
location but also on the location of the particles around it. That means that every
time a particle (an atom) moves, the forces affecting it will change. This escalates the
number of forces to take into consideration to such a point that eq. (1.32) cannot be
solved analytically so the finite difference method is used.

d2xi
dt2
= Fxi
mi

(1.32)

The basic idea behind the finite difference method is to break down the motion laws
into very small time steps (duration of which can be tailored to each different system)
and to calculate the total force affecting each particle in the corresponding time as
a vector sum of its interactions with the surrounding particles. Once the total force
affecting each particle is calculated, it is considered to be constant throughout the
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duration of the time step. These forces calculated on each of the particles in the system
will then be used to determine the new positions and velocities. This methodology
is mathematically complex and so the algorithms designed to solve it use Taylor
expansions such as the ones shown in eq. (1.33).

r(t + δt) = r(t) + δtv(t) + 1

2
δt2a(t) + 1

6
δt6b(t).... (1.33)

Different algorithms approach this Taylor series in a different way. As an example,
the Verlet algorithm used to perform the MD simulation in this report will be briefly
described. The Verlet algorithm is probably the most widely used due to its simple
approach, although some variations as the leap-frog algorithm has been created. The
Verlet algorithm uses the positions and velocities of the particles at time t and at time
(t − δt) to estimate the position and velocities at (t + δt).

r(t + δt) = r(t) + δtv(t) + 1

2
δt2a(t) + ...

r(t − δt) = r(t) − δtv(t) + 1

2
δt2a(t) − ...

r(t + δt) = 2r(t) − r(t − δt) + δt2a(t)

(1.34)

In the Verlet scheme the velocities do not explicitly appear but can be calculated by
dividing the difference in position by the time step. This algorithm requires little
computational storage since only two sets of positions and one set of accelerations
must be stored. Although, the addition of such a small term δt2a(t) to two very large
terms can lead to loss of precision. A variation of the Verlet algorithm is the leap-frog
algorithm (used in the study). This approach differs a little from the Verlet algorithm.
The Taylor expansion is truncated after the second term and the velocities do have
an implicit term in the calculations. To do so, velocities are not calculated with the
ones obtained at the previous time step but with the (t − 1

2δt) and the accelerations
at time t. Using the newly calculated velocities, the new positions of the particles are
estimated.

r(t + δt) = r(t) + δtv(t + 1

2
δt)

v(t + 1

2
δt) = v(t − 1

2
δt) + δta(t)

v(t) = 1

2
[v(t + 1

2
δt) + v(t − 1

2
δt)]

(1.35)

Contrary to the rule-of-thumb of computational algorithms a good molecular dynam-
ics algorithm not only depends on the speed, the memory and simplicity but it has to
perform at high level in different aspects. The most challenging part of an MD simu-
lation is the calculation of the forces affecting each one of the particles in the system.
If no approximations are used to calculate the inter and intra molecular forces, the
time required to perform these calculations escalates as N2 (where N is the number of
particles in the system). An ideal MD algorithm should calculate the forces relatively
fast but also keeping the estimations as close to reality as possible. It should also
allow for the use of a long time step. This is strongly related on how the forces are
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calculated and how much accuracy is expected from the calculations. Longer time
steps reflects on fewer evaluations of the forces affecting each particle and hence a
shorter computational time. The amount of memory required will also increase, al-
though that do not represent a problem if a small system is studied. Another aspect
that is of importance when deciding which algorithm to use (specially when simulating
big systems) is whether or not such algorithm is time-reversible, that means, if one is
to reverse the calculated momenta of the particles, the "reversed" trajectories must
agree with the previous trajectories.

1.4.1 Coarse grain models

As mentioned above, systems with large number of particles are complex to simulate.
This specially affects all-atom systems, where molecules are described with all their
atoms introducing a large number of degrees of freedom. This is the reason why there
has been a lot of effort to come up with a strategy where the number of particles is
reduced, but the properties of the molecules are unaltered. This is where the Coarse
Grain (CG) models have succeeded. CG models represents fairly well the all atom
structures with a group of interacting mass points named CG beads each of which
corresponds to a group of atoms form the all-atom configuration (degree of coarse-
graining). The process of grouping atoms into this CG beads is called mapping. Hence,
the number of particles to compute is drastically reduced but the physico-chemical
properties of the molecules are kept as close to reality as possible (there will always
be a compromise) [44], [45].
As for the all-atom configuration, CG models must as well describe the bonded and
non-bonded interactions. This is not under the scope of this report but some words
will be given nonetheless. To begin with, each CG bead is assigned a number of
labels that will correspond to a different physico-chemical property [45]. These labels
are:

• Polarity: Polar, intermediate, apolar and changed.

• Hydrogen-bonding character: Donor, acceptor, both donor and acceptor or nei-
ther of them.

• Degree of polarizability: A scale from 1 to 5.

Bonded Interactions

Bonds and angles in a CG model can be modelled by different methods, although the
most common method is the harmonic potential eq. (1.36).

Ubond =K(r − r0)2

Uangles =Kθ(θ − θ0)2
(1.36)

where K is a bond constant, r is the distance between beads and r0 is the equilibrium
bond length. A similar expression will be used for the dihedral and the improper
angles, with a small variation for the dihedral angles which are described by a cosine
harmonic potential [44].
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Udihedral =Kψ[1 + cos(nψ − ψ0)]
Uimproper =Kφ(φ − φ0)

(1.37)

where Kψ and Kφ are force constants and ψ0 and φ0 are the equilibrium dihedral and
improper angles.

Non-bonded interaction

The non-bonded interactions are usually pivotal in describing some macroscopic prop-
erties and thus must be accurately described, what makes it a tedious work, since
attractive and repulsive forces have am important long-range component. Two main
interactions are described, the electrostatic interactions and the Van der Waals forces
[44]. Electrostatic interactions are described by the Coulomb’s law [eq. (1.38)] while
the Van der Waals forces are typically described by a variation of the Lennart-Jones
potential called the LJ 12-6 [eq. (1.39)].

Uelectrostatic =
qiqj

4πεoεRr
(1.38)

where qi and qj are the charges of the CG beads, ε0 is the permittivity of vacuum
and εR is the dielectric constant of the system and r is the distance between CG
beads.

ULJ12−6 = 4εo

⎡⎢⎢⎢⎢⎣

⎛
⎝
σ

r

12
− σ
r

6⎞
⎠

⎤⎥⎥⎥⎥⎦
(1.39)

In the LJ 12-6 expression two terms can be seen, the first term to the power of 12,
represents the Pauli repulsion at short ranges while the second term represents the
attractive long-range forces. The depth of the potential well is described by ε0, the
collision diameter (distance at which the Van der Waals forces go to zero) [44].
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Materials and Methods

Compound Company Lot number
Fmoc-Gly Matrix Innovation 10L02-20-08-085
Fmoc-Asp Matrix Innovation 10K15-20-08-079
Fmoc-Glu Matrix Innovation 10K16-20-08-080
Fmoc-Phe Matrix Innovation 10L16-20-08-093

Triisopropilsilane (TIS) Sigma Aldrich STBB8496V
Trifluoroacetic Acid (TFA) Iris Biotech GMBH 40320

N,N-Diisopropylethylamine (DIPEA) Tokyo Chemical Industry TCI YBHACGR
Dimethylformamide (DMF) Iris Biotech GMBH P9N672020A

Acetonitrile for HPLC WWR BDH Chemicals 18C291590
Sodium borohydride (NaBH4) Sigma Aldrich 452173-100G

Silver nitrate (AgNO3) AnalaR 10233J
Ascorbic acid Riedel-deHaen 70390

Bis(trimethylsilyl)amine (HMDS) Sigma Aldrich STBK0330
Microposit S1813G2 DOW chemicals 10277862
Hydrogen peroxyde Sigma Aldrich STBC2332V
Nitric fumid acid Honeywell BCBS6814V

Sulfuric acid Sigma aldrich K52505132024
Microposit developer (MF-26A) Dow Chemical Company A079E71003

Photoresist Remover (Remover PG) MicroChem 10060355
Amonium hydroxyde solution Sigma Aldrich SZBF3350V

Table 2.1: List of chemicals used in this project.
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Instrument Company Lot number
Peptide sythesizer Activotec Activo P-11

Fluorescence spectrofotometer (peptide synthesizer) Azura UVD 2.1S
Capping agent remover Activotec Activo P-14
HPLC chromatogram UltiMate 3000

Chromatography columne (reverse phase) Biozem 26µm Peptide XB-C18
Atomic Force Microscopy NT-MDT SOLVER Scannig probe microscope

Fluorescence spectrofotometer Chronos DFD Fluoresnce Lifetime Spectrometer
Circual Dichroism spectrofotometer Jasco J-715 Spectropolarimeter

Absorbance spectrofotemeter Holm and Halby Uv-1800
Sonication bath Branson 2510

Filters (Ministart Syringe Filter) Sartorious 00879103
Spin coater Polos Spin105i
Mask aligner Suss MicroTec MA6 Mask aligner

Metal evaporator CryoFox Explorer 600
Wafer dicer Disco Automatic Dicing Saw DAD321

Saw (for wafer slicer) Disco Diamond Blade Z09-SD2000-Y1-60

Table 2.2: List of instruments used in this project.

2.1 Computational methods

2.1.1 Molecular dynamics simulations

Molecular dynamics simulations on the Coarse-grained peptide were performed in or-
der to test its ability to form organized fibers. Different attempts were made in order
to have clear results of the simulations. Concentrations and the chemical properties
of the solvent were the variables selected to be varied [table 2.3].
All-atom molecules were created in Avogadro, were the aspartic and glutamic acid
were negatively charged, and saved as .pdb file. In order to create the coarse-grain
molecule, a script namedMartinize.py was obtained from [46] and adjusted to GFD3E.
The coarse-grained peptide was compared prior to simulations to the all-atom peptide
to find possible errors in the conversion [fig. 3.1]. This visualization was done in VMD
[47] . Simulations were performed in water and in ethanol as solvent. Ethanol was
chosen for its similarity to acetonitrile, since no CG model of acetonitrile was found
to be defined in a coarse-grain force field, so a substitute was needed.
All simulations were performed in a 5× 12× 5 nm box leading to a volume of 300nm3

and solvated a posteriori with its respective solvent (non-polarizable water was used)
which had been energetically equilibrated in a simulation box of the same magnitude.
NaCl ions were added to the simulation box, enough to screen the negative charges
of the aspartic and glutamic acid, that is three times the concentration of GFD3E
peptide. A two step simulation was performed. First a steepest descent minimiza-
tion of 50.000 steps was performed and let run until an energy of 20KJmol−1nm−1

was achieved. Once the potential energy of the system had been minimized, a 20 ns
equilibration step with a time step of 10 ps was performed. The final configuration of
this step was used for the analysis of the results. All MD simulations were performed
in GROMACS [48]–[55]. Martini Force Field v2.2 was used in all simulations [56].
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Again, analysis of the simulations was performed in VMD and in the built-in tools of
GROMACS. All files used in the simulations can be found in Files link.

GFD3E Environment 1 Environment 2 Environment 3

Water
Box volume [nm3] 300 300 300

GFD3E concentration [mol/L] 0.08 0.16 0.33
Salt concentration [mol/L] 0.24 0.48 1

Ethanol
Box volume [nm3] 300 300 300

GFD3E concentration [mol/L] 0.08 0.16 0.33
Salt concentration [mol/L] 0.24 0.48 1

Table 2.3: Concentrations of GFD3E and NaCl used in the simulations. Box
size was set to 5×12×5 nm for all simulations. The number of GFD3E molecules
inserted in the simulation box was 15, 30 and 60 respectively for environment 1

to 3.

2.1.2 QuantumMechanical and Quantum Chemistry calculations

All initial structures prior to any of the calculations or simulations were created using
Avogadro [57], with its building tools.
In all calculations and simulations an initial geometry optimization was performed in
order to always use the ground state of each of the components. This step was also
performed in ORCA.
ORCA QMMM block was used to perform a hybrid simulations that combines molec-
ular mechanics and quantum mechanics calculations. The simulation was intended
to test the interaction between a silver cation (Ag+) with electronic configuration as
[Kr]4d105s1 and a deprotonated carboxylic group emulating the reactive centers of the
GFD3E fiber. This system was chosen so it contains the minimum groups for this
interaction to be done. Quantum chemical calculations were applied to the whole
system. The ORCA force field required to perform the simulation was created by
the ORCA program orca_mm. The calculations used a hybrid DFT-Hartree Fock
functional (PBE0) in the deprotonated carboxylic group and a DFT triple-zeta ba-
sis set (def2-TVZP) for all the system. This combination is the recommended when
working with fourth row transition metals. In the input file, the keywords !Slowconv
or VerySlowconv were used to warn the software that a difficult convergence on the
SCF calculations is expected. Again, it is strongly advised for systems with open-shell
transition metals. The initial structure for the simulation was built in Avogadro mov-
ing the silver atom from the position given by the energy minimization step performed
in Avogadro. Since only the interaction between the carboxylic acid and the silver
cation is of interest, first a geometry optimization was performed of only the acid and
the structure obtained from this step was used for the simulations. Constraints were
applied to the simulation input file to ensure that the configuration of the carboxylic
acid won’t be altered over the simulation.
Quantum Mechanical (QM) simulations were performed in vacuum, in water (CPCM
model) and in 30% acetonitrile. The mixed solvent was introduced to the software by
giving the dielectric constant of the solvent at room temperature obtained from [58].
Visualization of the orbitals was done by plotting the isosurface calculated by ORCA.
The isosurface of the orbitals can be modified to visualize more or less orbital area. If
the isosurface value is reduced, a larger area of the orbital is shown, so the software
will plot areas far away from the nuclei where the probability of finding an electron

https://github.com/AndreuMor/Master_Thesis.git
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is rather low. If the isosurface value is increased it will happen otherwise. The value
set for the visual analysis in the project had been of 0.4.

All these analysis were performed in Multifwn [59] software using as input file a
modification of the ORCA output file (the number of electrons for the silver atom
both for the cation and the and the uncharged atom had to be changed to 18 and 19
respectively, using only the valance electrons).
All files used in the MD and QM simulations and calculations can be found in Files
link.

2.2 Peptide synthesis

The peptide used in this project is composed of Glycine-Phenylalanine-Aspartic acid
and Glutamic acid, in the sequence GFDFDFDE [fig. 2.1]. The Fmoc group on the
glycine residue was not removed after synthesis. All amino acids used as well as the
resin were produced by Matrix Innovation. Synthesis was done in an Activo P-11 syn-
thesizer from Actviotec and monitored by an Azura UVD 2.1 S UV monitor. Work
list for the synthesis can be found in appendix A.6.
Cupping of the peptide was done in an Activo P-12 from Activotec with a 5 mL so-
lution of 92.5% Trifluoroacetic acid (TFA) from IRIS Biotech GMBH, 2.5% of water
MiliQ quality and 2.5% of Triisopropilsilane (TIS) from IRIS Biotech GMBH. This
solution was introduced in the reactor which was shacked by 1 hour. Then cleaned
with 5 mL of pure TFA for 1 minute. The cupped peptide was recollected in a 50
mL Falcon tube and precipitated with ice-cold Dietileter by performing 3 cycles of 10
minutes centrifugation at 5000 rpm. The pellet was kept over night at -20 °C. The
peptide was vacuum dried next day. Peptide was stored at -20 °C from that point on.

Figure 2.1: Fmoc-GFD3E peptide representation

2.3 High Pressure Liquid Chromatography (HLPC)

Analytical HPLC was performed in a Ultimate 3000 equipment from Dionex with a
C18 reverse phased column (BiozenTM 26 µm Peptide XB-C18). The peptide was dis-
solved to a concentration of 1 g/mL in a solution of 5 % HiPerSolv CHROMANORM
acetonitrile from WWR BDH Chemicals and 95 % water MiliQ quality and sonicated
for 3 hours at around -25 °C in order to dissolve all the fibers. The injection volume

https://github.com/AndreuMor/Master_Thesis.git
https://github.com/AndreuMor/Master_Thesis.git
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was set to 20 µL.

2.4 Circular Dichroism

CD analysis was performed in a range of dilutions of the peptide from 0.001 mM up to
3mM (0.001 mM, 0.005 mM, 0.020 mM, 0.025 mM, 0.05 mM, 0.1 mM, 0.25 mM, 0.5
mL, 0.75 mM, 1 mM, 2 mM, 3 mM). Peptide was dissolved in 30% Acetonitrile-70%
water quality MiliQ. A mother solution of 1 mM was used from which the smaller
dilutions were obtained. Solutions were rested over night before performing the mea-
surements. Measurements were performed first in a 1 mm path length cuvette and
later in a 0.1 mm path length cuvette. Cuvette was rinsed after every measurement
with water MiliQ and ethanol prior to the introduction of the next sample.

2.5 Atomic Force Microscopy

SiO 100 substrates were used to deposit the samples on. The substrates were clean
in a two steps protocol; first acetone was added on a 15 mL Falcon Tube with each
substrate and introduced in a sonication bath for 30 minutes. Substrates were then
rinsed and immersed in Mili Q water, again in a sonication bath, for 30 minutes. Then
the substrates were rinsed one last time with MiliQ water, ethanol and dried with N2

gas. Sample was deposited in two different ways: 1) 15 µL of sample was deposited
on the substrates and let dry over night in a dust-free environment and 2) 15 µL were
deposited on the substrates and let dry for 20 minutes. Both methods were followed
by a rinsing step with Mili Q water and a N2 gas drying step prior to observation in
the AFM.

2.6 Emission spectrometry

Emission analysis was performed in a Chronos DFD Fluorescence Lifetime Spectrofo-
tometer with temperature inside the instrument set at 20 °C controlled by a TC125
Temperature controller from Quantum North West. Excitation wave length used was
of 280 nm and the emission was evaluated from 250 nm to 500 nm.
Two methods were used to study the emission spectra of the samples:

• Liquid sample from dilutions: A 10 mm light path cuvette was used. Only one
dilution (0.75 mM) was used since the fibers are expected to ensemble in the
same fashion in all dilutions.

• Solid substrate: three samples were prepared on quartz wafers which were
cleaned following the steps mentioned in section 2.5. Concentrations used were
0.5 mM, 0.75 mM and 1 mM. In order to ensure a good coverage of the sub-
strate, peptide dilutions were left for 1 hour to dry in a dust-free environment
prior to analysis. A microscope glass plate was used to stabilize the wafers on
the holder.
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2.7 Ag functionalization of GFD3E fibers

Functionalization of GFD3E fibers with silver nanoparticles was performed using
slightly different protocols, where both the reducing agent and the incorporation of
silver into the GFD3E solution were modified. Silver nitrate was used as silver ion
donor and as reducing agent two different compounds were tried. Sodium borohydride
is a very common reducing agent that not only will reduce the silver ions into silver
nanoparticles but when in excess will stabilize the complexes as well [60]. The steps
followed for the functionalization of GFD3E fibers were inspired by [8] but concentra-
tions and volumes were changed to fit them with the properties of GFD3E fibres. No
detailed protocol was found in the literature, in terms of volumes and reaction times
so different strategies were tried to assess which one led to better results.
The reducing agent used either NaBH4 or Ascorbic acid, were always freshly prepared.
A 20 mL stock solution of AgNO3 10mM was prepared and stored in darkness at room
temperature. All samples were analyzed in the UV-vis spectra after the process was
done.

• Protocol 1: To a 5 mL of GFD3E at 0.75 mM 1.25 mL of AgNO3 at 5 mM
was slowly added. After all the AgNO3 was added, a solution of 1mM of freshly
prepared NaBH4 equilibrated to a pH of 8 was slowly added until the colour of
the solution turned to light yellow.

• Protocol 2: Two samples were prepared by this method, one was left uncovered
for the whole procedure and the other was covered to keep it from light. From
a stock solution of 2 mM of GFD3E, 0.5 mL were dissolved in 0.7 mL of a 30%
Acetonitrile solution for a final concentration of 0.75mM of GFD3E. On this
solution 0.5 mL of AgNO3 10 mM were added at once and the mix was left
under vigorous stirring for 30 minutes. After the 30 minutes, a solution of 0.1
mM of NaBH4 at pH of 8.6 was added dropwise until the solution turned into a
light yellow color. Then, the reaction was stopped.

• Protocol 3: From a stock solution of GFD3E 2mM, 0.5 mL were introduced
into a flask. This solution was diluted introducing 0.5 mL of AgNO3 0.5 mM
dropwise with a Pasteur pipette. Then the solution was reduced with NaBH4 0.1
mM until the color turned into a light yellow color. These steps were performed
while keeping the solution in light.

• Protocol 4: From a stock solution of GFD3E 2 mM, 0.37 mL were introduced
in a flask and diluted to 1 mL with a solution of 30% Acetonitrile. To this
solution, 1 mL of AgNO3 3 mM was added dropwise. The resultant solution
was then reduced with Ascorbic acid 1mM until the color turned yellow.

• Protocol 5: From a stock solution of GFD3E 2 mM, 0.37 mL were introduced
in a flask. This solution was then dissolved by adding dropwise 0.3 mL of AgNO3

10 mM to reach a final concentration of 0.75 mM of GFD3E. This solution was
then reduced by adding dropwise with a burette Ascorbic acid 1 mM until the
solution turned yellow. These steps were performed while keeping the solution
in light.

• Protocol 6: From a stock solution of GFD3E 2 mM, 0.37 mL were dissolved to
1 mL with 30% Acetonitrile. This solution was left 1 hour at room temperature.
Subsequently, 0.5 mL of AgNO3 at 5.6 mM was added drop-wise. Once all
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the AgNO3 had been added, a freshly prepared solution of NaBH4 0.5 mM
(equilibrated to a pH 0f 8.5) was introduced drop-wise until a change of color
to a light yellow was observed.

• Protocol 7: From a stock solution of GFD3E 2 mM, 0.37 mL were dissolved to
1 mL with 30% Acetonitrile. This solution was left 1 hour at room temperature.
Subsequently, 0.5 mL of AgNO3 at 11.25 mM was added drop-wise. Once all
the AgNO3 had been added, a freshly prepared solution of NaBH4 0.5 mM
(equilibrated to a pH 0f 8.5) was introduced drop-wise until a change of color
to a light yellow was observed.

• Protocol 8: A solution of 2 mL of 0.75 mM GFD3E was prepare and stored in
the fridge over 3 days. To this solution 1 mL of freshly prepared (equilibrated
to a pH of 8.5) 1 mM NaBH4 solution was added and instantaneously a solution
of 1 mM of AgNO3 was added dropwise. After the addition of 5 mL (considered
enough for a complete coverage of the fibers), the solution of 1 mM NaBH4 was
introduced drop-wise until a change of color to light yellow was observed.
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Results

3.1 Molecular dynamics simulations

MD simulations were performed to study whether GFD3E self-assembles into ordered
structures or not. In order to speed-up the simulations, the peptide was converted
from an all-atom system to a coarse grained system [fig. 3.1].

Figure 3.1: Superposition of the all-atom structure and the coarse-grained
system used for the simulations.

Molecules were place in a simulation box of 5 × 12 × 5 nm, solvated and ionized so
all the negative charges were screened [fig. 3.2]. The performance of the simulation
was checked first by evaluating the energy minimization step and the RMSD of the
equilibration step [fig. 3.3].
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Figure 3.2: Snapshot of the final configuration of the simulation box prior to
the simulations. The peptide is represented by its Van der Waals radii, back-
bone in red and side-chains in yellow. The blue dots are the representation of
the water molecules and the Na+ atoms. The blue frame represents the limits of

the box.

Figure 3.3: Evolution of the Root Mean Square deviation throughout the
equilibration step of all three different simulation environments in each of the

solvents.
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Screenshots of the final configurations of the different simulated environments were
taken in VMD. Simulations performed in ethanol led to a more disperse final config-
uration, while when water was used as solvent, the peptide aggregated more tightly.
This can be specially seen at the lowest concentration (Environment 1).

(a)

(b)

(c)
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(d)

(e)

(f)

Figure 3.4: Screenshots of the final configuration obtained after the MD simu-
lations of Environment 1 (0.08 M) in a) for ethanol as solvent and b) for water
as solvent, Environment 2 (0.26 M) in c) for ethanol as solvent and d) for water
as solvent and Environment 3 (0.33 M) in e) for ethanol as solvent and f) for

water as solvent.
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In order to evaluate the ability of GFD3E to assemble into organized structures, five
different studies were performed. Each of those will bring information of whether
there are aggregates, if so, who these aggregates pack and whether or not they are
organized.
The first of the analysis is the study of how the solvent accessible area varies along the
simulation. The Solvent Accessible Surface Area (SASA) is calculated by simulating
a probe of 0.14 nm and moving this probe along the simulation box and calculating
which areas are inaccessible for the probe. This was done only for those peptides
belonging to one aggregate; if computed for the whole system, the distances barely
vary since while some peptides are getting closer to one another, they are drifting
apart from a possible third one.
For a system to aggregate, this area should be reduced, since the buried residues will
decrease its contact with solvent molecules. This analysis has been performed in each
simulation environment [fig. 3.5]. In order to interpret this data, the absolute value
is of little interest since the evolution and the difference between the initial state and
the final state will shine some light on the aggregation tendency of the peptide.

(a)
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(b)
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(c)

Figure 3.5: Solvent Accessible Surface Area analysis of the different simula-
tion environments. Each GFD3E concentration is compared with either solvent.
a) Represents to environment 1 with a concentration of GFD3E of 0.08 M, b)
represents environment 2 with a concentration of 0.16 M and c) environment
3 with a concentration of 0.33 M. On the y axes, the solvent accessible surface
area is represented in nm/S2/N units, while in the x axis, the simulation time is

represented in picoseconds.

To assess how the peptides were moving along the simulation, the distance between
the glycine residues was computed [fig. 3.6]. Glycine was selected since there is only
one residue in each peptide and it has no side-chain serving as a good reference point
to express the location of the peptide. In an aggregating system, peptides should get
closer to one another. This study says little about whether the clustering is done in an
ordered or disordered way, but it is a good indicator of aggregation nonetheless.
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(a)

(b)
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(c)

Figure 3.6: Average distance between glycine residues along the simulation. It
is calculated by computing the distance between all the glycine residues in the
system and calculating the average of the data. a) Represents to environment 1
with a concentration of GFD3E of 0.08 M, b) represents environment 2 with a
concentration of 0.16 M and c) environment 3 with a concentration of 0.33 M.
On the y axes, the distance is represented in nanometric units, while in the x

axis, the simulation time is represented in picoseconds.

Distances between the glycine residues were calculated between all those peptides be-
longing to the same cluster. A clear attractive effect can be seen for both ethanol and
water as solvent, although the strength of this attraction is found to be notably su-
perior when the peptides are dissolved in water than when the peptides are dissolved
in ethanol.

Once the presence of clusters had been confirmed by different methods, the nature
of this clusters is evaluated. Aromatic residues are expected to be buried inside the
cluster isolated from the solvent molecules. To study whether or not this is the sce-
nario found in the system under study, the distance of the solvent molecules to the
phenylalanine residues was compute.
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(a)

(b)
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(c)

Figure 3.7: Average distance between phenylalanine residues and solvent
molecules along the simulation. It is calculated by computing the average lo-
cation of the group comprising all phenylalanine residues and calculating the
distance to the group comprising all solvent molecules. a) Represents to envi-
ronment 1 with a concentration of GFD3E of 0.08 M, b) represents environment
2 with a concentration of 0.16 M and c) environment 3 with a concentration of
0.33 M. On the y axes, the distance is represented in nanometric units, while in

the x axis, the simulation time is represented in picoseconds.

Another analysis that can be done to see how the peptides interact with the solvent
along the simulation is by calculation of the Radial Distribution Function (rdf) of
solvent molecules having the peptide molecules as reference [fig. 3.8]. The Radial
Distribution Function calculates the probability of finding a molecule of a given char-
acteristic at a certain distance from a molecule of reference. In the case of this study,
the rdf analysis will give information about the behaviour of the solvent molecules
when they are close the peptide.
From fig. 3.8 a different behaviour can be observed between the two different solvents.
When the solvent is ethanol, solvent molecules are found closer to the peptide at a
higher probability than solvent molecules when this is water. This behaviour is ob-
served as the probability g(r) gets to one at lower distances for ethanol solvent than for
water solvent. It is worth pointing out as well that very close to the peptide molecules,
the probability of finding water molecules is noticeably lower and at a distance of 1
to 2 nm from the peptides a relatively abrupt increase is seen.
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(a)

(b)



Chapter 3. Results 47

(c)

Figure 3.8: Radial Distribution Function of solvent molecules with peptide
molecules as reference. a) Represents to environment 1 with a concentration of
GFD3E of 0.08 M, b) represents environment 2 with a concentration of 0.16 M
and c) environment 3 with a concentration of 0.33 M. On the y axes, the prob-
ability of finding a solvent molecule is described as g(r) while in the x axis, the

distance from the reference molecule is represented in nanometers.
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3.2 COO−-Ag+ QM molecular simulation

Interaction between a silver cation and a deprotonated carboxylic acid was studied by
QM molecular simulations and by a simple geometry optimization and SCF calcula-
tion on both fragments in the same system. The results obtained were verified by two
steps: 1)In the output file signs of a successful calculation were sought. These are a
converged SCF calculation (indicating that the ground state is found), a minimized
geometry (not only the electronic but the geometric ground state is achieved) and that
the final frame of the atomic/molecular orbitals is that of the expected; and 2) The
final energy of the atomic/molecular orbitals was studied taking into consideration
the final conformation [fig. 3.9]. Step one can be checked in Files link.
The energies of the molecular orbitals corresponding to the d orbitals of the silver
cation are studied in order to understand which orbitals are affected by such interac-
tion. Two different results are obtained. For the structure obtained by the geometry
optimization (done with no solvent) and the simulation performed in vacuum, only
two orbitals are still degenerate while three of them are split in energies. On the other
hand, when the simulations were performed in solvent either water or 30% acetoni-
trile, only one orbital loses this degeneracy [fig. 3.9]. From higher to lower energy, the
order of the orbitals in fig. 3.9 is:

• b) yz > x2y2 > xy > xz > z2.

• c) x2y2 > yz > xz > z2 > xy.

• d) xy > xz > z2 > yz > x2y2.

• e) x2y2 > xz > z2 > yz > xy.

E
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y

a) b) c) d) e)

Figure 3.9: Energies of the five d orbitals from the silver cation and of the
five molecular orbitals of the COO−-Ag+ complex corresponding to the five d
orbitals from the silver cation. A difference of 1 eV in the results is reflected
with a difference of 0.5 cm in the figure, being the lower energy -17 eV and
the higher energy -7 eV. Small energy changes are not reflected in the figure.
Geometry optimization step corresponds to scenario b) and QM molecular

simulations are c) in vacuum, d) in water and e) in 30% acetonitrile.

Distances between the silver cation and both oxygen atoms once the geometry opti-
mization step was done can be seen in fig. 3.10. The silver cation is attracted to an
intermediate position between both oxygen atoms of 2.3 Å, agreeing with a possible
electrostatic interaction.

https://github.com/AndreuMor/Master_Thesis.git
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Figure 3.10: Distances of silver cation to either oxygen atoms calculated in
VMD on the structure obtained after the geometry optimization in ORCA.

Further analysis can be done in order to better determine what kind of interaction
occurs between the silver cation and the deprotonated carboxylic acid. Such analysis
are the quantum atoms in molecules (QAIM) table 3.1, the density of states (TDOS,
PDOS and OPDOS) [fig. 3.11] and the energy interaction diagram fig. 3.12. Analyzing
these three calculations will give more information on how the silver cation and the
deprotonated carboxylic acid interact.

A topology analysis named Quantum Atoms in Molecules (QAIM) was performed in
each of the final structures obtained by either geometry optimization or by the QM
simulations. This technique uses the calculated electron density to obtain some in-
formation about the bonding properties in molecular systems. It falls into the scope
of topology analysis, since two topological parameters are found (CPs and BCPs).
These Critical Points represent localized maxima of electron density. There are four
different categories of critical points, but only two of them will be used. Those are the
NCPs and the BCPs. The NCPs or Nuclear Critical Points are located at the nuclei
of the atoms while the BCPs or Bond Critical Points are located equidistant of two
nuclei. The idea behind the QAIM is to, through the electron density, calculate some
parameters related to the electron density that will give information about how the
electrons are located in the space between two nuclei [table 3.1]. The bond critical
point (BCP) already gives an idea of whether the interaction between the two nuclei
is attractive or repulsive. If the BCP is described by (3,-1) it will indicate that there
is an attractive force between these two nuclei, whereas if the BCP is described by
(3,+1) the interaction will be repulsive. The second value given in table 3.1 is the
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Simulation Type BCPs Atoms ρ(r) ▽2ρ(r) H(r) ∣ − G(r)
V (r)

∣

Geometry Optimization
(3,-3) Ag −O1 0.056 0.238 -0.007 0.90
(3,-3) Ag −O2 0.056 0.238 -0.007 0.90
(3,+3) Ag-C 0.038 0.182 0 0.99

No solvent
(3,-3) Ag −O1 0.065 0.290 -0.009 0.89
(3,-3) Ag −O2 0.058 0.24 -0.007 0.90
(3,+3) Ag-C 0.042 0.208 0 0.97

Water as solvent (3,-3) Ag −O 0.124 0.686 -0.028 0.87
Acetonitrile as solvent (3,-3) Ag −O 0.127 0.743 -0.029 0.87

Table 3.1: Values of the QAIM calculated for each of the simulations and ge-
ometry optimization performed to study the interaction between deprotonated
carboxylic acid and silver cation. Only those BCPs and its respective values of
interest are present. The topology analysis was performed in Multiwfn software
and the input file as generated by ORCA with def2-tzvp as basis set and PBE0

as functional. The full analysis can be found in Files link

laplacian of the electron density (▽2ρ(r)). A negative value of ▽2ρ(r) indicates that
there is a delocalization of the electron density along a virtual path connecting both
nuclei what indicates the presence of a covalent bond. A positive value, on the other
hand, will indicate the absence of electrons along the path, what is common in elec-
trostatic interactions. The next value is the total electron energy density (H(r)). This
value is strongly related to the nature of the interaction. It is calculated at the middle
point between the two nuclei and it represents the accumulation of charge/electrons.
If H(r) is negative, it indicates that there is an accumulation of charge in that middle
point, ergo, a covalent bond. If H(r) is positive means that there is a depletion of
electrons in that area and so the interaction between both nuclei will be disruptive.
And for last, the ratio between the potential energy (V(r)) and the kinetic energy
(G(r)). If ∣V(r)∣ > G(r) the interaction is of covalent nature and if it is greater than
1 it will indicate an interaction purely non-covalent [14], [61].

The next analysis is the total, partial and overlapped density of states [62]. Analyz-
ing such a graph will help in understanding how the molecular orbitals are created,
and how the interaction between the two components is done. Usually the density
of states is represented by discrete lines in the energy corresponding to each of the
states, but in molecules, when there are more than one atoms interacting, the visu-
alization and the interpretation is easier when these discrete lines are broadened by,
in this case, a Gaussian function (this step was done by the software itself). The
energy level of the HOMO (highest occupied molecular orbital) is represented in a
dashed line. PDOS (Partial Density of States) is the analysis that breaks down the
total density of states into the participation of user defined orbital types. In this case
the analysis was performed only to see whether there was any overlap of the orbitals
from the silver cation and the deprotonated acid that contributed to stabilizing the
system. To know whether an overlap will contribute to stabilizing or destabilizing the
complex, the OPDOS (Overlap of Partial Density of States) is plotted (green line in
fig. 3.11. The values of the OPDOS will only be positive where there is a constructive
interaction otherwise they will be negative as can be seen for the LUMO+1 orbital.

https://github.com/AndreuMor/Master_Thesis.git
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Large positive values (a strong overlap of atomic orbitals) are associated to bond-
ing interactions while large negative values to anti-bonding. Whereas values close to
zero represent a non-bonding interaction since there is no overlap of the atomic orbitals

The last analysis is to plot the interaction energy diagram from charge decomposition
analysis. This analysis gives insight on how the charges of two fragments are moved
to one another in order to stabilize a complex formed by these two fragments. In this
case it will be used to create an interaction diagram where atomic orbitals from each
of the fragments will be connected to the molecular orbitals which is made by their
interaction. If there is any overlap of atomic orbitals, these will be connected to the
same molecular orbital. Here atomic orbitals from both molecules interacting (in this
case silver atom and deprotonated carboxylic acid) are represented in each side (write
and left respectively), and the new molecular orbitals are represented in the middle.
In order to get such a graph, independent SCF calculation were done for the silver
cation and for the deprotonated carboxylic acid. In fig. 3.12, those orbitals that are
filled or partially filled (none in the scenario that concern this project) with electrons
are presented with a solid line and those empty with a dashed line. When a atomic or
molecular orbital has a broken degeneracy (different energies) the lines representing
those orbitals are very close to one another (as is the case for the d orbitals 14, 15,
16, 17 and 18 in fig. 3.12). When there is only one line but there are more than one
orbitals indexes, it means that the orbitals have exactly the same energy (as is the
case of the five d orbitals of the silver cation 5, 6, 7, 8 and 9).
Red lines connect atomic orbitals with molecular orbitals only if the molecular orbitals
are composed by at least a 20% of the corresponding atomic orbital. For a molecular
orbital to be formed by two atomic orbitals from different fragments there must be
an overlap. The interaction between the silver cation and the carboxylic acid led to
basically no overlap based on fig. 3.12 since none of the molecular orbitals is connected
to a atomic orbital of both fragments.
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Figure 3.11: TDOS, PDOS and OPDOS. Black curve represents the to-
tal density of states (TDOS), blue and red lines describe the participation of
atomic orbitals to each molecular orbital (black curve) and in green the over-
lap of the atomic orbitals. For a bonding interaction, this overlap must be of
large positive values whereas for a non-bonding interaction it must have large
negative values. Values close to zero indicate no overlapping. Each discrete
line corresponds to a molecular orbital which for easy interpretation has been
broadened to the black curve. Right axes represent the values for the curves
(when interpreting the colored curves, the absolute value is not important but

the relative value of them). Left axes correspond to the discrete lines.
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Figure 3.12: Interaction energy diagram of COO− and Ag+. Solid lines repre-
sent occupied orbitals while dashed lines represent the unoccupied ones. Each
orbitals is labeled by a number in blue. Molecular orbitals are present in the
middle while atomic orbitals of both fragments (fragment 1 is the deprotonated
carboxylic acid and fragment 2 is the silver cation) are represented in each of
the sides. Red lines connect each molecular orbital to the respective atomic

orbitals out of which it is formed.

The QM molecular simulations were run in ORCA treating the whole system as a QM
region (atoms where quantum chemistry calculation will be applied rather than classi-
cal physics). The results are slightly different of those obtained by a simple geometry
optimization. The QM molecular simulations were performed in vacuum, with water
as solvent and with acetonitrile as solvent. In ORCA, the introduction of solvent is
done by introducing a dielectric constant. Whereas the one for water is intrinsic to the
software (80.4), the dielectric constant for acetonitrile was obtained from [58] (55.68).
Furthermore, these simulations were performed under some constraints. First an en-
ergy minimization of the deprotonated carboxylic acid was performed, coordinates of
which were used as an input for the simulations and a bond length constraint was
applied upon them. This was done to prevent the acid from altering its structure
since it would not be realistic. The three simulations led the same tendency in the
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results [fig. 3.13], all of them show an attractive force between the silver cation and
the deprotonated carboxylic acid. It is worth to mention that how this interaction is
done and which atoms participate in it differ from the simulations with solvent and
without solvent. Despite all of the starting configurations are the same, when the
simulation was performed in vacuum, the silver cation was moved towards a middle
point between both oxygen atoms, partially interacting with both atoms while being
repulsed by the carbon atom. Notwithstanding, when the simulation was performed
in either water or acetonitrile as solvent, the silver actions was attracted to only one
of the oxygen atoms, placing itself around 0.4 Å closer than its homologous without
solvent (1.9 Å and 2.3 Å respectively).

Figure 3.13: Distances obtained from the QMMM simulations. The number of
trajectories varies since they depend on when the energy minimum is achieved,
that means, the stable structure was found faster when simulated in vacuum
than in any other solvent. All simulations were performed in ORCA and its

respective input and output files can be found in Files link.

Only the results of the QAIM analysis are shown here [table 3.1], the TDOS, PDOS,
OPDOS and the interaction diagram are presented in the appendix A.5, since they
are all very similar to that of fig. 3.11 and fig. 3.12. For neither of the simulations
a strong overlap of the orbitals exists when the PDOS and the OPDOS is observed.
This is confirmed when the interaction diagram is studied. There is no molecular
orbital close to the HOMO or LUMO gap that is composed by atomic orbitals from

https://github.com/AndreuMor/Master_Thesis.git
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each fragment interacting. An interesting trait that can indeed be observed is the
splitting of energies of the d orbitals of the silver cation on the interacting system
compared to the calculations performed on the silver cation alone.

(a)

(b)



Chapter 3. Results 56

(c)

(d)

Figure 3.14: Representation of the molecular orbitals calculated by its sim-
ulation and by the geometry optimization. Only those that are formed upon
interaction of different atomic orbitals are presented. These interactions will
be the reason for the lost of degeneracy of the silver d orbitals in the molecular
complex. a) corresponds to the geometry optimization step (orbitals z2 and xy),
b) corresponds to the simulation done in vacuum (orbitals y2-x2 and xy) c) to
the simulation with water as solvent (orbital y2-x2) and d) to the simulations

with 30% acetonitrile as solvent (orbital y2-x2).
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3.3 High Pressure Liquid Chromatography

Analytical HPLC was performed on the synthesized peptide in order to assess the
purity of the peptide. In the spectra obtained two major absorption peaks in retention
time from 37 to 45 minutes can be seen. Two minor absorption peaks can be observed
as well appearing in lower retention times. The first of those belongs to the injection
peak belonging to the injection of the sample into the column. The second small
peak appearing at a retention time of 28 minutes is rather small compared to the
peaks at 38 and 42 minutes. The presence of these two main peaks with a small
time shift between them may indicate the presence of two different peptides with one
amino acid difference in the synthesis. Based on the high of the two main peaks,
both compounds have a presence of roughly 50% in the peptide sample obtained after
synthesis [fig. 3.15].

Figure 3.15: HPLC spectra of GFD3E peptide. Gradient of the mobile phase
from 5% acentonitrile to 80% Acetonitrile in water quality MiliQ. Two major
absorption peaks can be seen between a retention time of 38 and 42 minutes.
The width of the peaks is rather narrow (less than 1 minute) indicating a pure

component.

3.4 Circular Dichroism

The first analysis performed was a Circular Dichroism spectra. CD spectra calculates
the difference between the absorption of right and left circular-polarized light of chiral
molecules [63]. Other studies have used CD spectrometry to analyze the structure of
the amyloid fibers [34], [37], [64] as a tool where while little sample volume is required,
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the results are very informative. In a CD spectra, not only secondary structure can be
seen but also functional groups. Aromatic rings have been reported to be identified
via CD measurements. The aromatic ring from the phenylalanine amino acid is often
reported to appear as a positive peak at around 220 nm wavelength when phenylala-
nine residues are dissolved in water [63], [65]. In the results obtained no positive peak
was observed at around that specific wavelength since a characteristic negative peak
for β-sheet structure must appear at such wavelength [8], [64], [66].
CD measurements were taken at different dilutions of the sample to first see the con-
formation of the fibers formed and second to detect at which concentration fibers
begin to form and which concentration have the highest signal, meaning the larger
number of fibers in solution. Measurements were taken on dilutions from 1 µM to
3 mM. A baseline with 30% acetonitrile in MiliQ water was used to account for the
effect of the solvent on the measurements. The software itself will subtract the signal
of the solvent from the signal of the sample. Dilutions below 0.1 mM did not show
any signal (data not shown). Only dilutions from 0.1 mM to 3mM (0.1 mM, 0.25 mM,
0.75 mM, 1 mM, 2 mM and 3mM) proved to form fibers [fig. 3.16].

Figure 3.16: CD measurements of solutions 0.1 mM, 0.25 mM, 0.5 mM, 0.75
mM, 1 mM, 2 mM. A global minimum at 218 nm indicates presence of β-sheets.

0.75 mM represents de dilution where a larger number of fibers are present.

Focusing on the global minimum between 200 and 220 nm an increase concentration
leads to an increase in the signal until 0.75 mM concentration is reached; then signal is
decreased. A local minimum followed by a local maximum can only be appreciated for
0.75 mM and 2 mM samples. A minimum at a wavelength of 260 has been associated
to the presence of aromatic rings.
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3.5 Fluorescence spectroscopy

In this study, a first attempt to measure emission of the fluorenyl group was per-
formed getting as result an emission peak at 325 nm of wavelength. There is some
disagreement when studying the emission wavelength of the free fluorenyl groups.
Some studies have associated its emission peak at 313 nm [67], [68] while the inter-
acting fluorenyl group in an antiparallel manner is associated to an emission peak at
325-330 nm. On the other hand, other studies have suggested the emission peak of a
free fluorenyl group appears at 320 nm [11], [69], or that antiparallel assembly of the
fluorenyl group translates into an emission peak of 360 nm and parallel organization
into a peak at 396 nm [8].
Fluorescence emission spectrum was done in order to study the environment surround-
ing the F-moc groups of the peptides in the GFD3E fibers. The results obtained can
be seen in fig. 3.17.

Figure 3.17: Fluorescence emission spectrum of GFD3E peptides at a concen-
tration of 0.75 mM. The spectra shows a peak at 325 nm indicating that the

fluorenyl rings groups are free in solution. No peak at 460 nm is seen.
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Figure 3.18: Fluorescence emission spectrum of GFD3E fibers at a concentra-
tion of 0.75 mM, 1 mM and white sample. Sample at 0.75 mM GFD3E show

the higher intensity peak at 336 nm. No peak at 460 nm is seen.

A large difference on intensity between the 1 mM and the 0.75 mM concentrations is
seen when the solution is precipitated on quartz wafers [fig. 3.18]. Counter-intuitively,
the sample with higher concentration of peptide (1 mM) had the lower emission values.
The sample with 0.75 mM of peptide brought the larges values of emission. As can also
be seen, a small emission peak at 360 nm of wavelength can be seen but do not modify
the main peak [fig. 3.18]. The larger emission value appears at 336 nm wavelength for
all the samples analyzed. Again, the emission peak at 460 nm is missing.
The two different methods of preparation of the samples led to different results red-
shifting the peak of higher intensity [fig. 3.19]. A smaller emission peak at 360 nm of
wavelength is seen clearly only for the precipitated samples even though the samples in
solutions show a very broad emission peak and still high intensity on that region.
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Figure 3.19: Fluorescence emission spectrum of GFD3E fibers at a concen-
tration of 0.75 mM prepared by both methods (in solution and in solid state).
The red-shift of the higher intensity peak can be easily observed. Data was

normalized in order to have an easy appreciation of the displacement.

Quartz wafers were observed on the AFM to assess the coverage of the substrate
and shy some light on the large difference of emission intensity observed between the
different concentrations. Coverage was rather low for all samples compared to the
ones observed on the AFM with Silica-oxide substrates. An image representative for
each sample can be seen in fig. A.9. Sample at concentrations of 0.5 mM and 1 mM
of GFD3E led to a very low or null coverage respectively, while sample at 0.75 mM
GFD3E, while low coverage compared to the silica oxide wafers, had a larger one
compared to the quartz wafers at other concentrations, explaining why the intensity
of emission was so high.

3.6 Atomic Force Microscopy

At stated in section 2.5, two methods were used to analyze the samples on the AFM.
In the first method, the wafers were incubated with the sample for 24 hours prior
to analysis while in the second method the incubation time was only of 20 minutes.
These two methods led to very different results regarding coverage. The results ob-
tained are presented below.
Two different concentrations were prepared by method 1 (incubation time of 24 hours),
3 mM and 2 mM of GFD3E peptide solutions. Images obtained on the AFM were not
clear showing a background with a large number of impurities. No images were taken
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on the 3 mM concentration since the tip of the cantiliver was constantly being ad-
hered to the surface. Hence, only images of the 2mM GFD3E solution were obtained
[fig. 3.20].
Samples prepared by method 2 presented a more clear background since the incuba-
tion time was shorter and particles from the air had little time to precipitate on the
substrate. Yet, this little short incubation time led to a lower coverage of the sub-
strate. CD measurements proved 0.75 mM GFD3E to be the solution with a higher
number of fibers (see section 3.4) so this dilution together with 1 mM GFD3E were
analyzed[fig. 3.21].

Having now a clearer background the height profile of the samples was analyzed. In
order to measure the height, the software WsXM 5.0 Develop 10.0 was used. The
selection of the fibers to analyse was done based on their clarity in the image, always
trying to study the larger number of fibers possible. Once a fiber/group of fibers
was selected, in a zoom-in image a profile was taken. In order to obtain the profile,
perpendicular lines to the fiber were used, alongside which the software will measure
the different heights. For each fiber, 12 height profiles were obtained along its longitu-
dinal axis to ensure that all the fiber was covered in the analysis. The value obtained
was introduced in an Excel file where the average and the standard deviation were
calculated for each fiber and for the total of the fibers analyzed in the image. An
example of the mechanism as well as the profile obtained can be seen in fig. 3.22.
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(a)

(b)

(c)

Figure 3.20: AFM images of samples obtained by method 1 (incubation for 24
hours). All images were taken from the same sample, 2 mM GFD3E concentra-

tion. Images have been modified in order to facilitate the interpretation.
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Height profiles were taken for the samples at 0.75 mM and 1 mM. A notable difference
in height as well as length of the fibers can be seen between the two concentrations.
The fibers at a dilution of 0.75 mM were observed as being longer and with larger
values of height, while the fibers at a dilution of 1 mM were notably shorter and
smaller in height. Values of the height profile can be seen in table 3.2.

0.75 mM dilution 1 mM dilution
Fiber 1 14.26 +/- 1.7 nm 9.43 +/- 3.4 nm
Fiber 2 13.78 +/- 1.2 nm 6.53 +/- 0.7 nm
Fiber 3 13.75 +/- 1.4 nm 6.12 +/- 0.78 nm
Fiber 4 11.85 +/- 1.1 nm 6.99 +/- 1.2 nm
Fiber 5 17.65 +/- 2.1 nm 4.53 +/- 0.75 nm
Fiber 6 16.2 +/- 2.1 nm 7.64 +/- 0.7 nm
Fiber 7 17.55 +/- 1.8 nm 8.18 +/- 0.8 nm
Total 15.0 +/- 2.0 nm 7.03 +/- 1.3 nm

Table 3.2: Table with the values obtained of the height analyses for each sam-
ple analyzed. Number of fibers obtained for dilution 0.75 mM was 11 but for

clarity only 7, the number of fibers analyzed for dilution 1 mM, are shown.
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(a)

(b)

Figure 3.21: AFM images of samples obtained by method 2 (incubation time
of 20 minutes). Images were modified to ease the interpretation. Images of 0.75
mM GFD3E a) and 1 mM GFD3E b) were the difference on coverage can be
easily seen. There is a large difference on the number, the length and the height
of fibers between the two samples. A periodicity can be glimpsed on image a)

but can’t be seen in b).
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(a) (b)

Figure 3.22: AFM images of samples obtained by method 2 (incubation time
of 20 minutes). Images were modified to ease the interpretation. a) Image of a
sample diluted at 0.75 mM. The fiber enclosed by a white parabola represents
the fiber used for the analysis. The inlet in image a) represents the process of
calculating the average height of the fiber. An homogeneous sampling along the
fiber was used in order to ensure validity of the results. A profile line was draw
from a dark spot (low height) near the fiber to another dark spot going through
the fiber. In image b) an example of one calculated profile line is represented.
The peak of these profiles were used as height value for the fiber and introduced

in an Excel file where statistical analysis was done.

Analyzed fibers showed a periodicity along its longitudinal axis where brighter areas
are separated by darker areas, representing a change in height. To demonstrate this
behaviour a height profile line along the fiber was used. The process followed as
explained earlier, only that the purpose of this analysis was not to obtain analytical
values but to see this periodicity in a more clear way [fig. 3.23]. Distance between
this brighter and darker areas is rather difficult to estimate due to the nature of the
cantiliver tip.
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(a) (b)

Figure 3.23: AFM images of samples obtained by method 2 (incubation time
of 20 minutes). Images were modified to ease the interpretation. a) image of
a sample diluted at 0.75 mM with the fiber upon periodicity analysis was per-
formed. The fiber enclosed by a white parabola represents the fiber used for
the analysis. b) Profile curve showing the periodicity in height of the fiber en-
closed by a white parabola in a). A profile line was used along the axis to see

the difference in height along the longitudinal axis of the fiber.

3.7 Silver coating of GFD3E nanofibers

GFD3E fibers were attempted to be coated with silver nanoparticles. In order to
study the coating of the fibers, absorbance and visual examination was done. An
absorption spectrum ranging from 700 nm to 300 nm wavelength was performed after
each experiment. Visualization of the result was done in both AFM and Surface Elec-
tron Microscope (SEM). AFM allowed a more detailed visualization of the fibers and
the silver nanoparticles (AgNPs) and the samples were later visualized in the SEM
to assess whether the fibers had been coated and to what extend. Only conductive
material is seen under the SEM in a bright light, otherwise the artifact will appear as
a dark shadow.

Different attempts were made to coat the GFD3E fibers with silver nanoparticles but
only a some of them will be shown in this section. They represent the variety of results
obtained throughout the attempts. It is worth mentioning that right after the coating
procedure was finished, an absorption spectra was taken from all samples and only
those that lead to a promising curve were selected to be visualized in the AFM and
the SEM. This is the reason why for some results only absorbance data will be given.
The different attempts with their respective visual characterization (when applied)
will be presented on a chronological order.
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Attempts Protocol AFM/SEM
Attempt 1 Protocol 1 -
Attempt 2 Protocol 2 (dark) fig. 3.31
Attempt 3 Protocol 2 (light) fig. 3.26
Attempt 4 Protocol 3 fig. 3.27
Attempt 5 Protocol 4 fig. 3.28
Attempt 6 Protocol 5 fig. 3.25
Attempt 7 Protocol 6 fig. 3.31
Attempt 8 Protocol 7 fig. 3.29
Attempt 9 Protocol 8 fig. 3.30

Table 3.3: In this table each attempt is related to their respective protocol
and for those that a visual analysis is done, to the respective figure. All at-
tempts except attempt 1 have visual analysis that can be seen either on the

results section referenced accordingly.

The first results presented will be the absorbance spectra obtained for each one of
the attempts and the absorbance spectrum of the GFD3E fibers and AgNPs alone
[fig. 3.24]. A clear peak between 400 and 450 nm can be seen for the AgNPs, although
a tail on the read side can be appreciated. On the other hand, when GFD3E fibers
were analyzed, no peak is observed between 400 and 500 nm (area at which AgNPs
often absorb). Regarding the functinalization attempts, only a few of the showed a
clear peak at the interval desired, while most of them had a broad peak of a low
intensity that expands from 400 to 500 nm.



Chapter 3. Results 69

(a)

(b)
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(c)

Figure 3.24: Absorbance spectra of a solution of GFD3E fibers (b) and silver
nanoparticles (a) alone and all the different attempts together (c). The GFD3E
fibers solutions was prepared just before a coating attempt but no solution
of AgNO3 of NaBH4 was added to the vial. The AgNPs were prepared as ex-
plained in the protocol 5 in section 2.7 but without introducing the solution of

GFD3E peptides.

The first attempt led to no absorbance peak what discarded it from further visual
characterization, the same tendency on the absorbance was seen for attempt 3 and
6. Because of the same tendency was seen three different times for three different
protocols, visual characterization of attempts 3 [fig. 3.26] and 6 [fig. 3.25] was done in
both AFM and SEM.
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(a) (b)

(c) (d)

Figure 3.25: AFM (a, b) and SEM (c, d) images of attempt 3. A group of
rather big silver aggregates (a) can be seen as well as small silver nanoparticles
(b). In the SEM images on the other hand, none or little coverage of GFD3E

fibers can be seen.

In attempt 6 both very large clusters and free silver nanoparticles and aggregates
could be observed. In the AFM images no free fiber was located contrary to the vi-
sualization in the SEM, where a large number of free and aggregated GFD3E fibers
were found; most of the uncovered with some of the fibers fictionalised but with a
very lo coverage with silver nanoparticles.
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(a) (b)

(c) (d)

Figure 3.26: AFM (a, b) and SEM (c, d) images of attempt 6. Big silver ag-
gregates can be seen mixed with small silver nanoparticles. Silver aggregates are
mainly present in this sample, since the z-scale on the AFM images ranges from

0 nm to 234 nm (a) and 558 nm (b).

Attempt 3 and 6 led to very interesting and contradictory results. On the absorbance
spectrum no peak is observed and yet, when the sample is studied in the AFM and in
the SEM silver nanoparticles as well as silver aggregates are seen in either instrument.
A tendency to aggregation can also be seen for both SEM and AFM images, although
a large number of free silver nanoparticles and silver aggregates con be observed. As
stated before, the analysis in the AFM allows for an estimation of the height of these
silver nanoparticles. The size observed has a large range since sizes from approximately
100 nm to 12 nm can be calculated.
On the contrary, the attempts that led to a most clear peak around 400 nm were
attempt 4, 5, 8 and 9, figs. 3.27 to 3.30 respectively.
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(a)

(b)

Figure 3.27: AFM (a) and SEM (b) images of attempt 4. Large number of
AgNPs can be observed in the AFM image. On the SEM image structures that
look like GFD3E fibers can be seen, although these structures are too big for

being fibers.

Attempt 4 led to a large number of silver nanoparticles that are seen in an absorbance
peak at 414 nm. No fibers were found in the AFM images, unlike for the analysis on
the SEM. Large aggregates of GFD3E fibers were spotted but those had none to very
little coverage with AgNPs. At the edges of the aggregates, some AgNPs can be seen
clustered, but it is not uniform in the aggregate itself or in the sample.
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(a)
(b)

Figure 3.28: AFM (a) and SEM (b) images of attempt 5. Large silver aggre-
gates can be spotted alongside free silver nanoparticles.

In the visualization of attempt 5 relatively large silver aggregates can be seen sur-
rounded by free AgNPs. No GFD3E fibers were found neither in the AFM or in the
SEM.

(a)

(b)

Figure 3.29: AFM (a) and SEM (b) images of attempt 8. Some silver aggre-
gates are spotted in both the AFM and in the SEM. Almost no free AgNPs can

be seen.

On the visualization of attempt 6 a large number of aggregates were observed with
very little free AgNPs. These aggregates, nonetheless, are not amorphous as the ones
seen in other samples, they seem to have a shape very similar to a group of fibers.
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Despite no isolated fibers were found, all the aggregates presented AgNPs attached
to them in the totality or in some areas along the aggregate.

(a)

(b)

Figure 3.30: AFM (a) and SEM (b) images of attempt 9. A large number of
AgNPs can be seen in images taken in either instrument. The fibers found in

the SEM image are aggregated and not covered by silver.

The last of the attempts, attempt number 9, led to the synthesis of a large number of
AgNPs with a very similar size but no fiber was found to be coated with them. No
fiber could be clearly visualized on the AFM, but those found in the SEM showed no
indication of AgNPs interacting with them.
Attempt 2 and 7 were only visualized on the AFM. Small aggregates in a fiber-like
shape on both sample with very few silver aggregates or free AgNPs surrounding them
can be spotted for both samples. These aggregates seemingly of GFD3E fibers are
rather big since for both samples those range up to the order of 100 nm.
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(a) (b)

Figure 3.31: AFM images of attempt 2 (a) and 7 (b). Very little number of
AgNPs can be seen as well as very few aggregates. For both samples, the height

of the aggregates is around 100 nm.
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Chapter 4

Discussion

4.1 GFD3E as a self-aggregating peptide

GFD3E peptide is comprised of glycine, phenylalanine, aspartic acid and glutamic
acid. These four amino acids give the GFD3E peptide the amphiphilic characteristic
regarded as crucial for an ordered self-assembling [32], [70], [71].
In the GFD3E peptide case, the hydrophobicity is brought by the phenylalanine
residues which contain an aromatic ring (a rather hydrophobic component) which
will as well introduce some ordering and constraints [72]–[74] on how these peptides
will interact with one another; and by the presence of the F-moc group (which had not
been removed for the experimental part but was not present in the MD simulations).
The F-moc protecting group was left in the final peptide to increase its hydrophobicity
and to be used to identify the orientation of the peptides inside the amyloid fiber [67],
[75].
On the other hand, the hydrophilicity of the GFD3E peptide is given by the presence
of the glutamic and aspartic acid. These two amino acids are placed strategically so
they will always face the same side in a β-fiber (the outside face in contact with the
solvent), in such a way that the fibers will not precipitate and will be soluble in water
or any hydrophilic solvent (required for the peptide to self-assemble). Aspartic and
glutamic acid were selected for their low pKa placed around 4 for both of them. This
will grant the peptide three negative charges that can be used for a future functional-
ization of the fibers. On the other hand, the presence of negative charges will induce
repulsion of the peptides in the self-assembling process so their number must be taken
into account when studying the self-aggregating properties of GFD3E peptide.

4.1.1 MD simulations

Once the design of the GFD3E peptide was done and tailored to the objectives of
the project, Molecular dynamics simulations were performed in order to study the
behaviour of the peptide in different conditions. A self-aggregating system is difficult
to simulate due to its required big size, hence, an atomistic simulation was prohibitive.
Instead, a coarse-grain simulation was performed to study whether the peptide will
first aggregate and whether these aggregates will be ordered or not. This step of
coarse-graining comes with a penalty on the precision of the results since a peptide
with 109 atoms is reduced to 19, hence some physical-chemical properties are lost [76].
The simulations were done in water and in ethanol (as a replacement for acetonitrile,
the solvent used in the experimental part).

By simulating the self-assembly of the GFD3E peptide a tendency to aggregate was
of course expected since the peptide had been designed for such purpose; but not
only was expected to aggregate but was expected to do so in ordered fibers of which
morphology could be studied. The aromatic rings of the phenylalanine residues were
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expected to be found buried in a hydrophobic core that would extend along the fiber
longitudinal axis while the aspartic and glutamic acid were expected to be found inter-
acting with the solvent molecules while being screened by the sodium ions introduced
in the system. The results obtained from the simulations are very optimistic in terms
of aggregation power, but led to no ordered structures. After the 20 ns MD simula-
tion, several aggregates were found along the simulation box but none of them had
an ordered structure [fig. 3.4]. It is worth to mention that while having a fiber-like
morphology, a single ordered fiber was not found, rather, the aggregates seemed to
pack the hydrophobic residues to reduce their interaction with the solvent molecules
in a random fashion. Some simulating environments had not reached an equilibrium
before the 20 ns [fig. 3.3], indicating that an increase on the simulation time is required
to achieve such equilibrium. With this time increase, a more ordered aggregates may
be seen.
The formation of aggregates can be seen not only by a visual assessment of the fi-
nal configuration after the simulation, but also by calculating the Solvent Accessible
Surface Area (SASA) [fig. 3.5]. In general for either solvent, the calculated SASA
value drops as the simulation proceeds indicating that the peptides are aggregating.
This decrease is more pronounced when the solvent is water than when it is ethanol
due to the partial hydrophobicity of the ethanol molecules, possibly indicating that
the aggregates are less compact since solvent molecules will still be able to partially
interact with the phenylalanine residues. This behaviour is seen in fig. 3.8 as well.
The RDF results are dependant on the volume that each solvent molecule occupies,
although the P4 CG bead (water) and the P2 CG bead (ethanol) have the same mass
(72 amu) but different volume, being the ethanol molecule smaller. This difference
in volume can be a reason why the water molecules are found further away from the
peptides. In order to be more realistic, a mixed solvation box with ethanol and water
could be used. The use of only water as solvent triggered a strong repulsion of the
aromatic moieties towards the solvent and thus, the aggregation was rather fast. If
ethanol molecules were to be included together with water, they may slow down the
aggregation process giving time for the peptides to properly orient and to form the
amyloid fibers [77].
Another analysis that was done in order to track the formation of aggregates is mea-
suring the distance between the glycine residues of the different peptides. Glycine
residue was selected since there is only one residue per peptide and it has no side-
chain, hence, the location of the glycine residue will be a fairly good reference point
for the location of the peptide backbone, henceforth the distance will be considered as
distances between peptides and not between strictly glycine residues. Peptides were
moved closer to one another with either solvent due to the aggregating power of the
aromatic rings but a larger decrease in the distances can be seen when water was used
as solvent, probably due to the partial hydrophobicity of the ethanol molecule that is
translated in a reduced repulsion of the phenylalanine residues.

The driving force for the aggregation of the peptides seemed to be the reduction
on the entropy (a characteristic trait when hydrophobic forces are present). This hy-
pothesis can be seen when first, the type of salt used for the screening is taken into
consideration and second when the interaction between phenylalanine residues and
solvent molecules is studied. Regarding the type of salt used for charge screening, it is
easy to see that when using NaCl, the sodium cations will interact with the negative
charges of the aspartic and glutamic acid. This could be appreciated already from
the start when preparing the system to be simulated. The system was neutralized
so no charge will exist, and for all the systems three times the number of GFD3E
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molecules were added of sodium cations (Na+). That gives the idea that for each
negative charge coming from the GFD3E peptide, one cation will screen it, leading to
a lack of electrostatic attraction due to bivalent cations interacting with two negatives
charges. In order to further test this hypothesis, simulations including divalent ions
such as Mg2+, Ca2+ among others should be performed. The other hint that the re-
sults had given comes from the analysis of the calculated number of contacts between
the phenylalanine residues. As can be seen in fig. 3.7 there is a big difference between
the evolution of such interaction from the simulation with water as solvent and with
ethanol as solvent. As a general trend the number of calculated contacts between
the phenylalanine residues and the water molecules is drastically reduced and kept at
a low number for the rest of the simulation. On the other hand, when ethanol was
used as solvent, such a notable reduction could not be seen. This difference can be
explained when the chemical nature of the two different solvent molecules is analyzed.
Water is a complete hydrophilic molecules and so will cause a stronger repulsion from
the aromatic moieties which will explain why there is larger reduction of the interac-
tion. On the other side, ethanol is not a complete hydrophilic molecule what will ease
the interaction between the aromatic moieties and the solvent molecules. Molecule
size again has to be introduced in the discussion. The presence of a larger molecule
inside the aggregates is less likely than the presence of a smaller molecule. This can be
translated to water molecules being kept away from the inside area of the aggregates
not only by physico-chemical properties but also by its larger size. The fact that the
interactions are in either case reduced indicates that the phenylalanine residues are
being protected from the solvent, the type of behaviour that was expected.

If all this information is put together, not only the nature of the driving force can
be studied but also it brings some knowledge on the nature of the aggregates. Those
will have an inner core sealed or partially sealed from solvent molecules, specially for
water molecules.

4.1.2 Experimental study of the self-assembly properties of GFD3E

Simultaneously to the MD simulations, the ability of GFD3E to self-assemble into
ordered fibers was tested. Before analyzing the results obtained, a brief comment will
be given of the peptide synthesis.

The HPLC done after the synthesis showed two different absorbance peaks similar
height fig. 3.15. These two absorbance peaks may come from the presence of two
different peptides in the final solution. One reason for a truncated peptide can be
the formation of D/L-aspartimide [78]–[80] which will eventually react with the N-
terminal of the amino acid preventing any other amino acid from being introduced in
the sequence. Another reason could be the aggregation of peptides inside the peptide
synthesizer due to the presence of highly hydrophobic residues [81]. GFD3E peptide
is designed to have a strong aggregation power so the fact that some peptides aggre-
gated during the synthesis and that led to the formation of two different components
cannot be ignored. If the exact composition and sequence of the synthesised peptide
are to be known, a MS/MS spectrometry will be a fairly easy study to obtain such
information [82], [83]. Once the sequence is known, the problem can be sorted. One
solution to the aggregation problem proposed in the literature is the use of microwaves
irradiation. Microwaves will accelerate the reactions by rotating the molecules what
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will increase the temperature of the system helping to overcome kinetic barriers. An-
other advantage is that peptides were found to orient themselves aligning with the
electric field generated by the microwaves, thus, preventing it from aggregating [81].

CD measurements were performed to study whether GFD3E at different concentra-
tions will aggregate into amyloid fibers. Two factors of the peptide can be seen in
these experiments. First a positive peak reflecting the presence of phenylalanine was
expected at 220 nm [63], [65] but was not reported. The lack of such a peak may come
from the presence of β-sheet structure which has been reported to show a negative
peak between 215 and 220 nm [34], [37], [64], [84]. Visualization of different dilutions
of GFD3E peptides in the AFM, confirmed the presence of amyloid fibers and showed
a notable difference between 0.75 mM and 1 mM dilutions regarding the coverage of
the wafers [fig. 3.21]. Visualization of 3 mM was attempted but unsuccessful since the
sample was in a gel-like state. The larger number of fibers and thinner and longer
morphology were the reasons why 0.75 mM was chosen to be the concentration to
work for the next analysis.

Visualization of the samples in the AFM allowed for a better understanding of the
morphology of such fibers. Moving the focus now to the 0.75 mM dilution, the amy-
loid fibers had a length of the order of micrometers and a diameter of approximately
15 nm, which falls in the range of diameters found elsewhere [5], [7]. Measuring the
height of the fibers prepared at 1mM GFD3E led to a rather interesting information.
These fibers were shorten and had a smaller height. A possible explanation for such
behaviour can be attributed to the access of the aromatic moieties to water. When
a fiber increase in length the aromatic residues placed somewhere far from the edge
are less affected by the solvent since they are better protected than those located
at the edges of the fiber. This may translate to a more relaxed structure towards
the center of the fibers moving the aromatic residues far from each other, while on
the extremes or areas where the solvent is in close proximity, the aromatic residues
are moved tightly in order to reduce as much as possible the entropy of the system
[85]. This will be in agreement with the results from the MD simulations [fig. 3.5 and
fig. 3.7] where the presence of water made the aggregates be more compact. Another
possibility is that this change in height is simply due to the stacking of one fiber on
top of another due to the larger coverage. Another interesting trait is the periodicity
found in the fibers. This can be seen for a small periodic difference in height. This is
done due to the twisting of the β-fibers in a ribbon-like manner in order to form the
amyloid fibers. This type of periodicity has been seen elsewhere[86], [87].

Amyloid fibers can interact in a parallel or anti-parallel fashion, condition that was
studied by leaving the F-moc group in the final peptide [11], [67], [75]. The results ob-
tained in this study are controversial in terms of, when the samples were measured in a
liquid state, a single emission peak appeared at 325 nm describing either the presence
of free fluorenyl groups [11], [69] or the presence of antiparallel amyloid fibers [67],
[68]. Yet, when the samples were measured in solid state (dried on a quartz wafer)
three emission peaks could be seen. The first and the most intense one located at 336
nm, the second one located at 357 nm and a very broad third one located between
440 nm and 500 nm. It is clear that the low intensity broad emission peak appears
due to π − π stacking of the GFD3E fibers. The two other emission peaks left should
correspond to the fluorenyl emission peaks. These two new emission peaks have ap-
peared once the sample was dried on a quartz wafer, hence, reducing the number of
monomeric peptides analyzed. Furthermore, the peak obtained when the sample was
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analyzed in liquid state is rather broad with a long red-shifted tail contrary to the two
narrow emission peaks obtained in the deposited sample. The effect of solvent in the
fluorescence spectra is well known. Solvent molecules stabilize the molecular excited
state red-shifting the emission peak. This read-shift is increased as the polarity of the
solvent increases, although aromatic residues are less affected by such phenomenon
[88]. Furthermore, if the wavelengths at which the emission peaks are found in [11],
[67]–[69] are compared to the ones obtained in this project, the effects of the presence
or absence of the solvent are contradictory, since the solvent they used are either as
polar as acetonitrile (DMSO) or highly polarized solvents as HFIP. Hence, it is safe to
say that monomeric GFD3E peptide is largely present in the liquid sample what will
explain the orange spectra in fig. 3.19 and that, once the samples has been precipi-
tated, the presence of these free GFD3E molecules is reduced to such a point that no
longer have a strong effect and the fibers can be analyzed. The presence of these two
peaks located at 336 nm and 357 nm may indicate the presence of both aggregation
styles (parallel and antiparallel) being the antiparallel the most common since it is
represented by the peak of higher intensity.

4.2 Silver functionalization of GFD3E fibers

The interaction between GFD3E and silver cations was studied by quantum chemical
simulations and quantum chemical calculations. A posterior attempt to functionalize
the GFD3E fibers with silver nanoparticles was done. The principal idea was to at-
tract by electrostatic interaction silver cations for a later reduction of the silver ions to
form a thin filament of silver metal on top of the fibers. That strategy had been done
somewhere else with a complete different peptide [8] and with a different purpose.
For the objective of the project to be accomplished, the fibers had to have a rather
high coverage in order to have continuous silver filaments. To ensure a good coverage
the first contact between the peptide and the silver cation is key, if the silver cation
is able to be trapped at the surface of the peptide, the reduction step will be easier.
QM simulations and quantum chemical calculations were performed in order to study
that interaction.
The silver cation showed an attractive interaction towards the deprotonated carboxylic
acid in all simulated and calculated geometries due to the attraction between the pos-
itive charge from the silver cation and the negative charge from the deprotonated
carboxylic acid. An approximated distance can be guessed taking into consideration
the ionic radii of both the silver ion and the oxygen ion. This guessed distance is of 2.1
Å, so the expected location of the silver cation was to be around these 2.1 Å. Although
all results fell in the expected location, for those simulation performed in either sol-
vent the silver cation was attracted towards only one of the two oxygen atoms and
was placed in a closer location [fig. 3.13]. In a vacuum system, both components rely
only on the interaction between the two charges, on the other hand the introduction
of polarizable solvent can amplify such interaction by inducing small dipoles of the
solvent molecules around the silver cation and the deprotonated carboxylic acid that
may contribute to increasing this attractive force.

The geometry optimization led to a structure where the silver cation was placed in a
equidistant point between the two oxygen atoms. This location is in agreement with
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the idea of that the negative charge is in resonance between the two oxygen atoms.
That can be seen in the output file [Files link] under the Mayer Population analysis.
A general increase of the energy of the orbitals is expected but those orbitals corre-
sponding to the silver off-axis d orbitals are expected to break the degeneracy of the
d orbitals, since are expected to be responsible of the interaction between the silver
cation and the deprotonated carboxylic acid [fig. 3.9]. Indeed, all orbitals increased
in energy after the geometry optimization step but those that break the degeneracy
are not the off-axis d orbitals, but the molecular orbitals corresponding to the in-axis
x2-y2 and the off-axis yz orbitals. The loss of degeneracy of the silver d orbitals can be
explained by visualizing the isosurface of these two molecular orbitals. It can be seen
that while most of the probability to find the electron is placed on the silver atom,
some small probability is found on both oxygen atoms. For the orbitals that show the
larger increase of energy (orbitals yz and x2y2) the interaction is done between orbitals
of opposite symmetry. Molecular Orbital Theory (part of the Ligand Field Theory)
states that when two orbitals of opposite symmetry interact, a new highly energetic
orbital is created, often harming the stability of the complex (anti-bonding MO). This
may explain why the x2y2 orbital showed a much larger increase in energy than those
off-axis as was expected. The same scenario is found for the results obtained from
the QM simulation in vacuum. The silver cation is placed at a very similar location
and while the energies are different, the energetic order of the orbitals is the same. In
fig. 3.14 can be seen that the orbitals where there is some overlapping are essentially
the same in a) and in b) (geometry optimization and QM simulation in vacuum re-
spectively) as the energy diagram in fig. 3.9 show the same lost of degeneracy.

In the QM simulations where solvent was used, a difference in the final location of the
silver cation can be appreciated. Both systems placed the silver cation closer to one
of the oxygen atoms leading to a more linear interaction. Of the five d orbitals from
the silver cation, only two of them have the correct orientation to have any kind of
interaction with the molecular orbitals of the deprotonated acid, these are the xy and
the x2-y2 d orbitals. These two orbitals are in either scenario the ones with higher
energy. Constructive interaction in the case of the use of water as solvent is done
by the orbital x2-y2 which is regarded as the orbital with less energy of them both
[fig. 3.9] (although the difference is minimum) while the orbital xy is regarded as the
more energetic. For the scenario with 30% acetonitrile completely different scenario
is seen, orbital xy is the responsible for the constructive interaction while the x2-y2

is the only one breaking the degeneracy. This can be explain again if the symmetry
of the orbitals is taken into consideration, since for both cases, the xy and the x2-y2

orbitals respectively will interact with opposed-symmetry orbitals from the deproto-
nated carboxylic acid, leading to the formation of a high energy MO.
Disagreeing with the visualization of the isosurface of the molecular orbitals of the
different complexes, no orbital overlap was found in any of the successive analysis.
In fig. 3.11, no constructive interaction between the different atomic orbitals can be
seen in either of the molecular orbitals of the complex formed by neither the geometry
optimization nor the QM simulations, due to the large energy gap between the valance
orbitals of silver cation and the ones from the deprotonated carboxylic acid [fig. 3.12
and ??]. This large energy gap and the anti-symmetric orientation of the orbitals
makes this interaction non-covalent. The lack of constructive overlap can be seen in
the lack of electron density in the BCPs, although the results from the QAIM do not
completely discard the presence of a weak electron density along the interaction axis.

https://github.com/AndreuMor/Master_Thesis.git


Chapter 4. Discussion 83

This can be understood as the attraction the lone pair of electrons from the oxygen
atom feel towards the silver cation.
The values obtained in the QAIM analysis are on the same trend (small differences
can be seen due to the use of a different functional or from the size of the system) of
those obtained in [14], indicating that the simulations and the later analysis of those
is correct. In [14], the interaction between the aspartic and glutamic amino acids is
classified as partially covalent, although they again see no overlap of atomic orbitals
when the silver is interacting with the deprotonated carboxylic acid from the amino
acid side-chain.
Putting altogether the different analysis performed in all four systems, it is difficult
to attribute a partial covalent interaction since for such interaction to occur, a small
overlap between atomic orbitals must occur, and given the CDA (charge decomposi-
tion) and DOS (Density of states) analysis, no constructive overlapping exist. It is
true that in a coordination complex it is often found that the ligand cedes a pair of
electrons to fill the empty orbitals of the metal. In this case a more complex inter-
pretation of the CDA must be done, since the tendency of either giving or accepting
electrons can be evaluated.

4.2.1 Silver functionalization of GFD3E fibers

After the description of the interaction found between the silver cation and the de-
protonated carboxylic acid, functionalization of the GFD3E fibers was attempted.
Functionalization of peptide fibers has been achieved before [89], [90]. In this project
similar strategies were tried in order to cover the GFD3E fibers with silver nanopar-
ticles. GFD3E fibers had to be formed before introduction of silver nitrate, since
no fibers were found when the silver nitrate solution was used as diluting solvent of
the GFD3E peptide (Attempt 4 and 5). The expected behaviour was for the silver
cation to interact with the carboxylic acid, screening the negatives charges and hence,
helping in the fiber formation, but the silver nitrate solution contained only water as
solvent, reducing the amphiphilicity of the solvent what may have become a problem
for the correct self-assembly of the fibers. This lack of fibers may indicate that the
peptides are being trapped at the nanoparticle surface (since it is positively charge)
and work as a capping agent, although further assessment must be done [??]. When
the fibers were first formed and then attempted to be coated almost no coverage was
seen and most of the fibers were visualized to be uncovered or covered just at the
edges. A possible explanation is that the fibers do interact with the silver cation or
the silver nanoparticle but upon addition of the reducing agent they are reduced one
on top of another. This will explain the large and big aggregates of GFD3E fibers and
of silver nanoparticles that can be seen in some SEM images. Another possibility is
that the silver nanoparticles that are being reduced on top of the fibers acquire such
a large size that teats apart the GFD3E fiber and this small fragments of peptide and
silver nanoparticle aggregate. A weaker reducing agent (ascorbic acid) than sodium
borohydrade was used to see if this aggregation could be eliminated, but no big differ-
ences were observed. Weak reducing agents lead to the formation of smaller particle
size, what may lead to the synthesis of smaller particles suitable to interact with the
peptide fiber. The introduction of a weaker reducing agent also led to a slower growth
process and so, more time may have been given for the fibers to aggregate. Another
factor of using ascorbic acid is that the growth of the nanoparticle is done over a seed
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(preexisting nanoparticle). This was thought to be an advantage, since only nanopar-
ticles on the fibers were expected to grow. On the contrary, results indicate that
nanoparticles may have been growing by bringing GFD3E fibers together, what will
explain this clusters of nanoparticles seen in the SEM images [fig. 3.25. The phenom-
ena just explained should not be misunderstood by the aggregation of nanoparticles
in a specific location when small bubbles are dried on the wafers. This will lead to a
collapse of either fibers and/or silver nanoparticles in a given location corresponding
to the edges of the evaporated bubbles. This can be seen in figs. 3.25 and 3.26 and
is easily distinguished by their tendency to have a circular shape (following the shape
of the bubbles).
The lack of coated GFD3E fibers can also be explained for a small concentration of
silver nitrate. To ensure a good coverage, a large concentration of silver nitrate is
required to ensure that the silver cation interact with the aspartic and glutamic acid.
Different concentration were tried, increasing up to ten times the concentration of the
peptide. Little difference was observed.
Another possibility for this lack of surface-coated fibers is that the silver cations may
have a tendency to move insight the fiber and interact with the aromatic rings of the
phenylalanine, being reduced inside the fibers and organizing in filaments in the hy-
drophobic core. Although this phenomenon was not expected, Reches and coworkers
[91] achieved such filaments, although by using a complete different methodology (the
biphenylalanine fibers were added into a boiling silver nitrate solution and reduced
with citric acid). In order to test this hypothesis a simple peptide degradation by a
simple proteolytic lysis can be done with a later visualization analysis.

Figure 4.1: Effect of the introduction of a capping agent on the particle size.
Figure reproduced from [92] with permission from ACS Publications.

Functionalization of GFD3E fibers was studied, first by performing quantum chem-
ical calculations on the interaction between the silver cations and the deprotonated
carboxylic acid, expected anchoring point of the fibers, and a experimental attempt
where silver nitrate concentrations and reducing agent components were changed in
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order to find which protocol led to the higher functionalization rate. The results ob-
tained form the calculation indicate a mainly electrostatic interaction between these
two centers, although further calculations are required to see whether the presence of
the full amino acid structure affects the interaction (and the anchoring point) [93],
[94]. Further analysis as the CDA or LOL can also be performed in order to shine
more light into the nature of the silver cation - GFD3E peptide interaction. Regarding
the experimental approach, the protocol still must be tailored for GFD3E fibers, but
a good starting point may be the introduction of capping agents to prevent the fibers
to reduce one on top of the other and to control the nanoparticles size fig. 4.1.
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Chapter 5

Conclusion

The capability of F-moc GFD3E peptide (Glycine-Phenylalanine-Aspartic acid-Phenylalanine-
Aspartic acid-Phenylalanine-Glutamic acid) to self-assemble into ordered amyloid
fibers was tested together with the possible functionalization of the fibers due to
the negative outer shell brought by the deprotonation of the aspartic and glutamic
acids.
Molecular dynamics simulations of the coarse-grain model of the GFD3E peptide con-
firm a self-assembling propensity in a water and in ethanol, although difference in the
morphology of such aggregates were found. When water was used as solvent a rapid
and notable reduction of the solvent accessible surface area as well as of the interac-
tion between the aromatic moieties and the solvent molecules was seen. Nonetheless,
all results indicate that, despite GFD3E aggregating in these two different solvents
and at different concentrations, no ordered fibers were seen, denoting that simulations
have to be yet optimized to favour the formation of such fibers. This optimization
comes from letting the system simulate for longer time, use a mixed solvent of water
and ethanol and performing not only coarse-grain simulations but also atomistic sim-
ulations to mimic in a better extend what would happen in reality. Optimization of
the simulations must be done since experimentally GFD3E peptide was found to not
only aggregate but to do it in stable amyloid fibers in a ribbon-like manner. Different
concentrations were tested and 0.75 mM led to the better results agreeing with CD
spectroscopy and AFM visualization. GFD3E peptide was synthesized and analyzed
by HPLC, where two very similar compounds were found of more or less same concen-
tration in the sample after the synthesis. These two compounds most likely only differ
from one amino acid due to its proximity, but a characterization of either is advised
in order to confirm this hypothesis. The presence of two different compounds seemed
to not affect the self-assembly of the GFD3E. The fibers observed varied in length in
the range of micrometers and had a height profile of 15 nm. It was seen that when
the concentration was augmented to 1 mM fibers were not only shorter but smaller,
indicating a possible tighter packing. Thanks to the presence of the F-moc group, the
arrangement of these amyloid fibers was found to be mainly antiparallel with some
parallel interactions. Of course this must be further assessed since there are some
discrepancies with the literature, although these can be due to solvent interactions.
Functionalization of the GFD3E fibers was studied as well by two different strate-
gies. First, the interaction between the silver cation and the carboxylic group of
the aspartic and glutamic acid was studied by quantum chemical simulations and
physico-chemical calculations. These calculations led to confirm that the most likely
interaction between these two centers is electrostatic. Small values of electron density
were calculated to be placed along the interaction axis between the silver cation and
the deprotonated carboxylic acid. Further analysis may bring some more information
on how this interaction is done, for example whether the existence of dative bonds can
be shown or whether the interaction with not only a silver cation but the interaction
with a silver nanoparticle would be of different nature.
Functionalization with silver nanoparticles was also studied experimentally. Different
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protocols in terms of silver concentration, hierarchy of processes and reducing agents
were tested. None of the attempts led to completely satisfying results, although some
fibers were seen to be covered by silver nanoparticles, specially for the samples pre-
pared with high concentration of salt (11.25 mM of silver nitrate) and reduced with
0.5 mM of sodium borohydrade. The results showed that the strategy that seems to
work better is to first form the amyloid fibers and led them stabilize for at least one
hour at room temperature, then slowly introduce the silver nitrate at a concentration
higher than three times the GFD3E concentration and reduce with sodium borohy-
drade at low concentration adding it dropwise until a change in color can be seen.
Further analysis to tailor the protocol to functionalize GFD3E fibers is required since
no visualization of single complete covered fibers was achieved. The incorporation of
coating agents may improve the yield of functionalization preventing the formation of
silver aggregates and preventing the fibers to clump one on top of another.
The search and characterization of new short peptides that can assemble into ordered
structures has increased in the recent years due to its large possibilities in microelec-
tronics and in antibacterial treatment. GFD3E peptide seem to be a good contender
for such applications since the incorporation of the phenylalanine rings can be used to
form a delocalized electron cloud that may allow the fiber to be conductive through
its longitudinal axes and the negative charges brought by the deprotonation of the as-
partic and glutamic acid may allow for a tailored functionalization of the fiber based
on its usage. Yet, characterization of the GFD3E fibers must continue in order to
understand its promising applicability as an antimicrobial therapeutic or in the field
of nanoelectronics. This project is intended to be a first step towards the discovery of
the GFD3E potential and a small contribution to expand the knowledge on peptide
self-assembly and peptide functionalization.
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Appendix A

Appendix

A.1 LCAO of a two electron system described by two ba-
sis functions

This section is based on [39].

Here an example of LCAO used in a system of a diatomic molecule with one electron
(for example H+ interaction). This simple interaction will allow for some simplifica-
tions and assumptions that will ease the lector to have an idea of how the LCAO
method works.

The MO wave function is described as

ψK = c1φ1 + c2φ2 (A.1)

From the time-independent Schrödinger equation, to measure the energy of a system
the following equation must be applied,

HψK = EψK (A.2)

which once it is integrated over all space leads to:

∣H −E ∣ψK⟩ ∣ = 0 (A.3)

Introducing eq. (A.1) into eq. (A.3) the next expression is obtained:

∣H −E ∣
K

∑C1φa +C2φb⟩ ∣ = 0 (A.4)

If now, eq. (A.4) in multiplied at the left by each of the basis function describing the
atomic orbitals the next set of equations is obtained:

0 = (c1 ⟨φa∣H −E∣φa⟩ c2 ⟨φa∣H −E∣φb⟩
c1 ⟨φb∣H −E∣φa⟩ c2 ⟨φb∣H −E∣φb⟩

) (A.5)

Separating the terms in eq. (A.5), the following equation is obtained. This will be the
one over which the eigenvalues will be calculated, each of which will be the solution
of the Slater determinant and will represent a new molecular orbital.
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Simplification Value Reason
Haa=Hbb ε The energy for the electron to be placed in ei-

ther atom is the same, since they are the same
element

Hab=Hba Vab Potential energy is the same for either inter-
actions, since the hamiltonian is a hermitian
operator

Saa=Sbb 1 Atomic orbitals are normalized. The proba-
bility of finding an electron somewhere in the
atomic orbital is 1

Sab=Sba Sab Because the 1s orbitals (the ones studied in
this example) are real.

Table A.1: Assumptions made to simply the calculation of the matrix of
eq. (A.7)

(c1
c2

)(⟨φa∣H ∣φa⟩ ⟨φa∣H ∣φb⟩
⟨φb∣H ∣φa⟩ ⟨φb∣H ∣φb⟩

) = E (c1
c2

)(⟨φa∣φa⟩ ⟨φa∣φb⟩
⟨φb∣φa⟩ ⟨φb∣φb⟩

) (A.6)

Since the interacting system being described is a homonuclear diatomic molecule with
only one electron (H+), the following assumptions [appendix A.1] can be done that
will simplify system in eq. (A.7) to:

(c1
c2

)( ε Vab
Vab ε

) = E (c1
c2

)(Saa Sab
Sba Sbb

) (A.7)

From eq. (A.7), the same determinant as in eq. (1.12):

0 = ∣ ε −E V12 −ESab
V12 −ESab ε −E ∣

Solving the secular determinant in appendix A.1, the next expression is obtained

(ε −E)2 − (V12 −ESab)2 = 0 (A.8)

Two solutions are of interest to solve this problem:

E = ε + V12
1 + S12

(A.9)

E = ε − V12
1 − S12

(A.10)

The two solutions above represents the two molecular orbitals created upon interaction
of each of the s orbitals from both hydrogen atoms, the bonding molecular orbital
[eq. (A.9)] and the anti-bonding [eq. (A.10)]. Those are represented in fig. A.1
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E1sA = ε E1sB = ε

E = ε−V12
1−S12

E = ε+V12
1+S12

Figure A.1: Representation of both atomic orbitals from both hydrogen atoms
interacting and the new molecular orbitals created upon interaction. In red,
the anti-bonding orbital is represented. Their respective energy values are
expressed. Although it is a representation, the anti-bonding orbital is more

destabilizing than stabilizing the bonding orbital is.

A.2 Role of electron density in DFT

The electron density (ρ(r)) is the principal component in DFT approximation on solv-
ing the Schrodinger equation to calculate the wavefunctions of the molecular orbitals.
It is defined as the probability of finding an electron with arbitrary spin within an
arbitrary space wile the rest of the electrons have arbitrary position and spin.

ρ(r) = N ∫ ∫ [ψ(x1,x2,x3, ...xN)]
2
ds1dxN

(A.11)

where N represents the number of electrons. Likewise, the same concept can be
applied when studying the probability of finding two electrons with spin σ1 and σ2 at
two different points in space. This is called the pair density and is defined as

ρ2(x1,x2) = N(N − 1)∫ ∫ [ψ(x1,x2,x3, ...xN)]
2
dxN

(A.12)

The pair density is key to DFT approximation since it has to introduce the effect
of electron-electron interaction. This interaction can be reduced to the fact that
electrons are fermions and so they have an antisymmetric wavefunction and that
electrons are charged particles so there will be coulomb repulsion between them. In
order to introduce the concept of symmetry in the electron wavefunction, first the pair
density expression will be changed to the reduced density matrix, where the complex
conjugate of the electron wavefunction is used.

γ2(x1,x2,x1
′,x2

′) = N(N − 1)∫ ∫ ψ(x1,x2,x3, ...xN))ψ∗(x1
′,x2

′, ...xN
′)dxN

(A.13)
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If in eq. (A.13) the variables are interchanged, say x1 for x2 or x1’ for x2’, the value
of γ2 will change sign

γ2(x1,x2,x1
′,x2

′) = −γ2(x2,x1,x1
′,x2

′) (A.14)

Following this expression, when the probability to find two electrons with the same
spin at the same spot (x1 = x2) is studied, the expression obtained will only be correct
if γ2(x1,x2) is null. Hence, electrons with the same spin do not move independently
from one another. This effect is known as Fermi or exchange correlation.
The second property that will affect how the pair density is computed is the charge of
the electrons. Since they are negatively charged, the coulomb repulsion will prevent
them from being close to one another. This effect is known as Coulomb correlation.
These two effects are incorporated in the pair density expression as

ρ2(x1,x2) = ρ(x1)ρ(x2)[1 + f(x1;x2)] (A.15)

where f(x1;x2) is the correlation factor, that is zero when there is no correlation at
all between electrons (self-interacting system).

Bearing this scheme in mind, a new concept will be introduced. This is the Con-
ditional probability [eq. (A.16)]. Ω(x2, x1) describes the probability of finding an
electron with a given spin at x2 when there is an already known electron at x1.

Ω(x2,x1) =
ρ2(x1,x2)
ρ1(x1)

(A.16)

The difference between the probability of finding an electron in x2 and the conditional
probability is the exchange-correlation effect discussed above (Fermi and Coulomb
correlation), hxc, also known as exchange-correlation hole. This term will always be
negative since it must lead to a reduction on the probability of finding an electron in
x2.

hxc(x1;x2) = ρ2(x2)f(x1;x2) (A.17)

Keeping these two concepts in mind, the energy of the electron-electron interaction
can be described as

Ee−e =
1

2
∫ ∫

ρ2(x1,x2)
x12

dx1dx2 (A.18)

eq. (A.18) when combined with eq. (A.15) and eq. (A.16) will lead to

Eee =
1

2
∫ ∫

ρ(x1)ρ(x2)
x12

dx1dx2 +
1

2
∫ ∫

ρ(x1)hxc(x1;x2)
x12

dx1dx2 (A.19)

where the term x12 refers to the distance between electrons. It is clear that the first
term of eq. (A.19) is very similar to the Coulomb interaction between two charged
particles and it is often represented as J[ρ] [eq. (1.16)]. The second term will take into
consideration the exchange-correlation effect together with the electron density.
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A.3 Hartree-Fock: Slater determinant

When studying a many-body electric system as molecules are, the mathematical
expressions describing the system increase its complexity to the point where they
are almost impossible to compute. A very relevant example for this project is the
hamiltonian operator (Ĥ), that goes from a simple expression [eq. (A.20)] to a very
complex one when the system is upgraded to two nuclei with one electron each
[eq. (A.21)].

Ĥ = − h
2

2m
∇2 − e2

ε0r
(A.20)

Ĥ = −
N

∑
i=1

h2

2Mi
∇2
Ri
+ 1

2

N

∑
i=1

N

∑
j≠1

ZiZje
2

∣Ri −Rj ∣
− h2

2m

n

∑
i=1

∇2
ri −

N

∑
i=1

n

∑
j≠1

Zie
2

∣Ri − rj ∣
+ 1

2

n

∑
i=1

n

∑
j≠1

e2

∣ri − rj ∣
(A.21)

Such a complex hamiltonian of the many-body system displays one of the most com-
plicated treats of big systems, and is that the hamiltonian now is a function of many
dimensions (each electron and each nuclei is understood as a dimension on their own)
[eq. (A.22)].

Ĥ(R1...Rn, r1...rn)ψ(R1...Rn, r1...rn) = Eψ(R1...Rn, r1...rn) (A.22)

A first approximation that simplifies the mathematical expression is the Born-Oppenheimer
approximation, where motion of nuclei is neglected due to its much larger mass than
the one of the electrons. Hence, all the terms describing the interaction between nuclei
in eq. (A.21) are neglected [eq. (A.23)].

Ĥ = − h
2

2m

n

∑
i=1

∇2
ri −

N

∑
i=1

n

∑
j≠1

Zie
2

∣Ri − rj ∣
+ 1

2

n

∑
i=1

n

∑
j≠1

e2

∣ri − rj ∣
(A.23)

Even the the Born-Oppenheimer approximation, it is computationally prohibitive to
check for all possible wave-functions to minimize the energy of the system, hence,
more approximations are needed. One of these, is the Hartree-Fock approximation.
This is based on the idea that a system wave-function can be described by the product
of single electron wave-functions [eq. (A.24)].

ψ(r1, r2, ..., rn) = φ(r1)φ(r2)...φ(rn) (A.24)

This expression must fulfill the property of antysimmetry of the electron wave-function
otherwise electrons will not be indistinguishable so they will not be understood as
fermions 1.

The expression in eq. (A.24) can be written as a determinant, which will be called
Slater determinant [eq. (A.25)].
1In quantum physics an operator that permute a given number of electrons exist P̂ix. This oper-
ator what it does it to change one electron for another. P̂ 2

1,2ψ(1,2, ..n) = ±ψ(1,2, ...n). Only the
negative solutions will apply for fermions.
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ψ(r1, ..., rN) = (N !)−
1
2

RRRRRRRRRRRRRR

φ1(r1) ⋯ φN(r1)
⋮ ⋱

φ1(rN) ⋯ φN(rN)

RRRRRRRRRRRRRR
(A.25)

A.4 Adiabatic Connection and Hybrid functionals

Adiabatic connection lies on the basis on the strategy that hybrid functionals use in
order to approximate the exchange-correlation energy (Exc). This strategy consists
on modifying the hamiltonian based on a parameter λ to go from the "non-interacting
system" to a fully interacting system 2.

Ĥλ = T̂ + V̂ λ
ext + λV̂eff (A.26)

In the equation above, the parameter λ appears in two terms. The first one, V̂ λ
ext is the

external potential and it will be adjusted for every different value of λ used in order to
match the electron density to the one is being calculated for the system. The second
time λ appears it does so as a coupling strength parameter. The term it proceeds
is describing the potential of the electron-electron interaction. So as described in
section 1.3.1, when λ=0 the whole term vanishes and the system is named the "non-
interacting" system. On the other hand, when λ>0 the electron-electron interaction
will have to be calculated, and eq. (A.26) will be written as

Ĥλ = T̂ + V̂ λ
ext + λV̂eff (A.27)

V̂ λ
ext + V̂eff = ∫

ρ(#»r2)
r12

d#»r 2 + V xc(
#  »

r1) −
M

∑
A

ZA
r1A

(A.28)

Hence, using Ĥλ, the energy of the interacting system (Eλ=1) can be calculated as the
expectational value of Ĥλ, and will have the following form

Eλ=1 = Eλ=0 + ∫
1

0
dEλ (A.29)

From eq. (A.29) Eλ=0 is known from the "non-interacting" expression of the Kohn-
Sham equations, and an expression that introduces the exchange-correlation effect can
be obtained for Eλ. This comes from eq. (A.19). eq. (A.29) will then be expressed
as

Eλ=1 = Eλ=0 + ∫
1

0
dEλ (A.30)

where
2In a "non-interacting" system, electrons are considered just particles with no interaction between
them, so they only feel the attraction to the nuclei. On the other hand, in a fully interacting sys-
tem, electrons are considered charged fermions, that means, not only they feel a repulsive force
between them due to the charge but also a repulsive force due to the Pauli exclusion principle. In
a "non-interacting system no exchange-correlation factor is involved.
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Eλ=0 = −
1

2
∇2(#»r ) + VeN(#»r ) (A.31)

−1

2
∇

2(#»r ) = Ts (A.32)

VeN(#»r ) = ∫ ρ(#»r )Vsd(#»r ) (A.33)

Vs =
ZA

#   »

RA − #»r
(A.34)

and

Eλ = ∫ ρ(#»r V̂ λ
effd

#»r + 1

2
∫ ∫

ρ(#»r1)ρ(#»r2)
r12

d#»r1d
#»r2+

+ 1

2
∫ ∫

ρ(#»r1)hλxc(#»r1
#»r2)

r12
d#»r1d

#»r2dλ (A.35)

Combining all expressions in eq. (A.30), eq. (A.31) and eq. (A.35) Eλ = 1 is expressed
as

Eλ = Ts + ∫ ρ(#»r V̂ λ
effd

#»r + 1

2
∫ ∫

ρ(#»r1)ρ(#»r2)
r12

d#»r1d
#»r2+

+ 1

2
∫ ∫

ρ(#»r1)hλxc(#»r1
#»r2)

r12
d#»r1d

#»r2dλ (A.36)

The description of the electron kinetic energy (T) by the "non-interacting" system
expression Ts, brings a lot of simplicity to the calculations, but of course, there is a
price to pay and this is the introduction of the exchange-correlation hole as a function
of λ. Notwithstanding, this approach is extensively used and hybrid functionals are
present and preferred for a lot of quantum chemistry calculations.

A.5 QMMM orbital interaction analysis

The final configuration of the geometry optimization and of the QM simulations are
shown with the calculated isosurface of the valance molecular orbitals.
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(a)

(b)
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(c)

(d)
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(e)

Figure A.2: Representation of the molecular orbitals corresponding to the
five d orbitals from the silver cation. The calculations are done in the geometry
optimized structure. In order, the respective d orbitals are: a) z2, b) xz, c) xy,

d) x2 − y2 and e) yz
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(a)

(b)
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(c)

(d)
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(e)

Figure A.3: Representation of the molecular orbitals corresponding to the five
d orbitals from the silver cation. The calculations are done in the final struc-
ture obtained after the QM simulation in vacuum. In order, the respective d

orbitals are: a) x2 − y2, b) z2, c) xz, d) yz and e) xy
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(a)

(b)
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(c)

(d)
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(e)

Figure A.4: Representation of the molecular orbitals corresponding to the
five d orbitals from the silver cation. The calculations are done in the struc-
ture obtained after the QM simulations done in water as solvent. In order, the

respective d orbitals are: a) x2 − y2, b) z2, c) xz, d) yz and e) xy
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(a)

(b)



Appendix A. Appendix 112

(c)

(d)
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(e)

Figure A.5: Representation of the molecular orbitals corresponding to the
five d orbitals from the silver cation. The calculations are done in the structure
obtained after the QM simulations done in 30% acetonitrile as solvent. In order,

the respective d orbitals are: a) x2 − y2, b) z2, c) xz, d) yz and e) xy

TDOS, PDOS and OPDOS were plotted for each one of the simulations. The results
were rather similar in any of the scenarios not showing any kind of overlapping either
bonding or anti-bonding. The results can be seen in
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(a)

(b)

(c)

Figure A.6: TPDOS, PDOS and OPDOS of the final configuration obtained
through QMMM simulations. a) correspond to the simulation with acetonitrile
as solvent, b) to the simulation in vacuum and c) to the simulation with water

as solvent.
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The interaction diagram was also calculated for each of the simulations. The same
parameters as the results analyzed in section 3.2 (only consider overlap if the molecular
orbital is composed by at least a 20% of the respective atomic orbital).

(a)
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(b)
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(c)

Figure A.7: Interaction diagram of each of the simulations. As can be seen
there is no molecular orbital composed by more than a 20% of its respective
atomic orbitals. Fragment 1 describes the carboxylic acid and Fragment 2 de-
scribes the silver cation. a) corresponds to the simulations performed with ace-
tonitrile and water respectively as solvent and b) to the simulations performed

in vacuum.
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A.6 GFD3E synthesis worklist
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Figure A.8: Worklist for the synthesis of GFD3E.
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A.7 AFM images of quartz wafers used for solid state
fluorescence spectroscopy

(a) (b)

(c)

Figure A.9: AFM images of samples analyzed by solid substrate on the flu-
orescence spectroscopy. These images are representative of the coverage of the
substrate. Images at random position of the substrate were taken, until no
fibers were found in three straight pictures. Images have been modified in order
to facilitate the interpretation. Samples dilutions are a) 0.5 mM, b) 0.75 mM

and c) 1mM.

A.8 Device preparation

The wafers upon which the nanoelectrodes will be printed were prepared in two dif-
ferent methods to assess the performance of either. The methods were quite similar,
although some reactives differed from one to another as well as some treatments per-
formed on them. This small changes will be noted along the procedure.
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Circular silica wafers were washed in a heated solution of hydrogen peroxyde and sul-
furic acid in a ration of 1:3 (v/v) fig. A.10 (for method 1) or in pure nitric fumic acid
fig. A.11 (for method 2) and put in a sonication bath for three minutes. Subsequently,
the wafers were rinsed in water MiliQ quality in a sonication bath for another minute
and dried with nitrogen gas. Prior to photoresist precipitation, the wafers were baked
in a heated plate for one minute at 115°C to ensure that no water molecules were left
on the surface. A thin layer of hexamethyldiselazane (HMDS) was deposited on the
surface of the wafers in a POLOS SPIN105i spin coater. This solution of HMDS is
used to create a more hydrophobic surface for a better adhesion of the photoresist.
The wafers were again baked for one minute at 150°C after the photoresist coating
to dry the hydrophobic layer. Subsequently a layer of 1.5 mm of photoresist was
spin-coated on the wafers. Both coating steps were performed at 4000 rpm. Once
the coating process finished, the wafers were backed at 115°C in order to help the
adhesion of the photoresist layer. Solutions of HMDS and photoresist were filtered
using a hydrophobic polytetrafluorethylen filter in order to avoid the placement of
any possible aggregates on the surface of the wafers that could harm further steps
[fig. A.11].

Wafers were now ready to print the electrodes pattern on them. To expose the wafers,
a MA6 Mask aligner with vacuum contact exposure was used. Different exposure times
were tested (5.2, 5.6 and 6 seconds) in order to find that of better performance. The
light intensity was set to 30mW /cm2 for all the attempts. Prior to metal deposition,
wafers were introduced in a solution of Microposit developer and ionised water to a
ratio of 1:2 for 1 minute and 30 seconds as developing step to rinse-off the photoresist
that had not been exposed. After being rinsed with deionised water and dried with
nitrogen gas, the wafers were treated in a 320 PC Reactive Ion etching were a O2

descum plasma process was performed for 1 minute (this treatment was performed
only for method 1). For the wafers prepared by method 2, a UV/ozone treatment
was performed. After this treatment, a 5 nm layer of chromium beneath a layer of 80
nm of gold was deposited on the coarse pattern. Metal deposition was performed in
a Cryofox Explorer 600. Afterwards, a lift-off step was performed in order to remove
the unwanted metal. Wafers were introduced in a solution of photoresist remover and
were left in the solution overnight.

In order to cut the circular wafers in small 10 by 10 mm squares a DAD321 Disco
Automatic Dicing Saw used with a diamond blade. Prior to dicing, a photoresist layer
was spin-coated onto the wafers to reduce possible damage on the pattern. Once the
wafers were diced, this layer was removed by first introducing the squared wafers in
acetone in a sonication bath and later in a solution of amonia, hydrogen peroxyde and
deionised water (at a ratio of 1:1:1.5 respectively) for either one minute or two steps of
30 seconds. A visual assessment was done in a microscope to study the performance
of the dicing step.
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(a)

(b)

(c)

Figure A.10: SEM images of the coarse grain pattern after being washed with
an amonia solution. The pattern is broken due to the removal of the photore-
sist beneath the evaporated metal. HMDS and photoresist solutions were not

filtered.
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(a)

(b)

Figure A.11: SEM images of the coarse grain pattern after being washed
with nitric fumic acid. HMDS and photoresist solutions were filtered with an

hydrophobic filter.

Although some of the details can already be appreciated in the SEM images just after
metal evaporation, the flaws and the photoresist aggregates can be better seen once
electron beam lithography had been performed on the wafers. These small photoresist
aggregates can be predominantly seen in the samples that were prepared without
filtering the HMDS nor the photoresist solution [fig. A.12], but can also be seen on the
samples where the solutions were filtered (although in less quantity) [fig. A.13].
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(a)

(b)

(c)

Figure A.12: SEM images of the E-beam pattern after Au evaporation had
been performed. Small aggregates of organic molecules can be seen that can

harm the performance of the electrodes.
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(a)

(b)

(c)

Figure A.13: SEM images of the E-beam pattern after Au evaporation had
been performed. These wafers were cleaned with nitric acid after being cut in

the dicing saw in order to remove the aggregates.

The parameters used regarding rpm and exposure energies and times are in accor-
dance to the ones proposed by the manufacturer. Exposure doses were slightly higher
since the thickness of the photoresist layer was expected to be larger than the one
expected (1.5 mm) [95]. Despite following all the manufacturer instructions, photore-
sist aggregates were seen in samples prepared by either methods. The presence of
these aggregates indicated a thin layer of organic compounds remaining on the wafers
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even after their were introduced into the developer solution. This thin layer removed
the partially or totally the metal pattern printed. Different methods were attempted
in order to eliminate this organic layer. While aggregates were successfully removed
by filtering the HMDS and Microposit solution prior to deposition, the thin organic
layer remained after either of the methods tried. Both photoresist solution were used
after the expiration date what can lead to the decomposition of the photoactive sub-
stances. The loss of photoinitiator in positive resists can be spotted by observing
whether bubbles are formed. N2 is released from the photoinitiator and dissolves into
the photoresist solution causing the bubbles. Plasma etching, specially using oxygen
with reactive ions is commonly used to the formation of high resolution profiles [96].
Here, this strategy was used to eliminate such organic layer. Due to the instrument
was out of service, only one attempt was done and it did not succeed in removing it.
UV/ozone treatment is also commonly used for surface cleaning of organic molecules
[97]. This strategy was also attempted with little success since the deposited metal
on the coarse pattern was removed after the lift-off process.
If functional nanoelectrodes are to be built the removal of such organic layer and the
aggregates is key for the achievement of a high resolution. Plasma etching should be
tried again with a reduction of the photoresist layer. This can be achieved by longer
exposure times. UV/ozone treatment was not sufficient for the removal of the organic
contamination.
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