Summary

This thesis is written by Nikolaj Jensen Ulrik and Simon Mejlby Virenfeldt
within the field of formal verification. The thesis deals with explicit state model
checking of Petri net models using the property specification language Linear
Temporal Logic (LTL). It introduces novel techniques for partial order reduc-
tions using stubborn sets. The idea focuses on the individual states in the
Nondeterministic Biichi Automaton (NBA) which the LTL formula is trans-
lated into. Here we determine a subset of states in the NBA in which we are
able to employ reachability-preserving stubborn set methods. This has the ad-
vantage over classic stubborn set methods for LTL that it works on all LTL
formulae and not only the subcategory of next-free formulae.

The thesis also investigates using guided search in order to increase the per-
formance of the depth first explicit model checking algorithms. Here we adapt
existing methods from reachability analysis and use them on local information
from the NBA to prioritise short-term important information. An alternative
heuristic that penalises transitions that have been fired many times, which we
call the fire count heuristic, is also investigated and combined with the other
heuristics.

All these methods are implemented in the tool TAPAAL and evaluated ex-
perimentally against a large and well-established Petri net dataset used in the
annual Model Checking Contest (MCC). Evaluation indicates improved perfor-
mance for the novel reachability-based stubborn method compared to the classic
method. For heuristics they all show better performance compared to not using
guided search, and combining the fire count heuristic with the one based on
local NBA information fares the best.

Finally we compare the entire LTL model checker of TAPAAL against the
state of the art model checker ITS-LoLLA in the setup of the MCC. The com-
parison shows a significant improvement compared to ITS-LoLA, especially in
queries that contain a counterexmaple.
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Abstract. Automaton-based model checking, in which a system under
verification is paired with a Nondeterministic Blichi Automaton (NBA)
describing illegal behaviour, is the main method of model checking Linear
Temporal Logic (LTL). However, while techniques for optimising the
system under verification or the NBA independently are well known,
there is less knowledge on techniques using both. We present a stubborn
set method and heuristics for guided search, both of which use local
information in the NBA to optimise the process of exploring the state
space of the system being verified. We implement these techniques as
an extension to the open source model checking engine verifypn used
by TAPAAL and evaluate them using the dataset from the 2020 edition
of the Model Checking Contest (MCC). We find that the guided search
technique improves performance compared to unguided search, and that
the NBA-based stubborn set method performs better than the classic
stubborn set method. Additionally, we show that the classic method
can be used whenever the novel method does not apply, forming a mixed
method that performs even better. We find that the improvements gained
from combining stubborn sets and heuristics are almost equal to the
sum of the improvements from stubborn sets and heuristics individually.
Lastly, we compare our LTL model checker to ITS-LoLA, the winner of
LTL category of the 2020 edition of the MCC, finding that our model
checker answers 56.8 % of queries that ITS-LoLA did not, corresponding
to a 10.8 % increase in the number of answers.

1 Introduction

The state space explosion problem is one of the main barriers to model checking
large systems. The problem arises because systems descriptions can generate an
exponential number of states, and in the case of Petri nets [33] some descriptions
even generate infinite state spaces. Addressing this problem has been the subject
of much research, with directions including partial order reductions [32,21,43],
symbolic model checking [9,3], guided searches using heuristics [15,16], and sym-
metry reductions [10,35]. Some system description languages afford specialised
techniques in addition to the above. For example, state space explosion of Petri
nets can be addressed with e.g. structural reductions [31,19,7] or unfolding into
occurrence nets [30,17].
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Partial order reductions are a family of techniques designed to prune the state
space based on interleaving executions. An important category of partial order
reduction techniques are the ample set [32], persistent set [21], and stubborn set
methods [44]. We focus on stubborn set methods. The goal of the technique is,
given a specific state, to determine a subset of actions to explore such that all
representative executions are preserved with respect to some desired property.
This subset of actions is called the stubborn set of a state. While the technique
does have the potential to exponentially reduce the size of state spaces, more
complex verification questions such as model checking limit the possible reduc-
tion. For example, the portfolio of classic stubborn set methods developed by
Valmari does not allow for Linear Temporal Logic (LTL) formulae containing the
next-step operator X [44]. Stubborn sets and other partial order reduction tech-
niques are supported in several well-established tools, e.g. TAPAAL [12], LoLA
2 [48], and Spin [23], and have proven to be useful [7,27,24].

The main approach to LTL model checking is automata-based model check-
ing, which is based on a translation of LTL formulae into Nondeterministic Biichi
Automata (NBAs), which are then synchronised with the system being verified.
The goal is then to find a reachable accepting cycle in the synchronised system.
While much research has been done on optimising NBAs [47,1,18], and much
work has been done on state space reductions as described above, few state
space techniques take the automaton into account. For example, the aforemen-
tioned next-free LTL preserving method by Valmari is based on the syntax of the
formula and is completely agnostic to the choice of verification algorithm [45].
Some of the work done within the field of stubborn sets includes a specialised,
automaton-driven approach for a subclass of LTL formulae called simple LTL
formulae [27], and more recently an automaton-based stubborn set approach for
arbitrary LTL formulae [28], although to the authors’ knowledge the latter does
not have an implementation as of writing. This idea of automaton-driven tech-
niques is interesting and worth more research, as the automaton can provide
more detailed local information compared to looking at the entire LTL formula.

In state space exploration, the choice of which successor state to explore
first can have a big impact on the performance of depth-first algorithms such as
Nested Depth First Search (NDFS) [11] and Tarjan’s algorithm [20], which are
important LTL verification algorithms. A poor choice of successor can cause a lot
of time to be wasted exploring executions without relevant behaviour. A way of
addressing this problem is by using heuristics to guide the search in a direction
more likely to be relevant. Previous work in this direction includes [15,14] in
which A* is used as a search algorithm with heuristics based on finite state
machine representations, and [25] presents a best-first search algorithm using a
syntax-driven heuristic as a guide for reachability analysis of Petri nets.

We contribute a novel automata-driven stubborn set method and automata-
based heuristics for guided search for model checking LTL formulae on Petri
nets. The stubborn set method is a non-trivial adaptation of the stubborn set
method for reachability analysis presented in [7]. This new method determines a
subset of non-accepting NBA states from which we are able to use the existing
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method, with the goal of leaving non-accepting NBA states earlier than without
our method. The guided search is based on the heuristics of [25] describing the
distance between a state and the satisfaction of a formula. We extend this method
to use in non-accepting NBA states to determine the distance between a state and
a state which is able to leave the current NBA state. Common to our techniques
is a desire to leave non-accepting NBA state as quickly as possible to find a
accepting state earlier than otherwise. We provide an implementation of these
novel techniques as an extension of the open source model checker verifypn
used in TAPAAL. We evaluate the performance of the techniques using the LTL
dataset of the 2020 edition of the Model Checking Contest (MCC). We also
compare our model checker to the state of the art Petri net model checker ITS-
LoLA [39,48], answering an additional 10.8 % of LTL queries which makes up
56.8 % of LTL queries that ITS-LoLA could not answer.

The structure of the thesis is as follows. In section 2 the automata-based ap-
proach to LTL model checking is presented as well as the syntax and semantics
of Petri nets. section 3 describes both the classic stubborn set method known in
the literature and a novel approach to stubborn set reductions, alongside the im-
plementation of these techniques for Petri nets. section 4 describes our approach
to guided search and the heuristics used for guided search. Sections 3 and 4
also conclude with experimental evaluation of the presented methods. section 5
evaluates combinations of stubborn sets and heuristics and contains comparison
to a state of the art LTL model checker for Petri nets, ITS-LoLA [39,48]. We
conclude the thesis in section 6.

Related Work Stubborn set methods have been applied to a wide range of prob-
lems outside of the previously mentioned work. In [34] stubborn set methods
are presented for many Petri net properties such as home marking or transition
liveness among others. There are also reachability-preserving stubborn sets for
timed systems [22,4] and more recently for timed games [5]. The stubborn set
methods of [27,28], also mentioned above, represent existing work on automaton
guided stubborn set methods. While our method has similar goals as [28], the
approaches differ. In particular, our method does not explicitly restrict stub-
born sets based on the self-looping formula of NBA states, and we precompute
in which states the method is applicable.

In [15] guided search strategies for LTL model checking using variants of A*
search are presented. Their guided search addresses situation where an accept-
ing state has been found and a cycle needs to be closed, in contrast with the
heuristics in the present work which guides the search toward any form of state
change in the NBA, and which are not applied in accepting states. However,
they assume that individual processes are given at finite state machines and
have heuristics dependent on being able to compute exact distances to specific
states in individual processes, an approach that is not compatible with Petri
nets. Another approach to guided search was presented in [37] where the state
equations, a system of linear equations that overapproximate the behaviour of a
Petri net, was used to guide the search based on the assumption that the over-
approximation is reasonably accurate. While this work is interesting, it was not
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applied to LTL, and solving potentially large linear programs often is a source of
overhead whenever the method does not help. In contrast, we emphasise simpler
heuristics that are fast to compute.

2 Preliminaries

We now define basic concepts of LTL model checking in an abstract setting.
Afterwards we introduce Petri nets and their translation to labelled transition
systems. In the following, let N denote the natural numbers including zero, let
oo be such that x < oo for all z € N°, and let # and ff denote true and false
respectively.

2.1 Labelled Transition Systems

We will now introduce Labelled Transition System (LTS), on which we will define
the semantics of LTL. The standard way of defining LTL semantics is with Kripke
structures, but when we introduce our stubborn set methods we need to reason
about the actions taken. Let AP a fixed set of atomic propositions, which are
basic properties exhibited by states. A Labelled Transition System (LTS) is a
tuple T = (S, X, —, L, s9) where

— S is a possibly infinite set of states,

— X is a finite set of actions,

— > C 8 x XY x S is a transition relation,
L : S — 247 is a labelling function, and
— so € S is a designated initial state.

We write s = s’ if (s,a,s') € —, and s — s’ if there exists a such that
s % s'. We write s = s where ¢ is the empty string, and s *— s’ if s = s and
s 2 s for some w € X*. For s € S, if no state s’ exists such that s — §', we
call s a deadlock state, written s /4, and if s is not a deadlock state we write s —.
We use —* to denote the reflexive and transitive closure of —. We say that « is
enabled in s, written s —, if there exists s’ such that s — s’, and the set of all
enabled actions in s is denoted en(s) = {a € X' | s =3}. For any a € AP we say
that s satisfies a, written s |= a, if a € L(s), and define [a] = {s € S| s = a}
to be the set of states satisfying a.

Let T = (S,X,—,L,sp) be an LTS. A run m in T is a potentially infinite
sequence of states sjsqe... such that for all ¢ > 1, either s; — s;41 or s; is a
deadlock state and s;; = s;. An infinite run m = s155 . .. induces an infinite word
ox = L(s1)L(s2) ... € (247)". We say that words o,0’ € (247)* are stuttering
equivalent, written o ~ ¢, if there exists a word o, € (2AP)W = ApA; ... such
that o = Aj*AT? ... and o/ = A" AT ... for some ni,na,...,mi,me € Nt
i.e. o and o differ only by finite repetitions of any A;. For example, the word
abab ... =~ aabbaabb ... since the latter string only differs from the former by
repeating each a and each b once. We define Runs(s) as the set of runs starting
in s, and Runs(7) = Runs(sg) where s is the initial state of 7. We define the
language of s as L(s) = {0 € (247)" | 7 € Runs(s)}. For a word 0 = ApA; ...
we define 0° = A;A; 11 ... to be the ith suffix of o for i > 0.
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2.2 Linear Temporal Logic

The syntax of Linear Temporal Logic (LTL) is given by the abstract grammar

o102 5= a | o1 Apa | o1 Vo | 01 | For [ Gor [ Xer [ 1 U

where ¢1 and o range over LTL formulae and a € AP ranges over atomic
propositions. An infinite word ¢ = AgA; ... € (2AP)W satisfies an LTL formula
@, written o = ¢, if and only if the following inductive definition is satisfied:

cEa < ac€ i
clEPINpy < ol prand o=@,
cE@PI Ve < ol orolEp
o —¢1 <= not o ¢
cEFp <= 3i>0.0' ¢
ocEGp <= Vi>0.0' ¢
cEXpr <= o =g
ol @i Ups <= 3j>0.07 =gy and Vi € [0; 5] . 0" |= ¢y

The set of LTL formulae without the X operator is denoted LTLx. Such
formulae cannot distinguish stuttering equivalent words, so we call LTLyx the
stuttering-insensitive fragment of LTL. Let T = (S, X, —, L, s9) be an LTS. For
a state s € S, we say that s = ¢ if and only if for all words o € L(s) we have
o | ¢, and we say that T |= ¢ if and only if s¢ | .

Ezample 2.1. Figure la illustrates an LTS T = (S, X, —, L, sg) with the set
of actions X = {«, 8} and the set of atomic propositions AP = {a,b}. States
are annotated with their labels—for example, L(s2) = {a} and L(s;1) = 0. The
sequence of states m = sgs18081(s3)* is a run starting in sg which loops in s3
forever, and the induced word of 7 is o, = {b}0{b}0({a,b})*. We can see that
o satisfies the LTL formula ¢ = FGa, which means “from some point onward,
always a”, since for all i > 5 we have 0! = Ga. However, s does not satisfy the
formula since 7’ = (sps1)“ is a run starting in sy that never reaches any of the
states so or s3 where a holds. We call 7’ a counterexample to the formula ¢ on
the system 7.

Ezxample 2.2. The LTS in Figure la satisfies ¢ = X—b, since all the successors
of so do not have the label b.

2.3 Nondeterministic Biichi Automata

The standard procedure for verifying whether s |= ¢ for some state s and LTL
formula ¢ is automata-based model checking, see e.g. [2]. This technique seeks to
find counterexamples to ¢ by means of synchronisation with a Nondeterministic
Biichi Automaton (NBA) equivalent to —p.
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(a) An LTS 7. For state s, the label L(s) (b) NBA A_fg, equivalent to the formula
is denoted beside it, and edges are labelled —FGa. The accepting state qo € F is de-

using the relevant action. noted by two circles, and the initial state
go € Qo is denoted by the unconnected
arrow.
tt
t

&03

) The product system 7 ® A-rgq.

Fig.1: Example LTS 7 and NBA A_gg, for model checking whether
T E ¢ = FGa. Since the product system T ® A_gg, has an accepting run
({s0,90)(s1,90))“, we can conclude that T }~ .
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First we introduce the propositions we may find on the guards of the NBA.
We let B(AP) denote the set of propositions over the set of atomic propositions
AP, given by the grammar

b176212:ﬁ|ff|a|b1/\bg|bl\/b2|_\b1

where a € AP and by, by € B(AP). We define satisfaction of a proposition b by
a set of atomic propositions A C AP, written A |= b, inductively as:

AEt
A Jf
AEa < ac A
AEDW ANby < AEb and A = by
AEb Vb < AEDb or AEb
A|=ﬁb1 — Abébl .

For any proposition b € B(AP) and any LTS state s € S, we write s = b if
L(s) = b. We let the denotation of a proposition be the set of sets of atomic
propositions given by [b] = {4 € 247 | A |= b}

Remark 2.3. We define the equality of propositions based on their denotation.
That is, for any propositions by, bs € B(AP), we write by = b iff [b1] = [b2].

An NBA is a tuple A = (Q, §, Qo, F') where

— (@ is a possibly infinite set of states,

— 0 CQ x B(AP) x Q is a transition relation such that for each ¢ € @, there
exists only finitely many b € B(AP) and ¢’ € @ such that (¢,b,q") € 9,

— Qo C @ is a finite set of initial states, and

— F C @ is a set of accepting states.

We write ¢ LN q if (¢,b,q") € 6. We assume a normal form where for any pair
of states q,¢' € Q, if ¢ KN q' and ¢ LN q' then b = b'. This normal form can be
ensured by merging the transitions ¢ LN q" and ¢ LN ¢’ into the single transition
q LN q'. For a state ¢ € Q we define the set of progressing propositions to
be Prog(q) = {b € B(AP) | q Ly ¢ for some ¢’ € Q \ {¢}}, and the retarding
proposition to be Ret(q) = b € B(AP) such that ¢ 5 q or ff if no such b exists.

Let 0 = AgA; ... € (247) be an infinite word. We say that A accepts o if
and only if there exists an infinite sequence of states qoq; ... such that

— qo € Qo,
— for ¢ > 0, there exists a transition g; LN @i+1 such that A; = b;, and
— for infinitely many ¢ > 0, ¢; € F.

The language of an NBA A is £(A) = {0 € (247)” | A accepts o}.
Automata-based model checking of LTL formulae is possible due to the fol-
lowing theorem relating LTL formulae to NBAs.
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-a

Fig.2: NBA A, where ¢ = ((Ga) U (Fa)) V b, featuring more complex edge
propositions.

Theorem 2.4. [2] Let ¢ be an LTL formula. There exists an NBA A, with
finitely many states such that L(Ay) = L(p).

Ezample 2.5. Figure 2 shows an NBA equivalent to the formula ((Ga)U (Fa))Vb.
The set of progressing propositions from g is Prog(qo) = {a V b, —a A —b}, and
it has no retarding proposition. The set of progressing propositions of ¢; is the
singleton set Prog(q;) = {a}, and the retarding proposition is Ret(q1) = —a.

As a corollary to Theorem 2.4, any infinite word o that satisfies ¢ must be
accepted by A, and vice versa. Recall that an LTS T = (S, X, —, L, 5¢) satisfies
¢ if and only if for all ¢ € L(sg) we have o |= ¢. Conversely, if there exists a
word o € L(sg) such that o = ¢ then T [~ ¢, and o is accepted by A-,. We
therefore synchronise 7" with A-, and look for counterexamples. We define this
synchronisation as follows.

Definition 2.6 (Product). Let T = (S,X,—,L,s0) be an LTS and let
Ay, = (Q,0,Qo, F) be an NBA. Then the product T @ A, = (Q',d, Q4. F')
of T and A, is an NBA such that

- Q' =8xQ,
— (s,q) 2, (s',q"y if either s — s' or s is a deadlock and s = ', and q LA q
for some b € B(AP) such that s’ = b,

- Q) ={(s0,¢) € Q | 30 € Qo-qo LN q for some b € B(AP) where sy |= b},
and

- F'={(s,q) €Q | g€ F}.
The following theorem states the key property of the product construction.

Theorem 2.7. [2] Let T be an LTS with initial state so, ¢ be an LTL formula
and A-, be an NBA such that L(A-,) = L(—y). Then so = ¢ if and only if
L(T @A) = 0.
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In other words, the product construction is suitable for verifying whether
T E ¢. The model checking procedure consists of constructing the product
T ® A-, and searching for accepting runs. In practice this becomes a search for
reachable cycles containing accepting states, since such cycles generate infinite
accepting runs. This is an under-approximation of the language emptiness check
since the state space may be infinite, and as such there may be runs which con-
tain infinitely many accepting states without ever looping. We use a specialised
variant of Tarjan’s connected component algorithm described in [20] for model
checking.

Example 2.8. As described in Example 2.1, the LTS 7T depicted in Figure 1a
does not satisfy the LTL formula FGa. We now derive the same result using
automata-based model checking. Figure 1b shows the NBA A_fg, equivalent to
the LTL formula —FGa, and Figure 1c shows the reachable part of the product
T ® A-fgq. Since the looping run ({so, qo)(s1,q0))* visits the accepting state
(80, qo) infinitely often, we can conclude that 7 = FGa, and the run (sps1)* can
be used as a diagnostic counterexample.

2.4 Petri Nets

A Petri net is a 4-tuple N = (P, T, W, I) where

— P is a finite set of places,

— T is a finite set of transitions such that PNT = 0,

W (PxT)U(T x P)— N is a set of arc weights, and
I:(PxT)— NU{oo} is a set of inhibitor arc weights.

The semantics of a Petri net N = (P,T,W,I) is given by markings on the
foom M : P — N° and a firing relation - C M(N) x T x M(N) where
(M,t,M') € — if for all p € P we have M(p) > W(p,t), M(p) < I(p,t),
and M'(p) = M(p) — W(p,t) + W (t,p). We use the following abbreviations.

ML M if (M, t, M') € —,

M L if there exists M’ such that M % M,
M 72) if not M i>,

M — if there exists t such that M i>, and
M # if not M —.

If M -~ we say that M is deadlocked. We denote the set of successors of M as
suc(M) = {M' € M(N) |3t e T.M 5 M’'}. We write M(N) to denote the set
of all markings of Petri net N. If M (p) = n for some marking M we say that p
has n tokens in M. For x € PUT, we write *z to mean {y € TUP | W(y, z) > 0},
called the preset, and z*® to mean {y € TU P | W(x,y) > 0}, called the post-
set. We straightforwardly extend this to sets X C T and X C P such that
*X = Uyex *z and X* = [J,cx 2°. For a place p € P we define the increas-
ing preset of p as Tp = {t € °p | W(t,p) > Wi(p,t)}, and the decreasing
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Fig. 3: Example Petri net and its state space.

postset of p as p~ = {t € p* | W(t,p) < W(p,t)}. The inhibitor postset of
p € Pisp® ={t €T | Ipt) < oo} and the inhibitor preset of t € T is
“t = {pe P|I(p1) < oo}

A net N = (P, T,W,I) gives rise to an LTS T = (M(N), T, —, L, My) where
My is a designated initial marking. We call 7 the LTS of N. The set AP of
atomic propositions is formed using the grammar

ax=t|e ey

ex=plcles Des

where t € T, p € P,c e N € {<,<,#,=,>,>}, and ® € {-,+,—}. An
atomic proposition in which the predicate p never occurs is called a fireability
proposition, and an atomic proposition in which the predicate t never occurs is
called a cardinality proposition. Likewise, an LTL formula in which there only
appears cardinality propositions is called a cardinality formula, and a formula in
which there only appears fireability propositions is called a fireability formula.
Given a Petri net N = (P, T, W, I), the satisfaction of a marking M € M(N) of
an atomic proposition a € AP is given by

MEt < M4
M e ey <= evaly(er) xevaly(es)

evalas(p) = M(p)
evaly/(c) =¢

evalpr(eq @ ea) = evalys(er) @ evalpr(ea) .

For t € T, the fireability proposition ¢ can be rewritten into the cardinality
proposition A c.;(p > W(p,t)) AN,cor(p < I(p,t)) requiring that all pre-places
of t are sufficiently marked and no inhibitor arc of ¢ is sufficiently marked. In
the following we assume that all propositions are cardinality propositions.

Ezxample 2.9. Figure 3 demonstrates the graphical representation of a Petri net
N = (P, T,W,I). The set of places is P = {p1,p2} and the set of transitions
is T = {t1}. The function W is W (py,t1) = 1, W(t1,p2) = 2 and for all other
x,y € PUT we have W(z,y) = 0. The function I is I(p2,t1) = 2 and for all other
p € P and t € T we have I(p,t) = oo. The initial marking is My(p1) = 2 and
My(p2) = 0. In the initial marking ¢; is enabled since p; is sufficiently marked,
i.e. Mo(p1) > W(p1,t1), and po is insufficiently marked for the inhibitor arc, i.e.
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My (p2) < I(p2,t1). Firing t; yields My 2y M where M(p1) =1 and M(p2) =2
since the arc W(t1, p2) produces 2 tokens. The new marking M is deadlocked
since although M (p1) > W(p1,t1), we have M(p2) > I(p1,t1), inhibiting the
firing of ¢;.

3 Partial Order Reductions

Partial order reductions are techniques that address the state space explosion
problem by reducing the number of interleavings of concurrent actions. When a
state has many actions that are concurrent, the state space can contain states for
any permutation of these actions, even when each permutation leads to the same
state. Thus choosing only a representative permutation can result in exponential
reductions in the size of the state space (for examples of this see e.g. [44,46]).
We consider techniques that accomplish this by selecting in each state a subset
of available actions for exploration. Such techniques include ample sets [32],
persistent sets [21], and stubborn sets [44,45]. Of these we consider the stubborn
set technique.

3.1 Classic Stubborn Set Method

We will now present the classical LTLx-preserving stubborn set method, which
is due to Valmari [44,45].

Definition 3.1 (Reduction). [44] Let T = (S, X, —, L, so) be an LTS. A re-
duction is a function St : S — 2%, and the reduced LTS of T given by St is
Tst = (S, X, —st, L, s0) where s S5; 8 iff s = ' and a € St(s).

The goal of the method is to find a suitable reduction St such that for any
LTLx formula ¢, T = ¢ iff Tst = ¢, i.e. the reduction preserves LTLx.

Definition 3.2 (COM and KEY). Let T = (S, X, —,L,so) be an LTS and
let St be a reduction on T . The commutation rule COM and key transition rule
KEY are defined as follows for all states s € S:

COM For all s' € S, if s 222%"% ' where o € St(s) and o ¢ St(s) then
aaiaz...on

s —— 1 6l
KEY If en(s) # 0, then there is some key action ayey € St(s) such that for

alln >0, if ai,...,a, ¢ St(s) and s =222 s, then s, akln otherwise
St(s) = X.

The COM rule forms the core of stubborn set methods. It asserts that a
sequence consisting of non-stubborn actions and a stubborn action will lead to
the same destination state regardless of when the stubborn action is taken. By
exploring only the execution where the stubborn action is taken first, we reduce
the number of interleavings in the state space. The rule KEY ensures that if
there is some enabled action in s then St(s) also contains some enabled action
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(let n = 0). This rule functions as a starting point for stubborn set generation.
Normally, the main property of these rules is a deadlock preservation theorem—
any deadlock state in the full state space is reachable and a deadlock state in the
reduced state space, and vice versa [43]. However, since we assume deadlock-free
semantics this property is not relevant to us.

To preserve LTLyx it is important to ensure that a run « in the full state
space has an equivalent run 7’ in the reduced state space such that the induced
words o, and o, are stuttering equivalent. To ensure this, we require a notion
of visible transitions.

Definition 3.3 (Visibility). Let T = (S, X, —, L, sg) be an LTS and let ¢ be
an LTL formula. We say that o € X is a visible action wrt. ¢ if there exists
states s,s' € S such that s = s' and for some atomic proposition a mentioned
in @, either sl ans' =aorsE=ans Ea A set ¥, C X is a visible set if
for all actions o € X' that are visible wrt. v, o € Y.

An action is visible if it can change the truth value of an atomic proposition.
The set X, is not required to be exactly the set of visible actions for ease
of implementation. The following rules ensure that the reduced state space is
stutter-trace equivalent with the full state space.

Definition 3.4 (VIS and IGN). Let T = (S,X,—,L,so) be an LTS, let St
be a reduction on T and let p be an LTL formula. The visibility rule VIS(p)
and non-ignoring rule IGN (p) are defined as follows for all states s € S.

VIS(p) If St(s) contains an enabled, visible action o € X, then St(s) = X.

IGN(p) Ifso g 51 —25g¢ ... is an infinite execution for some sg, s1,... € S,
then for each visible action ovis € Xy there must be © such that cis € St(s;).

VIS(p) ensures that if a,f € X

both s 225 ' and s 2% o , then both interleavings are explored. This is neces-
sary since both orderings are potentially important with respect to . The rule
IGN(p) ensures, roughly speaking, that visible actions are not perpetually ig-

», i.e. are contained in a visible set, and

nored, a situation that could otherwise occur if e.g. St(s) = {a;} and s =% s. In
this case, IGN () would ensure that if some action as would result in progress
then it is also taken. IGN(yp) is implemented by including all o, € X, in St(s)
when exploring an edge s — s’ where s’ already occurs in the current depth-first
search path, i.e. when the edge closes a cycle in the state space.

By using rules COM, KEY, VIS(p), and IGN(y), we obtain the classic
LTLx-preserving stubborn set method, the main result of which is the following
theorem.

Theorem 3.5. [44] Let T = (S, X, —, L, s9) be an LTS, ¢ be an LTLx formula,
and St be a reduction satisfying COM, KEY, VIS(y), and IGN(p). Then
the reduced LTS Tsr = (S, X, —st, L, so) satisfies @ iff T satisfies .

The original proof of the theorem demonstrated that the relative ordering
of visible transitions is preserved in the reduced state space, which means that
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(a) Commutation diagram of an LTS. For g0 @ 92

each state the satisfied propositions are
denoted. (b) NBA where qo is a reachability state.

Fig. 4: Motivation for safe actions. If a reduced state space causes the state gacc to
be reached before by is satisfied, accepting runs may be lost due to overshooting
accepting states.

any word in the reduced state space is stuttering equivalent with some word in
the full state space. However, the X operator can distinguish between stuttering
equivalent words, meaning that the theorem is only enough to guarantee LTLyx
preservation.

3.2 Reachability Stubborn Set Method

The classical approach to stubborn sets for LTLx, presented in Section 3.1,
focuses on the entire LTL formula. In this section we present a stubborn set
approach that depends on local information in the NBA and is applicable to
full LTL. The idea is to apply the reachability-perserving stubborn set method
from [34,7] in non-accepting NBA states ¢ ¢ F where for all A € 247 there

is a successor ¢ LN q¢" where A |= b. To ensure this we look at states ¢ where
given the retarding proposition Ret(q) and progressing propositions Prog(q) we
have Ret(q) V Vyepyog(q) 0 = - With this requirement any state s in the LTS
will have some successor in the NBA, so the only important aspect in ¢ is to
find a state satisfying some progressing proposition. This motivates us to ap-
ply the reachability-preserving stubborn set method with states satisfying some
b € Prog(q) as goal states.

We now define the method formally. We call states in which we can use the
method reachability states.

Definition 3.6 (Reachability states). Let A = (Q, 0, Qo, F) be an NBA. The
set Reach(A) of reachability states in A is the set of all ¢ € Q such that

—q¢ F and
- (viProg(q) b) V Ret(q) = &t where Prog(q) is the set of progressing proposi-
tions of ¢ and Ret(q) is the retarding proposition of q.
Remark 3.7. Determining whether the disjunction of the progressing proposi-

tions and the retarding propositions is a tautology can be done efficiently in
practice using BDDs, which is already the format we use for propositions.
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We need to be careful of when we perform the reduction. This example
illustrates why we cannot always reduce if we are in a reachability state.

Ezxample 3.8. Consider the NBA and LTS in Figure 4. Figure 4a shows part of
the LTS T = (S, X, —, L, s9), where the propositions satisfied by each state are
noted beside them. Furthermore o € X and u,v € X*. The NBA state ¢ is a
reachability state since —b; V by = #. We consider the product state (s, qg). If
we follow the upper transition sequence in Figure 4a we get the product state
sequence (s,qo0) — (s1,q0) — (s2,90) — (8", Gacc). Since we can loop in s”
indefinitely, this is an accepting run. However since qq is a reachability state we
try to apply the reachability stubborn method in s. If we determine the action
« to be stubborn and that none of the actions in u and v are stubborn, then we
commute « to the start of the sequence and follow the lower transition sequence.
This yields the product state sequence (s, qo) — (5', Gace) — (s}, q2) — (5", q2).
This run is not accepting, and thus the commutation is not correct.

To alleviate this problem we introduce safe actions.

Definition 3.9 (Safe action). Let T = (S,X,—,L,sp) be an LTS and let
A =(Q,9,Q0, F) be an NBA. For a state s € S and proposition b € B(AP),
a set Safe(s,b) C X is safe wrt. b if for all a € Safe(s,b) and w € Safe(s,b)*,
if s % s’ s 2% 5" and s’ £ b, then 8" W~ b. For states s € S and q € Q, a
set Safe(s,q) C X is safe wrt. q if for all progressing propositions b € Prog(q),
Safe(s,b) C Safe(s, q).

The property of a safe action « is that if we in a state s fire a sequence of safe
actions w after which we do not satisfy b then firing « followed by w will still
not satisfy b. In particular, when w is empty, if s = b and s = s, then s’ & b.
The idea of a safe action is inspired by [5] but adapted for our purposes and
made looser. In particular, we do not require of a safe action « and transition
sequence w that w can consist of actions different from «, but restrict w to only
concern itself with explicitly safe actions.

In this new method the reductions are no longer only dependent on the
current LTS state, we also need to know in what NBA state we are at the
moment. To handle this we now define reductions on the product state space.

Definition 3.10 (Product reduction). Let T = (S, X, —, L,s9) be an LTS
and A = (Q,9,Qo, F) be an NBA. Then the product reduction is a function
St 8 x Q — 2% and the reduced product state space of T ® A given by St is
T ®st A where (s,q) —st (s',q) if and only if (s,q) = (s',q') and there exists
an a € St(s,q) such that s = s’

The stubborn set method is based on the following rules.
Definition 3.11 (COM, R, and SAFE). Let T = (S, X, —, L, sg) be an LTS,

A= (Q,6,Qo,F) be an NBA and let St : S x Q — 2% be a product reduction.
The azioms COM, R, and SAFE are defined as, for all s € S and all g € Q
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COM If a € St(s,q) and aq,q9,... 0 € St(s,q)*, if s 2% ¢ then
g Hlng o

R Ifay...ap € St(s,q)* and for all b € Prog(q) we have s = b then s <=2 o/
implies that for all b € Prog(q) we have s' £ b.

SAFE For all s € S, either g € Reach(A), en(s) NSt(s,q) C Safe(s, q), and for

all progressing propositions b € Prog(q) we have s £ b, or St(s,q) = X.

Rules COM and R are adapted from standard reachability-preserving stub-
born set methods, see [34,7]. R asserts that no progressing proposition is satisfied
without first taking a stubborn action, ensuring that states satisfying progress-
ing propositions are preserved. The rule SAFE asserts that we cannot reduce
if some unsafe action is enabled or if some progressing proposition is already
satisfied, ensuring that states in the NBA are reached at the right times so we
avoid the problem shown in Figure 4. It also ensures that no reduction is done
in accepting states since the point of the method is to reach accepting states,
and it is not safe to reduce there since anything can lead to an accepting cycle.

We are now ready to prove the correctness of this stubborn set method for
use in LTL model checking, not just LTLx.

Theorem 3.12. Let T = (S, X, —,L,so) be an LTS, A = (Q,0,Qo, F) be an
NBA, St : 8 x@Q — 2% be a product reduction satisfying COM, R, and SAFE,
and T Qs¢ A be the reduced state space of T @ A given by St. Then T @ A
contains an accepting run if and only if T g A contains an accepting run.

Proof. “ <=": Let m = (s0,q0) —st --- be some accepting run in the reduced
state space. If 7 contains no state (s;,q;) where s; is a deadlock state, then 7
must also be an accepting run in the full state space since St does not add any
new actions at any point. If 7 contains a state (s;,q;) where s; is a deadlock
state then since the run is accepting, either ¢; is accepting or some progressing
proposition b € Prog(q;) to ¢; is satisfied by s;. In both cases, by rule SAFE
no reduction is performed, so s; is also a deadlock state in the full state space,
hence 7 is also an accepting run in the full state space.

“ = ": Assume for sake of contradiction that the full state space contains an
accepting run m = (sg, qo) - . . but the reduced state space does not. Then there
must be a partitioning of m = 775 such that m; is the longest prefix of = that is
executable in the reduced state space. Let (s1,¢1) be the last state in 7. Since 7o
is not executable, we have St(s1,q1) # X, so there is some reduction. By SAFE
we therefore know that ¢; ¢ F, so mo must change NBA state at some point, and
no progressing proposition of ¢; is satisfied by s;. Let w € X* be the sequence
of actions of length ¢ — 1 such that for each action o € w in the sequence

aq Qj—1 .
(s1,q1) = (82,92) — (8i,qi) is a prefix of 72, and ¢; # ¢1 and ¢; = ¢q1 for
all 1 < j < 4. Since ¢; # q1, some s; must satisfy a progressing proposition b
where ¢1 KN gi, 80 by R there must be a stubborn action o € St(s1,¢q1) in w. Let
w = uaw such that u € St(sl,ql)* and « € St(s1,q1). By COM s 2D,
implies s; = s/ % s 2 s;. Additionally, since St(s1,¢1) # ¥ and « is an
enabled, stubborn action, by SAFE « is a safe action, so by Definition 3.9
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s} does not satisfy any progressing propositions. Since u does not contain any
stubborn actions and s} does not satisfy any progressing proposition, by R no
intermediate state along the run s 2 &' satisfies any progressing proposition.
Hence we have (s1,q1) —s¢ (s, 1) =% (s',q1), an extension of the executable
part of 71 in the reduced state space. From (s, ¢1), the execution can continue
to follow 7o by repeating this argument as necessary.

We thus obtain an accepting run in the reduced state space, contradicting
the assumption that there was no accepting run in the reduced state space. 0O

3.3 Mixed Stubborn Set Method

The new stubborn set method presented above relies on the notion of reacha-
bility states, where in all states that are not reachability states no reduction is
performed. In this section we introduce a mixed stubborn set method that uses
the reachability stubborn set method when possible and falls back to the classic
method outside reachability states.

Definition 3.13 (Mixed reduction). Let T = (S, X, —, L, so) be an LTS, let
Ay = (Q,6,Q0, F) be an NBA corresponding to LTLx formula ¢. Then given
a reduction Stoassic : S — 2% satisfying COM, KEY, VIS(p), and IGN(yp),
and a product reduction Stieach : S X Q — 2% satisfying COM, R, and SAFE,
the mixed reduction is the product reduction such that

Streach(8,q) if ¢ € Reach(A) and for no b € Prog(q)s E b

Stelassic(s) otherwise

St(S, Q) = {

We now prove that this reduction is LTLx preserving.

Theorem 3.14. Let T = (S, X, —, L, sg) be an LTS, let p be an LTLx formula,
let Ay = (Q,6,Q0, F) be an NBA corresponding to —p, let Steiassic : S — 2%
be a reduction satisfying the rules COM, KEY, VIS(p), and IGN(p), let
Streach : S x Q — 2% be a product reduction satisfying the rules COM, R, and
SAFE, and let St : S x Q — 2% be the mized reduction of Steassic and Streach -
Then T ® A-, contains an accepting run if and only if T ®g¢ A~y contains an
accepting run.

Proof. <= Let m = (s0,q0) —> st - - - be some accepting run in the reduced state
space. If 7 contains no state (s;,q;) where s; is a deadlock state in the reduced
state space, then m must also be an accepting run in the full state space since St
adds no new actions. If 7 does contain a (s;, g;) where s; is a deadlock state and
Streach Was not used in (s;, g;) then by KEY s; is also a deadlock state in the
full state space. If Styeach Wwas used in (s;, ¢;), then since 7 is accepting either
q; is accepting or s; = b for some progressing proposition b € Prog(g;). In both
cases, SAFE prevents any reduction, so St(s;,q;) = X, hence (s;,¢q;) is also a
deadlock in the full state space.

—> Assume for the sake of contradiction that the full state space contains
an accepting run but the reduced state space does not contain any accepting
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runs. Theorem 3.5 tells us that a state space Tsy,,,.... reduced by Stclassic satis-
fies ¢ if and only if T satisfies ¢. As a corollary to this, Tst,,.c ® A~ has an
accepting run if and only if 7T ® .4, has an accepting run. Let 7 be an accepting
run in Tsy,,.... ® Ay, and assume for the sake of contradiction that 7 ®g; A,
does not contain any accepting run. Let m = myms such that m; is the longest
prefix of 7 executable in T ®g; A-,, and let (s, q) be the last state in 7. Since
7o is not executable, (s,¢) must be a state in which Styeach is used, so ¢ is a
reachability state and thus not accepting. Therefore there must be some frag-
ent (5, 6) —st,mse (51101) —*Stupm -+ —Stonse (Snsn) of 7 such that g, = g
for 1 <7 < n and g, # q. By Definition 3.13, no progressing proposition of ¢ is
satisfied, so since ¢, # g by R some stubborn transition must have been fired in
the fragment. Let (s,q) — (s,,qn) such that w = uav where u € Streach (s, q)*7
a € Streach(saq)v and <57q> }B—}Stclassic <5/7q> i>Stc1assic <5n7qn>- By COM we
also have s = s” 2 &'. Since a € en(s) it must also be a safe action, so
s" does not satisfy any progressing proposition, and since u does not contain
any stubborn actions, no intermediate state in the run satisfies any progressing
proposition. Hence we get (s,q) “g.. . (s',q), and since we remain in ¢ the
entire time and no progressing proposition is satisfied, we get, by Definition 3.13,
(5,q9) %5 (s',q). From (s', q) we can continue executing o, repeating this ar-
gument as necessary. We thus get an accepting run in 7 ®s;.4-, as a consequence
of an accepting run in the original state space 7 ® A-,. a

3.4 Stubborn Sets for Petri nets

We now present a syntax-driven method for computing stubborn sets for a mark-
ing in a Petri net. We start by defining a COM-saturated set, which implements
the COM rule, and the set of increasing or decreasing transitions wrt. an ex-
pression.

Definition 3.15 describes necessary conditions for ensuring the rule COM.
These conditions are due to [7] and describes a set of transitions that can be
safely commuted with any transitions not in the set.

Definition 3.15 (COM-saturation). Let N = (P,T,W,I) be a Petri net and
M € M(N) be a marking. We say that a set T" C T is COM-saturated in M if

1. ForallteT', if M L then
— for all p € *t where t € p~ we have p* CT', and
— for all p € t* where t € Tp we have p° C T".
2. ForallteT', if M 7té> then
— there exists a p € *t such that M(p) < W(p,t) and Tp CT’, or
— there exists a p € °t such that M (p) > I(p,t) and p— CT'.

The intuition of the conditions in Definition 3.15 is as follows. According to
Condition 1, if t is enabled and decreases the number of tokens in the place
p € *t, then any ' that has p as a pre-place, i.e. p € *t N *¢, is in conflict with ¢
since t can disable . Likewise if ¢ increases the number of tokens in a place p with
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outgoing inhibitor arcs, the transitions inhibited by p are also in conflict with ¢.
Condition 2 states that a transition ¢’ that could cause a disabled transition ¢ to
become enabled cannot be commuted with ¢, as ¢ is then dependent on ¢’. This is
the case if either ¢’ adds tokens to some insufficiently marked pre-place p € *t or
if ¢’ removes tokens from a sufficiently marked place p € °t that has an inhibitor
arc to t. The following lemma states that transitions from a COM-saturated set
T’ can be commuted with any sequence of transitions that are not in 7", or in
other words that T” satisfies the COM axiom of stubborn set theory.

Lemma 3.16. Let N = (P, T,W,I) be a Petri net, let M € M(N) be a marking

and let T C T be COM-saturated in M. Then for anyt € T/, t1,...,t, € T\T'

and any marking M' € M(N), if M Dbt NI then MOt pp

Proof. Assume M Htng M, 5 M fort € T' and t1,...,tn, € T\T', and
assume for sake of contradiction that M #. Then there must be (i) some p € *t
such M(p) < W(p,t) and Tp C T’ or (ii) some p € °t such that M(p) > I(p,t)
and p~ C T".

(i) since M, L5 for all p where M (p) < W(p,t) some t; must have increased the
number of tokens in p, i.e. t; € Tp for some i < n. However, by Condition 2
we have Tp C T, so t; ¢ Tp, hence no ¢; increased the number of tokens in

. t t .
p. Therefore since M,, —, also M —, a contradiction.

(i) since M, L5 for all p where M (p) > I(p,t) some t; must have decreased the
number of tokens in p, i.e. t; € p~. However, by Condition 2 we have p~ C T”,
so t; ¢ p~, hence no t; decreased the number of tokens in p. Therefore since

t t .
M, —, also M —, a contradiction.

Thus we conclude that M 5.

Now let M % M;. We now show that M; Btng Ap7 Assume for sake of
contradiction that some t; cannot be fired. Then there must either be a place
p € *t; such that M(p) > M;(p) and thus ¢t € p~, or some p € °t; such that
M (p) < My(p) and thus ¢ € Tp. In the former case, by Condition 1 p® C T”, so
since t; ¢ T' we have t; ¢ p®, and in the latter case by Condition 1 p° C T”, so
since t; ¢ T” we have t; ¢ p°. In both cases ¢ cannot have disabled t;, so t; can
be fired, a contradiction.

In conclusion, both M % M, and M, 2™ M is possible. O

The conditions in Definition 3.15 give rise to a straightforward closure algo-
rithm that starting from some set T iteratively includes additional transitions
as required by Conditions 1 and 2. Because of Lemma 3.16, this algorithm can
be used to ensure COM starting from any initial set of transitions.

The following definition of increasing and decreasing transitions of an expres-
sion is relevant to constructing visible and safe sets and to rule R.

Definition 3.17 (Increasing and Decreasing transitions).
Let N = (P,T,W,I) be a Petri net and let e € E be an expression. The set of
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increasing transitions incr(e) and decreasing transitions decr(e) are defined as
follows.

incr(p) = Tp
decr(p) = p~
incr(c) = decr(c) = 0)
incr(e; + e2) = incr(eq) U incr(ez)
decr(e; + ez) = decr(e;) U decr(ez)
incr(e; — e2) = incr(ey) U decr(ez)
decr(e; — e3) = decr(ey) U incr(es)
decr(e; - e3) = incr(e; - e3) = incr(ey) U iner(eg) U decr(er) U decr(es)

The sets incr(e) and decr(e) define the sets of transitions that increase or
decrease the value of an expression e € E. They have the property that if the
valuation of e increased after firing some transition ¢ then ¢ € incr(e), and if the
valuation decreased after firing ¢ then ¢ € decr(e)..

Lemma 3.18. [7] Let N = (P,T,W,I) be a Petri net, let e € E be an ex-
pression, and let M,M' € M(N) be markings such that M LAERING V( for
ti,...,tn € T. If evalps(e) < evalpy(e) then for some i, t; € incr(e), and if
evalps(e) > evalpp (e) then for some i, t; € decr(e).

Corollary 3.19. Let N = (P,T,W,I) be a Petri net, M, M’ € M(N) be mark-
ings such that M LM fort € T, and let a € AP be an atomic proposition.

Then either M = a iff M' = a or for some expression e mentioned in a,
t € incr(e) U decr(e).

Proof. If a = t then we trivially have M = a <— M’ = a.

Let a = ey > eg. If for each i € {1,2} we have evalys(e;) = evalp(e;) then
clearly M | a iff M’ |= a. Otherwise for some i either evalys(e;) < evalp(e;) or
evalps(e;) > evalps (e;). In the former case, by Lemma 3.18 we have ¢ € incr(e;),
and in the latter case t € decr(e;). O

We now show implementations of each stubborn set method wrt. Petri nets.

Classic Stubborn Set Method We now show how to implement the classic
stubborn set method on Petri nets. The only missing part is a definition of visible
sets of an LTL formula ¢ that is suitable for the rule VIS(p). The following is
a suitable definition.

Definition 3.20 (Visible transitions). Let N = (P,T,W,I) be a Petri net,
and let ¢ be an LTL formula. The set vis(p) C T of visible transitions of ¢ is
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defined inductively as

incr(e;) Udecr(e1)U if o = ey 1 ep where e1,e0 € E
incr(eg) U decr(ez) and < € {<, <, #,=,>,>}

vis(¢) = 1 vis(p1) U vis(p2) if o = p1Rp2 where R € {U, A, V}
vis(¢') if o = Qp’ where Q € {G, F, X,—~}
0 otherwise .

The desired property of vis(p) is that it is a visible set wrt. ¢. By Corol-
lary 3.19 and by construction vis(¢) is indeed a visible set since for any expression
e mentioned in ¢ we have incr(e) C vis(y) and decr(e) C vis(p). Therefore, using
Lemma 3.16 and Corollary 3.19 we can now implement the classic stubborn set
method for Petri nets, as shown by the following theorem.

Theorem 3.21. Let N = (P, T,W,I) be a Petri net, T = (M(N),T,—, L, My)
be the transition system of N, let St : M(N) — 2T be a reduction, and let
@ be an LTL formula. Then St satisfies COM, KEY, and VIS(p) if for all
markings M € M(N):

1. Either St(M) =T or there exists a tyey € St(M) such that M tki),
2. St(M) is a COM-saturated set in M, and
3. Either (en(s) N St(s)) Nvis(p) =0 or St(s) =T.

Proof. By Lemma 3.16, Condition 2 ensures COM. Condition 1 ensures that,
if M is not deadlocked, there is an enabled transition in St(M), and since
St(M) satisfies COM, KEY is also satisfied. Finally, by Definition 3.20, we
have incr(e;)Udecr(e; ) Uincr(ez) Udecr(ez) C St(M) for all atomic propositions
e1 X eo mentioned in ¢. Thus as an immediate consequence of Corollary 3.19,
vis(ip) is a visible set, so Condition 3 ensures VIS(yp). O

As mentioned previously, the rule IGN(y) is ensured during state space

exploration by checking that if M % M’ where M’ is on the current search path
then all successors t € en(M) should be explored. Thus by Theorem 3.5 the
present method for stubborn set generation for Petri nets is suitable for model
checking LTLx formulae.

Reachability Stubborn Set Method To implement the reachability-based
stubborn set method for Petri nets we need ways to ensure the axioms R and
SAFE. To do this we now give syntax-directed definitions of the interesting
transitions of a marking and a formula which ensures the axioms R and SAFE.

Definition 3.22 (Interesting transitions). [7] Let N = (P,T,W,I) be a
Petri net and let b € B(AP) be a proposition. For a marking M € M(N) the set
Ap(b) C T of interesting transitions of b is defined inductively as Apr(b) = 0 if
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M = b, and otherwise as follows.

An(tt) = An(ff) =
Ap(er < ez) =Ap(er <e ) = decr(ey) Uincr(eg)
AM (61 > 62) A]\/[( >e ) incr(el) U deCI‘(€2)

Aniler = e2) decr(e1) Uiner(eg) if evalpys(er) > evalys(ez)
M incr(e;) Udecr(eg) if evalps(er) < evalps(ez)

I
—N—

Anr(e1 # ez) = incr(ey) U decr(ez) U decr(eq) Uincr(es)

Apr(by Aba) = Apg(b;) for some ¢ where M - b;
Apr(by1 V) = Apr(b1) U Apg(ba)
Apr(mer < eg) = Apr(er > ea) Apr(—e; <eg) = Apr(er > eg)
Apr(—er > es) = Apr(er < es) Apr(—er > es) = Apr(er < e2)
Ap(—er = ea) = Ap(er # ea) Ap(—er # ex) = Ap(er = ea)
Apr(—(by Aba)) = Apr(—by V —bo) Apr(—(by V ba)) = Apr(—=by A —bg)

The purpose of A, is to be an efficiently computable syntactic over-approxi-
mation which ensures the rule R, i.e. to reach a state satisfying b some transition
from Ajs(b) must be fired. These properties are formalised in the following two
lemmas.

Lemma 3.23. [7] Let N = (P,T,W,I) be a Petri net, let M € M(N) be a
marking, and let b € B(AP) be a proposition. If M = b and M = M’ for some
wEAM(b) then M’ B~ b.

Lemma 3.23 reflects the rule R, hence by including A,/ (b) in a stubborn set
St(M, q) for all progressing propositions b € Prog(q) we guarantee R. Ay also
leads to a suitable definition of unsafe actions as follows.

Lemma 3.24. Let N = (P,T,W,I) be a Petri net and b € B(AP) be a propo-
sition. Then for any marking M € M(N) where M (= b, the set T\ Ap(b) is
safe wrt. b, i.e. fort ¢ Ap(b) and w € AM(b)*, if M2 M, M2 MY, and
M’ £ b, then M W= b.

Proof. We proceed by structural induction in the form of b. Let ¢ ¢ Aps(b) and
w € (T\ Ap(b))*, and assume M [ b, M = M’, M’ [~ b, and M ANV
The inductive hypothesis is that for any subproposition b’ of b, M’ £ b’ implies
M" BV, ie. t is safe wrt. any subproposition ¥’ of b.

b=e1 < eg Since M [~ b then evalys(er) > evalps(es). By the definition of Ay,
we have decr(ey)Uincr(ez) C Aps(b), hence t ¢ decr(ey)Uiner(ez). Thus when
M % M, by Lemma 3.18 ¢ ¢ decr(e;) implies evaly (1) < evaly, (e1), and
t ¢ incr(es) implies evalys(ez) > evalyy, (e2). Hence evalyr (e1) < evalps(eq)
and evalys (eg) > evalpsv(e2), so since M’ = b we also have M" [~ b.
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b=e; < ey Equivalent tob=¢e; <es +1

b=e; > ey Equivalent to b = eg < e;.

b=e; > ey Equivalent to b=e3 <e; +1

b=-e1 = ey If evalps(e) > evalps(ez) then the argument proceeds as the case
e1 < eg. If evalps(er) < evalps(eg) then the argument proceeds as the case
eq < €q.

b = e1 # ez Since incr(e;) Udecr(ey) Uincr(ez) Udecr(ez) C Aps(b), if M 5 M,
then evaly, (e1) = evalps(e1) and evalyy, (e2) = evalps(es). Therefore since
M’ £ b we also have M" (£ b.

b="by Aby Since M [~ b, for some ¢ € {1,2} we must have M F b, and
Apr(b;) € Ap(b). By Lemma 3.23, since t; ¢ Apg(b;) we have M’ & b,
so by the inductive hypothesis M" (£ b.

b=0by Vby Since M’ [~ b then M’ [~ by and M’ [~ by. By the inductive hypoth-
esis we get M" [ by and M" }£ by and therefore M"” £ b.

We have thus demonstrated that if M [~ b, any transition ¢ € T\ Aps(b) is safe
wrt. b. 0

We now give a syntax-driven implementation of the reachability-based stub-
born set method for LTL queries such that the rules COM, R, and SAFE are
satisfied.

Theorem 3.25. Let N = (P,T,W,I) be a Petri net, A = (Q,9,Qo, F) be an
NBA, and St : M(N)xQ — 27 be a product reduction such that, for all markings
M € M(N) and states q € Q, St satisfies Condition 1 and 2, then St satisfies
the rules COM, R, and SAFE.

1. Either St(M,q) = T, or q € Reach(A) and for all b € Prog(q) we have
en(M) N St(M, ) € T\ An(b).
2. Otherwise we have

((I) UbeProg(q) AM (b) g St(M> q) and
(b) St(M,q) is a COM-saturated set in M.

Proof. By Lemma 3.24, Condition 1 ensures the rule SAFE. By Lemma 3.23,
Condition 2a ensures R, and by Lemma 3.16 Condition 2b ensures COM. Hence
by Theorem 3.12 a reduction satisfying the above conditions is an LTL-preserving
reachability-based stubborn set. a

In summary, the stubborn set St(M, q) is generated as follows. First, if ¢ € F
or some progressing proposition b € Prog(q) is satisfied by M, the set of all tran-
sitions is returned. Otherwise, the closure algorithm is run on the set of interest-
ing transitions to obtain a stubborn set satisfying COM and R. The resulting
stubborn set is checked for whether there is any overlap with enabled interesting
transitions, in which case the set of all transitions is returned, otherwise the
computed stubborn set is returned.
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p (O (v)

(a) Petri net (b) NBA

Fig. 5: Example of reachability stubborn set applied to Petri nets.

Ezxample 3.26. We will now provide an example of using the reachability stub-
born set method to compute a subset of successors of a Petri net marking.
Consider the product system of the Petri net shown in Figure 5a and the NBA
in Figure 5b. In the initial marking M, the enabled transitions are

GH(M()) = {tl,tg,t4} . (1)

The goal of the stubborn set is then to determine a subset of these enabled
transitions to explore which are sufficient to ensure the property being verified.
We first need to determine if the method applies in ¢;. Since ¢; is not an accepting
state and py > 1V py < 1 =, it is a reachability state. The only progressing
proposition py > 1 is not satisfied by My so we do not return all transitions
immediately. We now determine the set of interesting transitions

A (ps > 1) = incr(pg) Udecr(1) = {3} U D = {t3} .

Next we determine a set of transitions that contains t3 and satisfies Lemma 3.16.
Such a set is

St(Mo, q1) = {t1, 12,13} . (2)

We now ensure that none of the enabled transitions in this set are interesting. We
have en(My) N St(Mo, 1) = {t1,t2} which is disjoint from Az (ps > 1) = {t3},
so we have en(Mo) N St(My,q1) C T\ A, (pa > 1), and St(My, g1) is therefore
a valid stubborn set. From Equation 1 we see that the transition t4 is enabled in
My, but it is not part of the stubborn set in Equation 2. As such the interleaving
which fires t4 first and then either ¢; or ¢ will not be explored by state space
exploration, and the size of the state space is therefore reduced.

Mixed Stubborn Set Method The implementation of the mixed stubborn
set method for Petri nets follows straightforwardly from the existing implemen-
tations of the classic stubborn set method and the reachability stubborn set
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method and from Definition 3.13. In state (M, q), we check whether ¢ € Reach(.A)
and whether no b € Prog(q) is satisfied by M. If this is the case, we apply the
reachability stubborn set method, otherwise we fall back to the classic stubborn
set method.

3.5 Evaluation

In this section we introduce the dataset and the setup used for the evaluation,
and the results from the stubborn set methods'. For evaluating the proposed
methods we use the dataset from the 2020 edition of the Model Checking Con-
test (MCC) [26]. The dataset consists of 1016 place/transition nets modelling
academic and industrial use cases. In addition to these 1016 place/transition
models, the MCC also features a set of coloured Petri nets, which we do not
include in our evaluation. For each model 32 randomly generated LTL formulae
are provided, split evenly between cardinality formulae and fireability formulae.
This gives us a total of 32 512 model checking queries to evaluate our approaches
against. For evaluating each configuration we run each query for 15min with
16 GiB of memory on one core from an AMD Opteron 6376.

The techniques described in this paper are implemented as an extension to
the LTL model checker presented in [42], which is a part of the open source verifi-
cation engine verifypn [25] for the model checker TAPAAL [12]. The LTL model
checker uses version 2.9.6 of the Spot library [13] for translating LTL formulae
into NBAs, and a derivative of Tarjan’s algorithm [20,38] for searching for ac-
cepting cycles. To speed up verification we also employ the query simplifications
from [6] and most of the structural reductions from [7]. This configuration serves
as the baseline against which we evaluate the techniques. The query simplifica-
tions have the potential to solve queries outright, before any state exploration
is performed and thus before any of the techniques presented in this thesis have
a chance to affect performance. To make the contributions of the present tech-
niques as clear as possible we will omit all trivially solved queries from the
dataset. These comprise two cases, namely those which are solved outright by
query simplifications, and those which has no valid initial NBA state in the
product state space. The resulting dataset after removing these queries contains
19274 queries of which 7583 are cardinality queries and 11691 are fireability
queries.

For a visual comparison between different configurations we use cactus plots
inspired by [8]. For each configuration, the time ¢; taken to solve query g; is
measured, and the times t; are sorted in increasing order. These sorted times
are then plotted as (1,t1),(2,t2)..., where t; < t5 < --- for each configuration
using a logarithmic time axis. By doing this, different queries may have been
used to evaluate different configurations, so direct comparisons on individual
queries are not possible. However, these plots allow us to get a broad overview
of how different configurations handle easier or harder queries. For example,
one method might be really good at easy queries but scale poorly to harder

! Reproducibility package: https://github.com/simwir/Aut-LTL-Thesis
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Table 1: Results from evaluation of the stubborn set methods by category. The
suffix + denotes a positive answer, while — denotes a negative answer. C denotes
cardinality queries and F denotes fireability queries.

(a) Number of answers by category.

LTLC+ LTLC- LTLF+ LTLF- Total
Baseline 555 5708 703 8936 15902 82.5%
Classic 559 5735 714 8995 16003 83.0%
Reachability 565 5763 713 9044 16085 83.5%
Mixed 566 5775 725 9058 16124 83.7%

(b) Percentage gain in the number of answered queries compared to the baseline by
category.

LTLC+ LTLC— LTLF+ LTLF- Total

Classic 0.7% 0.5% 1.6 % 0.7% 06%
Reachability 1.8% 1.0% 1.4% 1.2% 1.2%
Mixed 2.0% 1.2% 3.1% 1.4% 1.4%

queries, whereas another may require a lot of overhead on easy queries but be
capable of dealing with harder queries. We also include a Virtual Best Solver
(VBS) [8] series, created by taking the minimum time to solve query g¢; across
all configurations. For example, if query g was solved in 1s, 5s, and 0.1s by
different configurations then the VBS time is 0.1s. In addition to the cactus
plots we include a breakdown of the number of positive and negative answers in
each category. The categories are LTLC+, LTLC—, LTLF+, and LTLF—, where
+ refers to positive answers, i.e. no counterexample exists, — refers to negative
answers, i.e. counterexample was found, and C and F refer to the cardinality
and fireability categories.

Table 1a shows the number of answers obtained for each category using the
different configurations, and Table 1b shows the percentage gains for each stub-
born set method compared to the baseline. While in absolute numbers the ad-
ditional answers are primarily due to negative answers, the percentage increase
is largest for positive answers. In general, positive answers are expected to be
harder to obtain than negative answers, as they require disproving the existence
of any counterexample, which means the full state space has to be explored.
While stubborn sets address the size of the state space, which does appear to
help, in many cases the stubborn set method is not able to remove any states.
For example, among the positive queries answered by both the baseline and the
mixed stubborn set method, only 312 queries allowed for any reduction in the
size of the state space. In the other 939 cases, the stubborn set method is pure
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(b) 1500 hardest problems, not counting VBS.

Fig.6: Cactus plots over time taken by different stubborn set methods versus
the baseline.
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overhead, meaning that answers take longer to obtain. As for negative answers,
reducing the size of the state space may also affect the search order, such that a
path leading to a counterexample is more likely to be found. We also note that
there are many more negative instances than positive instances in the dataset—
of the 19274 queries that are not trivially solved, we determine using the mixed
method that 14833 (76.96 %) are negative queries and only 1291 (6.70 %) are
positive queries.

Figure 6 shows cactus plots from the experiments with stubborn sets. In
Figure 6a all data points slower than 1s are plotted, and in Figure 6b the 1500
hardest points for the best configuration (excluding VBS) are plotted. From
Figure 6a we see that the classic method is slower on easier queries. A hypothesis
is that the stubborn set extensions caused by IGN(p) happen frequently in
smaller models which results in a lot of overhead. The mixed method does not
have this characteristic, perhaps because reachability states are common, and
IGN(yp) does not apply in those. Otherwise, the main takeaway is that the
configurations have very similar profiles, indicating minimal reason to not choose
the best configuration. In Figure 6b we see that the different configurations
behave very similarly until a point where queries start to become very difficult
for the various configurations. Perhaps most interesting is that the reachability
method and mixed method have near identical profiles until a slight shift around
15500, indicating that this is where the mixed method pays off. The VBS has
a similar performance characteristic to the actual methods but reaches further
right than the other configurations, hinting that the methods are complementary.

Based on the evaluation we conclude that the mixed method has the best
performance, although the reachability method on its own is also has a significant
performance gain, both compared to not using any stubborn sets and to using
the classical stubborn set method.

4 Guided search

When doing explicit state model checking using depth-first search algorithms,
such as the on-the-fly variant of Tarjan’s algorithm [38,20] which we use, how
quickly a target state is found is highly dependent on the order in which succes-
sors to the current state are explored. By default, we use some arbitrary static
ordering of the transitions in the Petri net to determine which transition to fire
next. Worst case, the algorithm might spend a long time exploring an irrele-
vant area of the state space when a different choice of successor may lead to
the answer faster. A way of alleviating this issue is by using heuristics to guide
the search toward successors that are more likely to result in an answer. In the
following we describe some heuristics suitable for LTL verification of Petri nets.
In marking M, the heuristics assign a non-negative number to each M’ where
M — M’ such that the markings with smaller numbers should be explored first.
For heuristic function h, we accomplish this by sorting the set of successors of
marking M, that is {M’ € M(N) | M — M'}, in ascending order based on the
value of the heuristic h(M’).
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(a) Example where heuristics can (b) Example where heuristics can be applied to
find a counter example faster. avoid the infinite loop.

Fig. 7: Example Petri nets where the search order matters heavily when verifying
Gps # 0.

Example 4.1. Consider the Petri net in Figure 7a, with the query Gpy # 0, that
is po is never 0. If the static ordering of the transitions puts t; before to we
end up firing t; 100 times before 5 is fired and the counterexample to Gps # 0
is found. Firing t; before ¢; therefore saves 100 states, a significant speed-up.
Using a heuristic to guide the search lets us accomplish this while not being
dependent on being lucky with the arbitrary ordering of transitions. In the Petri
net in Figure 7b, t; can be fired infinitely often, meaning that using the same
transition ordering as before t; will be fired indefinitely, preventing us from
finding the counterexample to Gps # 0. In this case, a heuristic that at some
point fires t5 will result in us finding a counterexample.

This illustrates the two advantages we may gain from heuristics. Some prob-
lems which we are not able to answer without it suddenly becomes feasible and
in other cases there may still be performance to be gained.

Distance-Based Heuristic The distance-based heuristic is roughly based on
the difference in the number of tokens between a marking and the requirements
described by the atomic propositions of the formula. This method is an adapta-
tion of the heuristic search for reachability analysis of Petri nets presented in [25].
We view this difference as a distance between the current marking and a satisfy-
ing marking. The distance is calculated using the recursive formula dist defined
in Figure 8. For a Petri net N, an LTL formula ¢, and a marking M € M(N)
we calculate the heuristic as dist(M, ¢, ).

Ezxample 4.2. Consider the Petri net N in Figure 9a and the LTL formula
¢ = =F(po > 3 A XFp; > 3). We want to determine whether N = ¢. As-
sume that the static transition ordering is ¢ty < t1 < t3. With this static ordering
we see that po is going to be ever increasing and we will never find a coun-
terexample. In order to use the heuristics we first calculate the distance function
for each successor. We let M; denote the marking after firing ¢; once. We then
get dist(Moy, ¢, tt) = 4, dist(M7, ¢, ) = 4, and dist(Ma, ¢, ) = 3. The heuris-
tic prioritises the transition t,, leading us one step closer to violating Fp; > 3.
Repeating the procedure, after 4 firings of ¢5, we end up in a marking where
M(p1) = 4, and considering the NBA in Figure 9b we end up in g2, which is
accepting and has a tautology as the retarding proposition. As such it is clear to
see that any continuation of this run will visit the accepting NBA state infinitely
often, resulting in a counterexample to the formula.
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dist(M, Qp, negated) = dist(M, ¢, negated), if Q € {A,F, X}
dist(M, Gy, negated) = dist(M, ¢, “negated)
dist(M, ¢1 U @2, negated) = dist(M, p2, negated)
dist(M, -, negated) = dist(M, p, “negated)
dist(M, p1 A 2, ff) = dist(M, p1, ff) + dist(M, e2, ff)
dist(M, o1 V @2, ff) = (
dist(M, p1 A pa, tt) = (
dist(M, o1 V @2, 1) =
dist(M, e1 < ez, negated) =

min(dist(M, ¢1, ff), dist(M, @2, f))
min(dist(M, 1, tt), dist(M, @2, tt))
dist(M, o1, t) + dist(M, pa, i)
A, evala(er), evalas (e2), negated)
for < € {<, <, #,=,>,>}

A(=,v1,v2, ff) = |v1 — va] A(=,v1,v2, 1) = A(F, v1,v2, ff)
R e ey

0, otherwise (o1, 02, ) = A(Z, 01, v2, ff)
A(<,v1,v2, ff) = max(vi —va + 1,0) A(>,v1, 02, ) = A(S, v1,v2, ff)
A(<L,v1,v2, ff) = max(vi — v2,0) A(s,v1, 02, 1) = A(>, v1,v2, )
A(>,v1,v2, ff) = A(<, v, v1, ff) A(Z, 01,02, ) = A(<, 01, 02, )
A(Z,v1,v2, Jf) = A(S, vz, 01, ff)

Fig. 8: Definition of the distance between a marking and a LTL formula. Based
on [25] and extended to LTL.

to p1 Po

O b O

(a) Petri net.

—po > 3 -p1 >3 t

(b) NBA corresponding to the LTL formula F(po > 3 A XFp1 > 3).

Fig.9: Example system where heuristics are advantageous when considering the
LTL formula ¢ = =F(pg > 3 A XFp; > 3).
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Automaton-Based Heuristic We now present a refinement of the previous
method where instead of looking at the entire LTL formula, we look at the
progressing formulae of the current state in the NBA. The main idea of this
approach is that if we are not in an accepting state then we would like to leave
the current state as quickly as possible and move closer to an accepting state. As
such we prioritise transitions based on how quickly they can enable a progressing
formula and how far the resulting NBA state is from some accepting state. Let
N be a Petri net, T = (M(N),T,—, L, My) be an LTS, A = (Q,J,Qo, F) be
an NBA, and for ¢ € @ let BFS(q) be the shortest path distance from ¢ to
any ¢ € F (if ¢ € F then BFS(q) = 0). Then given a state (M,q) in T ® A
where ¢ ¢ F, we calculate the heuristic for each successor M’ € suc(M) as the

minimum of (1 + BFS(¢)) - dist(M’, b, ff) over all ¢ € Q where ¢ LN q'. For
improved performance we precompute BFS(q) for all ¢ € Q.

Ezxample 4.3. Let us again consider the Petri net in Figure 9a, and the NBA
corresponding to -, presented in Figure 9b. First we notice in Definition 2.6
that when creating the initial states Q) of the product state space we evaluate
the outgoing formulae of the initial NBA states once. In this case the result is
that we have to evaluate the outgoing propositions of gg to determine the initial
product states. Here we see that the initial marking satisfies the progressing
proposition pg > 3 but not the retarding proposition —py > 3. As such the
only inital NBA state in the product state space is ¢;. Next we calculate the
heuristic where, as before, M; is the marking resulting from firing ¢;. As there
is only one progressing proposition we can simplify the heuristic calculation to
(14+BFS(q1))+dist(M;,p1 > 3, ff), yielding the values 1-dist(My, p1 > 3, ff) = 4,
1-dist(Mq,p1 > 3, ff) =0, and 1 - dist(Ma,p1 > 3, ff) = 3. The transition with
the highest priority is £; which immediately leads to a marking where p; > 3,
so we can move to the accepting state. This illustrates a key advantage that the
NBA based heuristic has over using the distance-based heuristic on the entire
LTL formula, namely that is can disregard parts of the formula that are not
relevant at the moment.

Fire-Count Heuristic Sometimes when exploring the state space the same
transitions are fired many times compared to the other transitions. This may be
a problem since only firing the same transitions may prevent different behaviours
of the net from being explored. We therefore propose a heuristic that tries to
balance the number of times each transition is fired by penalising transitions that
are fired many times. Generally firing a transition a few more times than some
other transition poses no problem, so we introduce a threshold such that each
firing above this threshold incurs a penalty that is logarithmic in the number
of firings over the threshold. Let ¢t € T be a transition from a Petri net, let f;
denote the number of firings of ¢ in the current search path, and let ¢ be the
penalty threshold. Then the heuristic is calculated as

B 0 if fy </t
FC(t) = {UOgg(ft —0)| otherwise .
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Table 2: Results from the evaluation of heuristics.

(a) Number of answers by category.

LTLC+ LTLC- LTLF+4+ LTLF- Total
Baseline 555 5708 703 8936 15902 82.5%
Fire-Count 555 5878 699 9165 16297 84.6%
Distance 553 5907 693 9187 16340 84.8%
Automaton 555 5967 693 9236 16451 85.4%
Automaton + Fire-Count 555 5973 690 9244 16462 85.4%

(b) Percentage gain in the number of answered queries compared to the baseline by
category.

LTLC+ LTLC— LTLF+ LTLF- Total

Fire-Count 0.0% 3.0% —-0.6% 26% 25%
Distance —0.4% 35% —-1.4% 28% 2.8%
Automaton 0.0% 45% —1.4% 34% 35%

Automaton + Fire-Count 0.0% 46% —1.8% 34% 35%

An alternative approach to this issue is presented in [29]. They explore an
under-approximation technique where the token counts in the initial marking
are reduced if individual places contain many tokens.

Combining Heuristics To determine whether different heuristics are comple-
mentary we also consider combining heuristics together by taking the sum of
two individual heuristics. We see the automaton-based heuristic as an exten-
sion of the distance-based heuristic, so we only consider the combination of the
automaton heuristic and the fire-count heuristic.

4.1 Evaluation

In this section we present experimental evaluation of the heuristics. The exper-
imental setup is as before: 15min and 16 GiB of RAM per query. By parame-
ter search we determined that for the fire-count heuristic alone a threshold of
¢ = 500 worked best, and for combining the fire-count heuristic with the au-
tomaton heuristic a threshold of ¢ = 5000 worked best. These values are used
for the configurations involving the fire-count heuristic.

Figure 10 shows cactus plots for the different configurations of heuristics.
In Figure 10a we note that the fire-count heuristic takes a comparatively long
time to solve simpler queries. This may be because the heuristic starts by zero-
initialising an array of size |T'|, the number of transitions in the net, and because
the heuristic has no effect before the threshold is met. For harder queries all the



N. J. Ulrik, S. M. Virenfeldt

32
Time (in seconds)
1000 ' —— Baseline (n = 15902) Y
~ == Fire-Count (n = 16297) a1 !
— = Distance (n = 16340) Tio
""" Automaton (n = 16451) ! ," i
=== Automaton + Fire-Count (n = 16462) I_’ : ,'
—_ Vi = 0i K
100 Virtual Best Solver (n = 16879) / ,' :
i
;
I".
10
1 T — T T T T T
11000 12000 13000 14000 15000 16000 17000
(a) All answers slower than 1s.
Time (in seconds)
1000
600
400
300
200
100
60
40
30 T
201"
15000 15250 15500 15750 16000 16250 16500 16750
(b) Top 1500 answers.

Fig. 10: Cactus plots for heuristics.
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heuristics achieve gains, as can be seen clearly in Figure 10b. At the hardest
1500 queries, we see a similar trend as with the stubborn set methods where the
improvements mainly enable solving more problems before they become too dif-
ficult. The distance between the VBS and the actual techniques strongly suggest
that running different processes in parallel has great potential.

Table 2a shows the number of answers by category. There are no gains in the
positive cases which is expected since the heuristics only affect the search order
and in positive cases we have to explore the entire state space. Interestingly,
in the LTLC+ category nearly no answers are lost while in LTLF+ up to 13
answers are lost in the worst case. One explanation of this is the explosion in the
number of atomic propositions when expanding fireability atomic propositions
into cardinality atomic propositions. In the worst case each fireability atomic
proposition ¢ could be unfolded into a disjunction of size 2 - | P| if for all places
p € P we have W(p,t) > 0 and I(p,t) < oo. In that case computing the distance
dist(M, ¢) may then become a significant task. The gains are similar between
LTLC— and LTLF—.

The single best configuration based on these experiments is the automaton
heuristic composed with the fire-count heuristic.

5 Performance Evaluation

In the following, we present experimental performance evaluation of the full
model checker, including stubborn sets and heuristics, as well as a comparison
against the state of the art LTL model checker ITS-LoLA, under the MCC’20
setup.

5.1 Combined Stubborn Sets and Heuristics

In this section we present experimental evaluation of combining the heuristics
and the stubborn sets. As previously, the experimental setup is 15min and
16 GiB of RAM per query. Configurations are denoted using “[heuristic] + [stub-
born set]”. In these configurations, the state space is reduced using stubborn sets,
and the resulting set of transitions is ordered based on the heuristic. For exam-
ple, the configuration Automaton + Reachability describes a search guided by
the automaton heuristic in a state space reduced by the reachability stubborn
set method.

Table 3 lists results from evaluating combinations of the automaton heuris-
tic with the different stubborn set methods. The combination of the automaton
heuristic and the fire-count heuristic, which was previously determined to be
the single best heuristic, combined with mixed stubborn sets achieved a total
of 16 635 total answers, less than the automaton heuristic combined with mixed
stubborn sets which achieved 16 658 answers. We therefore omit this configura-
tion from further analysis. As expected based on the evaluation of stubborn sets,
the mixed stubborn set method answers the most queries, followed by the reach-
ability stubborn set method and the classic stubborn set method. Figure 11b
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Table 3: Comparison of the performance gains from combining the automaton
heuristic with each of the stubborn set methods.

(a) Number of answers by category for combinations of automaton heuristic and its
variants with reachability and mixed stubborn set methods.

LTLC+ LTLC- LTLF+ LTLF- Total
Baseline 555 5708 703 8936 15902 82.5%
Automaton + Classic 559 5994 705 9260 16518 85.7%
Automaton + Reach 565 6022 705 9315 16607 86.2%
Automaton + Mixed 566 6039 716 9337 16658 86.4%

(b) Percentage gain in the number of answered queries compared to the baseline by
category.

LTLC+ LTLC— LTLF+ LTLF— Total

Automaton + Classic 0.7% 5.0% 0.3% 36% 3.9%
Automaton + Reach 1.8% 5.5% 0.3% 42%  4.4%
Automaton + Mixed 2.0% 5.8% 1.8% 45% 4.8%

Table 4: Comparison of the individual performance gains from the mixed stub-
born set method and automaton heuristic with the performance gains from com-
bining the techniques.

(a) Number of answers by category.

LTLC+ LTLC- LTLF+ LTLF-— Total
Baseline 555 5708 703 8936 15902 82.5%
Mixed Stubborn 566 5775 725 9058 16124 83.7%
Automaton Heuristic 555 5967 693 9236 16451 85.4%
Automaton + Mixed 566 6039 716 9337 16658 86.4%

(b) Percentage gain in the number of answered queries compared to the baseline by
category.

LTLC+ LTLC- LTLF+ LTLF- Total

Mixed Stubborn 2.0% 1.2% 31% 1.4% 1.4%
Automaton Heuristic 0.0% 45% —14% 34%  35%
Automaton + Mixed 2.0% 5.8% 1.8% 4.5% 4.8%
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Fig. 11: Cactus plots for combined heuristics and stubborn sets.
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shows a similar trend as Figure 6 where the reachability method and mixed
method have similar profiles up to a point where they diverge at around 16 100.

Table 4 recounts the results from the mixed stubborn set method, the au-
tomaton heuristic and the combination Automaton + Mixed. The number of
answers gained by the combined technique over the baseline is approximately
equal to the sum of answers gained by the individual techniques—the mixed
stubborn set method gains 222 answers over the baseline, and the automaton
heuristic gains 549 answers over the baseline, while the combined method gains
756 answers, slightly less than 222 + 549 = 771.

In conclusion, the single best configuration is the combination of the mixed
stubborn set method with the automaton heuristic.

5.2 Evaluation Against State of the Art

To evaluate the performance of our LTL model checker, we compare our im-
plementation against ITS-LoLA [39,48], the winner of the LTL category of the
2020 edition of the Model Checking Contest (MCC) [26]. The evaluation is per-
formed following the setup of the MCC, and against the version of ITS-LoLA
submitted for the competition.? Unlike in the previous evaluations we do not
remove trivially solved queries, so for each of the 1016 model instances there are
16 cardinality formulae and 16 fireability formulae. For each evaluation the tool
is allotted 16 GiB of memory and 4 CPU cores. The tool must then answer as
many of the 16 queries as possible within 1h. We evaluate each tool on the total
number of answers.

We now describe in detail how we use the available resources. We perform
the verification of the 16 queries in four phases.

Phase 1: Parallel Simplification In the first phase we perform parallel simplifica-
tion. Here we run the query simplification as described in [6,42] on the 16 queries
in parallel, after which we perform structural reductions based on the methods
described in [42,7]. We run the parallel simplification for at most 17 min. The
query simplification may solve some queries outright, and if so we remove them
from the to-do list for the remaining phases.

Phase 2: Parallel Verification The second phase is the parallel verification phase.
Here we run through each query in the to-do list and try four different strategies
in parallel. We use this phase to try different heuristics in the hope that one
of them quickly finds a counterexample. As we saw in Figure 10 the VBS is
significantly better than the individual heuristics. In this phase we hope to win
some of that performance by running them in parallel. This phase is run for up
to 5min for each of the remaining queries. The four strategies run in parallel
are:

— Distance heuristic,

2 Available at: https://mcc.1ip6.fr/2020/results.php
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Table 5: Number of answers in the MCC setup.

LTLC+ LTLC- LTLF+ LTLF- Total
Baseline 5276 10039 2855 11818 29988 92.3%
TAPAAL 5292 10124 2878 11931 30225 93.0%

ITS-LoLA 5204 9278 2664 10133 27277 84.0%

— Automaton heuristic,

— Composed heuristic of automaton heuristic and log fire-count with a thresh-
old of 5000, and

— No heuristic but nested depth first search instead of Tarjan’s algorithm.

For the three strategies that use Tarjan’s algorithm we use the mixed stubborn
set method.

Phase 3: Sequential Verification After the parallel verification phase, we enter
the sequential verification phase, where a single verification job is run at a time,
but for a longer time. This is due to the 16 GiB memory restrictions which we
might exceed if we run multiple processes in parallel for a long time. This verifi-
cation job is run using our overall best configuration, namely the mixed stubborn
set method using the automaton based heuristic. The idea in this phase is that in
order to determine that there is no counterexample we have to explore the entire
state space. This likely requires a large amount of time and memory, especially
since these are formulae that were not solved in previous, shorter phases. In
this phase we use a dynamic timeout based on the remaining time available and

queries still to be solved. We run each query for max (8 min M),

’ Remaining queries
evaluated at the start of each query. As such if some queries are solved quickly,
the remaining are allotted a bit more time.

Phase 4: Random Verification If there happens to be any more time left after
the sequential verification phase, and there still are some queries which have not
been answered the final phase is the random verification phase. In this phase we
run 4 random searches in parallel on each of the remaining queries in turn for
% each. We repeat this until either all queries have been answered
or we run out of time.

The baseline configuration runs the same scheduling algorithm but using
different configurations. The sequential step is done without any stubborn set
reductions or heuristics, and instead of various heuristics the parallel verification
phase is done using a mix of random and non-random Tarjan’s algorithm [20]
and NDFS [11].

Results Table 5 shows the number of answers in the MCC setup. TAPAAL and
ITS-LoLA disagree on 25 queries. There is no official ground truth for the MCC
dataset, but Thierry-Mieg maintains a repository of trusted answers from the
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competition, which is updated in case an answer is found to have been wrong or
uncertain [41]. This repository only contains answers for queries for which there
were determined a trusted answer [26], so not all queries have answers. Out of
the 25 disagreements the trusted answers assigns 4 errors to us in the fireability
category and assigns to ITS-LoLA 8 errors in the fireability category and 5 errors
in the cardinality category. Since both tools disagree with the trusted answers
neither are infallible so we remove these 25 queries from the dataset. There is a
disagreement between the baseline and ITS-LoLLA on 1 cardinality query and 1
fireability query. These have also been removed from the dataset. There are no
disagreements between baseline and TAPAAL. This leaves us with a dataset of
32485 queries.

TAPAAL outperforms ITS-LoLA with a margin of around 3000 queries, a
percentage increase of 10.8 %, a significant improvement compared to state of
the art. This margin corresponds to solving 56.8 % of queries not solved by ITS-
LoLA. Secondly we see that while TAPAAL performs better in all categories, most
of our performance improvement stems from queries containing a counterexam-
ple. This is in line with the results we have seen above where the techniques
introduced in this thesis mainly affected the number of counterexamples found,
and only to a lesser degree the number of positive answers. Considering that
heuristics only affect negative queries this is expected. Furthermore, ITS-LoLA
employs multiple techniques that assist in the positive cases [48,40]. They use
the same classic stubborn set method as we do [45] and they also use structural
reductions [40], but unlike us they use symmetry reductions [35,36], allowing for
further state space reductions.

Looking at baseline versus TAPAAL we note that the improvement of TAPAAL
is smaller than noted in previous, single-query experiments. One hypothesis is
that the random searches and use of NDFS in the parallel step of the baseline
help make up much of the difference otherwise gained via heuristics. This would
be consistent with smaller gains in negative answers than previously and similar
gains in positive answers, which are likely due to the partial order reductions.
Still, for practical applications the performance of a single setup is important,
and we are therefore of the opinion that the presented techniques display a
significant improvement.

6 Conclusion

We presented a novel automaton-based stubborn set technique and automaton-
based heuristics for guided search that are suitable for Linear Temporal Logic
(LTL) model checking of Petri nets. The stubborn set method is a variant of
reachability-preserving stubborn set methods where we consider outgoing edges
in the Nondeterministic Biichi Automaton (NBA) as a reachability problem un-
der certain conditions. It improves on the classic stubborn set method [44] by
allowing arbitrary LTL formulae rather than only next-free formulae. We also
presented several heuristics for guided search of model checking LTL on Petri
nets. The automaton-based heuristic is based on an adaptation of the heuristics
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for reachability analysis in [25] to LTL, with the modification that local informa-
tion in the NBA is used. We also considered the adapted heuristic without using
local information. Lastly we presented a heuristic based on punishing firing the
same transition too many times to encourage exploring different aspects of the
model.

We implemented these heuristics and the stubborn set method along with
an implementation of the classic stubborn set method [44] as an extension to
the open source model checking backend verifypn [25] for TAPAAL [12]. Based
on this implementation we experimentally evaluated the techniques using the
dataset from the 2020 edition of the Model Checking Contest (MCC) [26], which
after removing trivially solved queries contains 19 274 queries. We found that the
reachability stubborn set method solved 16 085 (83.5 %) queries while the classic
stubborn set method solved 16 003 (83.0 %). The baseline solved 15902 (82.5 %)
queries, meaning that the reachability stubborn set method gains nearly twice as
many answers compared to the baseline as the classic stubborn set method. The
adapted heuristic without local information solved 16 340 (84.8 %) queries while
the automaton-based heuristic solved 16451 (85.4 %), demonstrating an advan-
tage to using local information. The heuristic punishing firing the same transition
too many times answered 16297 (84.6 %) queries, less than the distance-based
heuristic.

To find a single best configuration using these techniques, we evaluated com-
binations of the stubborn set methods and the NBA based heuristic. When com-
bined with the automaton heuristic, the classic stubborn set method answered
16518 (85.7 %) of queries, the reachability stubborn set method answered 16 607
(86.2 %) of queries, and the mixed stubborn set method answered 16 658 (86.4 %)
of queries. We found that the combined automaton and fire-count heuristic with
the mixed stubborn set answered 16635 (86.3 %) queries, less than the same
configuration without the fire-count heuristic. We also found that the individual
gains from stubborn sets and heuristics are approximately additive. The mixed
stubborn set method gains 222 answers over the baseline, and the automaton
heuristic gains 549 answers over the baseline, while the combination gains 756
answers, slightly less than 222 + 549 = 771. This is a percentage increase of
4.8% over the baseline in number of answers, illustrating that the novel tech-
niques we have introduced improves the performance of the LTL model checker
in verifypn.

To evaluate the real world performance of the techniques presented in this
thesis we compare against ITS-LoLA [39,48], the winner of the 2020 edition of the
MCC [26]. As dataset we used the full MCC’20 dataset but discarded 27 queries
where TAPAAL and ITS-LoLA disagreed on the answer. On the resulting dataset
of 32485 queries, the new model checker solved 30225 (93.0%) queries while
ITS-LoLA solved 27277 (84.0 %) queries, a improvement of 10.8 % by TAPAAL,
and a reduction of unsolved queries by 56.8 % compared to ITS-LoLA.

We thus conclude that the techniques presented in this thesis shows signifi-
cant performance gain, and with these improvements the LTL-engine of TAPAAL
is among state of the art.
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Future Work A line of inquiry into the reachability stubborn set method is
to expand the set Reach(A) of reachability states beyond those whose edges
form a tautology or perhaps even into accepting states, which would make the
method applicable in a wider range of typical LTL properties. There may also
be better ideas for how to handle unsafe actions, either generating them in a
different way or taking less extreme recovery actions than setting St(s, ¢) to the
set of all actions. Stubborn set methods that target other structural properties of
NBAs, such as weak NBAs or other properties related to connected components,
are prospective directions for more specialised automaton-based methods. For
heuristics, interesting questions include investigating other fire-count penalty
functions than the logarithm, and heuristics which also apply in the accepting
states of the NBA. Other ways of prioritising the NBA than BFS may also be of
interest. Lastly, the algorithms used for generating NBAs may exhibit properties
or patterns that are exploitable for smarter techniques.
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