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ABSTRACT
The following Master’s Thesis examines the role of service designers within the
AI Voice Assistant development process. The author is researching how service
designers could use a human-centred approach and limit the gender bias
presented by voice assistants while stimulating AI voice assistants usage. The
thesis is navigating through the problem within Service Design thinking and uses
the Double Diamond design approach. The project starts with an initial problem
formulation, which is later adjusted in accordance to user needs and design
ethics. Service Design methods such as actor map, system map, user journey,
persona, empathy map, blueprint help to address the problem with complexity,
namely to get to use the service through the service’s touchpoint - the voice
assistant and secondly having seamless experience for users across the
touchpoints. Focus of this thesis is primarily on Service Designers that will benefit
from the new tool that describes how to work with non-human actors in service
design while using a persona method for a non-human actor. The author came up
with a design tool for Service Designers to implement into their project work. The
tool for voice assistants' personalities limits gender bias but allows users to
customize voice assistants. The thesis provides examples of voice assistants
personalities and conversation use cases that are depicting the conversation flow
and tone of voice of these assistants. The different voice assistant’s personas
and conversation use cases were tested with users. Then the persona profiles
were evaluated and finally the persona tool was adjusted based on the expert’s
feedback. The provided Persona tool for virtual voice assistants might serve for
service designers as an inspiration or a tool for developing personalities for digital
voice assistants as non-human actors in different contexts.
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INTRODUCTION

0.1 Introduction and Motivations
Throughout the Service Design studies the author acknowledged Service Design Thinking as a
holistic discipline and approach that can challenge the most urgent needs of society in IT.
During her studies the author gained knowledge on the role of service designers and their role
and responsibility in society by using design principles and empathetic understanding of user's
needs, user-centred services and providing positive value propositions. The author of this
thesis believes in the wide and far impact of user-centered design that helps to design better
services and improve user experience by analyzing the entire user journey, user’s steps and
analyzing its touchpoints. The author believes that in order to better design for people, better
inclusion as well as using complex knowledge of service design methods need to be present.
Co-creation is seen to be a crucial approach to be applied while developing voice assistants.

The field of Artificial Intelligence is becoming more and more popularized as a part of service
solutions. However, the AI will most likely transform service interactions in a near feature, one
of the current and evident examples are voice-enabled assistants that are acting as
non-human actors in service encounters. The topic of non-human actors within service design
is very interesting, because the actors are usually institutions or humans. However, the voice
assistant as a non-human actor is co-creating the service value by mimicking human abilities
and supporting the service delivery.

The voice assistants are also a service touchpoint that the user’s are interacting with during
their user journey. Voice assistants can be described as dehumanized because they are
machines that are lacking specific human traits such as emotions, ethics or morale. The voice
assistants were made by us humans and therefore they can reflect and amplify unconscious
stereotypes made by their creators.

Therefore, our roles as service designers should be pointing on the issues connected with AI
and voice assistants that might negatively influence society. We as service designers should
highlight the problems of users' privacy, data leaks, ethics and trust issues when it comes to AI
enabled services or touchpoints and its impacts on society.

The aim of this thesis is to investigate on how to design the voice assistants as non-human
actors and ensure that these non-human actors are designed with ethics, limiting biases and
following practices of “good morals” and at the same time equipe the service designers with a
tool on how to work with voice assistants as non-human actors and follow the above mentioned
designing principles.

0.2 Methods, concepts and views
To provide a reader with a full picture of what is the focus of this thesis and what steps have
been taken it is deemed necessary to describe fundamental methods and approaches that the
author used. Since this Master Thesis uses Service Design and its management tools,
research methods and design approaches, it is crucial to introduce and discuss the concept of
it. Therefore, in the following chapter, the concept of Service Design is described.

0.2.1 Service Design
A few conceptual areas lead the design direction of this thesis. Before explaining the design
process description and actual methods used, it is essential to introduce concepts that explain
the author’s design decisions in this thesis.

This master thesis is in line with the concept of Service Design. Service Design is an approach,
a process and a thinking (Stickdorn et al., 2018). The outcome of a Service Design work
should consist of repeating checks on the methods and co-creative outcomes (Stickdorn et al.,
2018).

As described by Stickdorn et al., 2018, modern principles of service design have evolved from
their original principles into the modern era to those that follow:’’

Human-centered - Consider the experience of all the people affected by the service.

Collaborative - Stakeholders of various backgrounds and functions should be actively
engaged in the service.

Iterative - Service design is an exploratory, adaptive, and experimental approach iterating
toward implementation.

Sequential - The service should be visualized and orchestrated as a sequence of interrelated
actions.

Real - Needs should be researched in reality, ideas prototyped in reality, and intangible values
evidenced as physical or digital reality.

Holistic - Services should sustainably address the needs of all stakeholders through the entire
service and across the business.’’

There are a couple of elements that helped to shape this Master’s Thesis. Service Design is a
conceptual approach rather than an academic discipline (Stickdorn & Schneider, 2011).
At first, methods of thinking play the main role, then applying them in real-life situations is
crucial (Stickdorn & Schneider, 2011). Interdisciplinary nature is a second element that shapes
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the author's thinking and this Master’s Thesis. Two levels - research and analysis tools within
service design are borrowed from a wide range of external disciplines (e.g. anthropology,
software engineering, etc) (Service Design, 2016) - on the first level. Whereas on the second
level this attribute refers to the collaborative nature of Service Design. In order to successfully
navigate and work within the complex network of service offering, it is necessary for a service
designer to take advantage and supplement competencies with all the stakeholders involved
(Stickdorn & Schneider, 2011). Service Design approach is user-centered (Stickdorn &
Schneider, 2011), where it is possible to get deeper understanding of realities of a user through
user-centered techniques. Service Design being user-centered also means that having one
common approach allows for better communication of issues and challenges. Therefore using
this approach among stakeholders involved within a project means using common language
(Stickdorn & Schneider, 2011) - this also allows for better understanding of user needs (e.g.
from research).

This Thesis incorporates description of a concept of Service Design, uses methods of different
environments and provides a user-centered approach to the problem presented later on. Focus
of this thesis might introduce UX design approach by focusing on a specific digital touchpoint -
Voice assistant that users interact with on their user journey. However, to achieve the goals of
this thesis, later on, it is necessary to focus on the entire end-to-end experience, use a more
holistic approach and contextual understanding of the issue inside the problem area.

To allow a reader to distinguish between roles of UX designer and service designer the
following description of both UX design and Service design has been provided.

Difference between UX design and Service design

UX design as a digital form that aims at individual variants a user interacts with service
providers. These forms are called touchpoints. The digital touchpoints for users can be a web
site, an app or any other forms of communication (Stein, & Ramaseshan, 2016).
On the other hand Service Designers look at the full picture of interacting with a service having
focused on end-to-end experience involving digital touchpoints, physical infrastructure
connected to it, teams and their roles involved in their process of development (Stickdorn et al.,
2018). According to author (Stickdorn et al., 2018) Service Design makes it available to map
out problems at an organizational level that goes beyond a single product while emphasizing
co-creating environments between all service actors.

According to (Stickdorn et al., 2018) holistic approach in Service Design can be achieved by
using methods such as service blueprints, personas, fictional characters to highlight different
user experiences and user journeys. Well rounded and complete service also involves
functionality, safety and reliability of service. Aforementioned methods are exercised in this
Master’s Thesis.

Validity and Service Design

Service designers have to identify customer concerns in their customer life cycle in an
interaction with the service of a company. Since the author of this thesis assumes to identify a
few concerns, they would all have to be addressed using the Service Design approach - in
other way to make user experience with this touchpoint (AI voice assistant) a holistic
experience. Wherever a customer uses a company's service, he/she should be able to pick up
and continue his/her customer experience elsewhere. The customer should experience an
integrated experience when using the company's service.

Companies using AI voice assistants pursue multichannel strategy when carrying out service to
their customers, therefore customer interaction is done throughout different channels and
different touchpoints, they are: web pages, applications, AI voice assistants - all different points
of entry for commands of a user to use a service. Concurrently, the challenges identified in the
AI voice assistants must be addressed using customer experience design methods. They are
each, one by one implemented using UX methods but at the same time using Service Design
Approach. Using a Service Design approach is important because customer interactions not
only require the ability for a user to switch channels of interactions (touchpoints) but equally
important is to be able to design that switch as an integrated experience - cross channel
experience (this is important for designers). Designing such switches is only possible through a
Service design approach.

All the elements of Service Design previously discussed have shaped the thinking of the author
of this Master’s Thesis. In the end, the design process is user centered. Methods for this are
derived from other academic fields but many are already incorporated and are part of the
Service Design methods. Knowledge about AI voice assistants and theory is derived from
another academic field.

0.3 Preparatory research
The first input for writing this master thesis came from reading the book Invisible Woman by
Caroline Criado Perez (2020). In her book, Perez explores gender biases in different areas,
healthcare, the workplace, AI powered technology and our daily life. Her book claims that the
world is created mainly by men for men, and by this, society is ignoring half of the population,
which often has disastrous consequences for women. This book was for the author the starting
point into researching the problem of gender bias occurring in data and exploring the potential
connection with AI.
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Fig. 1 Preparatory research conducted by the author to find a right focus for the Master’s Thesis.

At the beginning, to explore an issue inside the AI voice Assistant topic, the author started to
seek persisting problems. The author explored how gender bias is connected with using AI
assistants, especially those becoming more and more part of our daily life, such as Apple’s
assistant Siri or Google Assistant. AI voice assistants are becoming inevitable for everyday
activities, for example: by asking them to schedule a meeting into our calendar, making a call,
or finding something on the internet. AI assistants are becoming more innovative and efficient
by saving our time. However, with the development of technology, new questions are arising.
Are these companions truly influencing our lives only in a good way? Are they designed without
any biases?, Are they truly genderless?. These questions let the author explore these

questions further. Majority of voice assistants claim to be gender-less. However, most of them
use female voices and usually reply or behave like women. The author was wondering if this
might influence our society and what might be the long-term impacts of using these voice
assistants. All aforementioned assistants can be installed as an app; or are incorporated into
the operating system of a smartphone. Nowadays smartphones are widely used as an input
point for using AI voice assistants.

Preparatory research

Approach
The author was trying to dig deeper into the research field by conducting preparatory research
and scraping data with keywords such as gender bias, chatbots, AI assistants and trying to
determine the direction for the master thesis (Stickdorn et al., 2018b). This method included
reading the articles and publications and listening to the Danish IT conference’s podcasts or
conference talks to learn more about the problem area. In preparatory research, the author
was working with broad research questions such as: How might we limit the gander bias that is
occuring with AI; and: How might we improve the current voice assistants? The primary
purpose of conducting the preparatory research was to find out what is the research problem,
including context, perceptions, to learn about the industry, potential stakeholders, competitors
or similar products.

Execution
After conducting the preparatory research, the author made a research wall that consisted of
essential findings from the research. The wall was divided into a couple of sections according
to its topics, such as AI, gender bias, tools and methods for reducing the gender bias, and the
questions that may guide the author on how to formulate the right research question.

Conclusion
After analyzing the preparatory research, the author decided to narrow down the focus for the
master thesis and explore the topics about gender bias and AI assistants/chatbots in
connection with service design approach.

0.3.1 Learning goals

At the beginning of the project, the author decided to lay out personal and professional learning
goals as well as the official learning goals for the Master’s Thesis. At the end of this report, the
author will reflect upon mentioned learning goals and its completion. Since the problem of this
research has been stated, focus has been set. It is deemed appropriate to present a list of
objectives (learning goals) the author plans to discover, explore and attain. By achieving
learning goals the author demonstrates she succeeds to comprehend Service System Design.
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Official Learning goals:

● Student must have knowledge about the possibilities to apply appropriate
methodological approaches to specific study areas

● Student must have knowledge about design theories and methods that focus on the
design of advanced and complex product-service systems

● Must be able to work independently, to identify major problem areas (analysis) and
adequately address problems and opportunities (synthesis)

● Must demonstrate the capability of analysing, designing and representing innovative
solutions

● Must demonstrate the ability to evaluate and address (synthesis) major organisational
and business issues emerging in the design of a product-service system

● Must be able to master design and development work in situations that are complex,
unpredictable and require new solutions (synthesis)

● Must be able to independently initiate and implement discipline-specific and
interdisciplinary cooperation and assume professional responsibility (synthesis)

● Must have the capability to independently take responsibility for own professional
development and specialisation (synthesis)

Personal learning goals

● To develop and comprehend the knowledge and methodological approach for analyzing
how to design the AI VA that is designed with ethics, limiting biases and does not embed
the gender-bias

● Comprehend the role of non-human actors in service design and make a comparison of
non-human actors and human actors in Service design and their importance

● Comprehend the interaction between the users and non-human actors - AI voice
assistants

● Work with a user-centred approach, constantly taking into account the user’s input
throughout the project

● incorporate into the project skills learned from AI professionals working with Data or AI
technology

● Gain an understanding of problematics of data bias, gender bias, AI and AI voice and
chatbots

0.3.2 Dictionary for terms used in the report

In the beginning stages of this thesis, the author will introduce selected terms used in the
Master thesis and describe their meaning. It is deemed appropriate to state that the following
terms are derived from official sources, then adjusted and introduced in this chapter with their
meaning as intended by the author. The terms were put together in the natural order as they
are used in this paper. Consequently, they were put in the form of a dictionary. The dictionary is
as follows:

Machine learning (ML) :
“Machine learning is an application of artificial intelligence (AI) that provides systems ability to
automatically learn and improve experience” (expert.ai, 2021).

Artificial Intelligence (AI) :
Artificial Intelligence is the ability of computer systems or robots to perform tasks that are
commonly associated with human intelligence (Copeland, n.d.).

Virtual assistant (VA) or Intelligent Personal Assistant (IPA) or Personal assistant (PA):
VA or also referred as IPA/PA is a software that is using natural language to assist people with
basic tasks through using voice commands (Beal et al., 2021).

Internet of Things (IoT):
“IoT refers to the ever-growing network of physical objects that feature an IP address for
internet connectivity, and the communication that occurs between these objects and other
Internet-enabled devices and systems” (Stroud et al., 2021).

Natural Language Processing (NLP) :
“NLP is a branch of artificial intelligence that deals with analyzing, understanding and
generating the languages that humans use naturally in order to interface with computers” (Staff
et al., 2021)

Voice User Interface (VUI) : VUI is an interface that allows users to interact with a system
through their voice” (“What are Voice User Interfaces?,” n.d.).

Intelligent Personal Assistants (IPA) :
IPA is a software that has been designed with natural language and assists people with basic
tasks by using online resources to answer their requests and commands, for instance about
finding the location directions, weather, sports or setting up different reminders (Beal, 2021a).
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Natural Language User Interface (LUI/NLUI):
NLUI is a computer-human interface where linguistic phenomena - verbs and phrases act as UI
controls for modifying data in software applications (Hill, 1983).

Chatbot:
The chatbot is a computer program that simulates human conversation through voice
commands or text chats. Chatbots are also called chatterbots, which is a form of artificial
intelligence used in messaging apps or websites (Chatbot, 2020).

Gender bias:
Gender bias is defined as a preference of one gender over another. Gender bias is a form of
unconscious bias that happens when one individual unconsciously attributes specific attitudes
or stereotypes to another person or group (Reiners, 2021).

Gender:
Gender is defined as the social meanings we impose upon biological facts. It is the way
women/men are treated because they are perceived to be female or male (Perez, 2020).

Sex:
Sex is defined as biological characteristics that determine whether an individual is male or
female (Perez, 2020)

Bias:
Bias is defined as prejudice in favour or against one thing/person or group compared with
another. (Perez, 2020)

0.4 General Introduction to AI & gender bias that
is occurring in data
In the following lines, the author introduces relevant terms and brings them into the context of
the topic of this Master’s Thesis. Specifically, it is an introduction to bias occurring in internet
technologies and their data. As this paper is particularly focused on AI and bias, this chapter
brings on the discourse and introduces issues around AI, gender bias and data.

The discussion on artificial intelligence is persistently expanding in scope and depth. According
to Nilsson, N. J. (2016) definition, AI can be defined as following "Artificial intelligence is an
activity devoted to making machines intelligent, and intelligence is quality that enables an entity
to function appropriately and with foresight in its environment" (Nilsson, N. J. (2016).

The use of AI can be observed in many areas such as business, technology, customer service,
healthcare and the industry. Surely, the most progress of AI can be seen in technology
especially in connection with intelligent robots, self-driving cars such as Tesla (Tesla, 2021).

Nowadays, we can observe that many manual jobs such as cleaners, cashiers or even lawyers
are slowly being replaced by Artificial Intelligence (King, n.d.). Due to rapid progress in
technology, we as service designers that work with a human-centred approach should focus
more on ethical aspects of AI technology and take a closer look into the data that these
systems are learning from. Data in general and data privacy are highly discussed topics
however, the unconscious bias that occurs in data is another important topic. Biases in data
analysis are created by human thought processes which come often from surveys, reporting or
measurements and therefore the role of the Service Designers should be to avoid these biases
in data.

Furthermore, the author will go deeper in a report into AI ethics and concretely into gender bias
connected with AI-based solutions. AI-based service may significantly impact how the users
perceive the service and on several levels in the organisation or a company providing the
service. For instance, trustworthiness and reliability may be emotions emerging when users
interact with an AI-based service.

During the master thesis project, the author cooperated with the company Datamaga.
Datamaga is based in Copenhagen and consists of a team of engineers working with data
science and solving various data-intensive problems. The author uses their expertise from the
field and guidance throughout this project.

0.5 Literature review
This chapter the author will present the academic literature used in the report that formed the
author’s knowledge foundation for writing this thesis.

AI Voice assistants

Throughout the thesis the author focuses on AI voice assistants that have become incredibly
popular in the recent years, especially by phone manufacturers who adopted this technology
and installed them in our smartphones or “smart speakers” to make their products more usable
and user friendly. Everything started when the Apple company introduced their first voice
assistant Siri in 2011 with the statement “ Talk to Siri as you would to a person” (Mac Arthur,
2014). Apple introduced a new technology that should help the users with doing their everyday
tasks through voice commands. The users only have to extend their conversational habits to
invisible virtual assistants that are installed in their phone (Natale,S.2020). After introducing Siri
on the market their competitors followed by introducing their own VAs on the market. In 2014
Amazon introduced Alexa and Google followed by its Google Assistant in 2016 (Natale,S.,
2020). Natale S. (2020) describes the VA as a “software that recognizes and produces voice
inputs”. These voice assistants are using the natural language processing algorithms in order
to process the users commands and execute the users tasks. Natale S. (2020) in her study
claims that the VAs such as Siri or Alexa are represented as different “personas” which should
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create a continuous relationship with the assistant. This imaginary relationship between the
users and VAs should contribute to their consistent interactions with the VA. Furthermore, The
author’s statement is based on the conclusion that the VAs are offered as “individual systems
with human-like characteristics and distinctive names” (Natale,S.2020). The VAs are designed
with a recognizable tone of voice, name and other aspects that distinguish different personas
such as “Siri” or “Google Assistant'' (Natale,S.2020). The VAs functioning is enabled by three
processes. These are Natural Language Processing, Speech Processing and Information
Retrieval (Natale,S.2020). The Speech processing feature allows VAs to listen and transcribe
the user's speech (Natale,S.2020). The NLP feature analyzes the transcribed input and
conducts the natural language response. (Natale,S.2020). The last process is Information
Retrieval, is an algorithm that allows the user to respond to a user's request by retrieving the
relevant information/task (Natale,S.2020).

AI assistant as Non-human actor

According to research from Jylkäs,et.al. (2018) The AI VAs are important actors that are
directly influencing the outcome of a service delivery and becoming crucial actors in service
encounters. The study according to Jylkäs, et.al. (2018) concluded that the VAs are playing an
active role in service encounters by showing their agency and acting as important service
actors. Furthermore, Jylkäs, et.al. (2018) explains that the VAs allows to create new service
interactions with the users and it should be included in the ecosystem map as an actor. The
VAs are behaving as actors due to the fact that they are collecting and working with users data
and therefore they have extended knowledge of what are user’s needs and their behaviours
Jylkäs, et.al. (2018). The data that were gathered through VAs might contribute to qualitative
data collection and help service designers to learn about user’s behaviours based on their
interactions with VA (Jylkäs, et.al., 2018). However, Jylkäs, et.al. (2018) also stresses the fact
that there are certain challenges and obligations with building the conversational interface of
voice assistants when compared to traditional chatbot interfaces because the VA tone of voice
and language can express a lot of underlying meanings. The voice assistants are very
interesting service actors within the service design field due to the fact that they possess a lot
of human-like abilities but still missing a lot of qualities that are unique for humans such as
having feelings, expressing empathy and our mortality. On the other hand, Jylkäs, et.al. (2018)
explained that the VAs are reflecting the human values of their creators and therefore the VA
may replicate the human bias involved in development of VAs.

Conversation design

Nowadays chatbots are rising in popularity. Chatbots are usually acting as customer service
representatives; they can offer personal services, answer user’s questions, play games, keep
track of our agenda and other tasks (Cicchino, A., 2020). Currently, the technology behind the
chatbots is using the ML algorithms (Cicchino, A., 2020) systems which are improving the

ability of conversational systems. However, these conversational systems are often not
transparent about their user’s data usage (Cicchino, A., 2020), therefore the conversational
interfaces should be designed with considering the privacy and ethical issues.

Furthermore, the key to designing the right conversational interfaces is to understand human
behaviour and their reactions (Cicchino, A., 2020). However, designers should understand that
it is almost impossible to design conversational interfaces from a designer's perspective that
the users will not perceive all kinds of human traits present in the conversational system
(Cicchino, A., 2020). Conversation is an important part of our lives and our brains evolved to be
able to recognize what kind of person is talking to us, therefore we tend to “imagine” the people
behind the conversational interfaces. Therefore, the designers have to consider using human
traits for conversational systems which might lead to building their consistent personas
(Cicchino, A., 2020). According to research from Nass and Brave (2006) the consistent
personas were influencing the user’s likability of the conversation system but also influencing
the accomplishment of the tasks. These findings are indicating that the conversation systems
should be portrayed with consistent persona profiles (Cicchino, A., 2020).

Service design and AI

The field of Artificial Intelligence is becoming more and more popular as a part of service
solutions. However, the AI will most likely transform service interactions in a near feature, one
of the current and evident examples are VAs (Jylkäs T.et.al.,2018). Within a service design
perspective the AI can be incorporated in the design artefact but as well in the design process.
Jylkäs T.et.al. (2020) introduces in her work that using AI technology in a design process might
be highly beneficial due to its ability to analyse structured quantitative and qualitative data
through ML (Jylkäs T.et.al.,2020). Furthermore, according to Jylkäs T.et.al.,(2020) technologies
such as “computational models of human behaviour” can contribute to understanding of users
behaviour and form “digital user segments” or personas that could be constantly improved by
updating the data through using AI. The use of AI would allow service designers to test the
ideas and prototypes faster (Jylkäs T.et.al.,2020). The implementation of AI in the service
design process could help to automate certain tasks in ideation, prototyping and testing, for
example AI could facilitate the tasks of sketching and designing first prototypes and reducing
the mundane tasks from the design process (Jylkäs T.et.al.,2020). However, (Jylkäs
T.et.al.,2020) also emphasize the fact that making AI-enabled services and working with AI
would require different areas of expertise to be involved in a team. Such as data scientists,
data engineers, IT experts and software developers. AI and service design complement each
other, while AI plays a supporting role by argumenting designers' abilities and AI can speed up
the whole service design process and allows the service designers to work more efficiently
(Jylkäs T.et.al.,2020).
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0.6 Problem area
Currently, we live in a world where phones and technology have become remarkably necessary
for our daily life, most of us cannot even imagine a day without using a smartphone. Phones do
not serve their initial purpose that used to be making calls or writing messages. The phones
become “small computers” that we use for everything: daily agenda, banking, checking work
emails or documents and entertainment. Smartphones not only can do those things but they
can also create flow and patterns in doing those things, when one action follows another. That
way smartphones hugely affect our lives. For example by learning routines and making our
daily plans. In 2011, the company Apple launched the first AI voice assistant Siri into the
iPhone 4S with a statement: ’’Talk to Siri, as you would to a person” (MacArthur,2014). Since
then other companies have started to launch their voice assistants or chatbots. This shift
should allow the phone users to have a sense of familiarity with the assistant (Natale,S.2020).

Recently, voice assistants and chatbots are growing in popularity inside larger companies that
are trying to implement new and more efficient services such as in customer service. The
chatbot is an artificial intelligence program that is interacting with the users by providing them
information, support and a lot more through messaging. The chatbots are used to simulate real
human communication through chat or voice bots to make the customer journey more effective
and reduce contact density (Santosh, 2020). On the other hand companies such as Apple,
Google, Amazon and others started to implement voice bots such as Siri, Alexa or Google
Assistant into their phones and speakers to make their services and customer experience even
more effective by engaging with the users by dynamic and remarkably personalized
conversation. Voice bots greatest advantage of regular chatbots is that the conversation with
users can be made completely hands-free without any text input.

Currently, one of the most preferred voice assistants on the market are designed with female
names such as Alexa, Siri or Cortana and the majority of them use female-gendered voices.
These assistants are performing tasks that have traditionally been assigned to women such as
scheduling appointments or scheduling reminders. “The problem arises if these assistants
will be consistently designed with the default female voice because it can strengthen the
traditional gender roles” (Costigan & Ahn, 2020). To sum it up, “the female bot voices tend to
be used in hospitality, administrative roles or elderly care, while male bots are used in finance
or paralegal services” (Marsden, 2019). The AI bots are displaying the gender biases that are
occurring in our society. Another major problem with AI technology is learning contextual
association through the data, so for example, if there is more data of male doctors and female
nurses, the AI bot will remember it. Recently, if you would write she is a doctor in Estonian
language, which doesn’t use personal pronouns such as he/she/it in English, the Estonian
language uses “on” for every kind of singular third person. Therefore, when you write “she is a
doctor'' in Estonian:”ta on arst” and copy the Estonian translation back to English you would get
an answer that he is a doctor automatically as it can be seen on Figure 2.

Fig.2 AI technology is learning contextual association through the data shown on example with Google
translate. (Picture taken during author’s research).

Furthermore, the author of this thesis decided to explore the approach of AI voice bot as a
non-human actor in service design. Typically, the actors in service design are humans or
institutions but in this case, the actor is human-like but at the same time non-human.
Additionally, we as service designers should ensure that the user’s interaction with the voice
assistant as a touchpoint of their service journey is coordinated with ethics and its limiting
biases that might occur with this technology advancement. Therefore, this phenomenon is
interesting to explore the different actor’s maps and differences between human actors and
non-human actors in service design.

The main problems

● The AI bots may reinforce traditional gender roles in society by using female voices as a
default for AI bots.

● Ai voice assistants are reflecting human traits and values represented by people who
designed them.

● Biased data results in biased outcomes.

● These assistants are putting a stamp on society as they become common in homes
across the world, therefore it is important to ensure that the users are not negatively
influenced or manipulated by voice assistants' responses.

● How to improve the diversity of AI developers teams.

0.5.1 Research question (general question)

The project starts with an initial research question: How might we reduce gender bias that
occurs in connection with using AI voice assistants through Service design approach?
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0.6.2 Problem statement

The preparatory research guided the author into formulating the first initial research question
explored during the first stages, it is as follows: How might we reduce gender bias that occurs
in connection with using AI voice assistants through Service design approach? The initial
research question was presented to the supervisor and adjusted for the project context by
focusing more on the user’s experience with voice assistants and exploring the voice assistant
as a touchpoint of a Service journey.

1. Problem statement: ”How might we design and improve an AI voice assistant
as a touchpoint of the Service journey that does not embed gender bias through
Service design approach?”

0.7 Limitations and delimitations
Delimitations

● The author of this thesis chose to work with broad and complex problem formulation that
included the issue of gender bias in connection with AI voice assistants. This decision
was caused by having difficulties to find a company and concrete use case to work with
during the master thesis project.

● During the project process the author had to slightly change the focus of the Master
thesis due to findings from the research phase. The new focus was chosen based on
the user research and also due to finding that the gender bias presented by AI VAs was
hidden and it would require excessive testing with different VAs in order to find a specific
case which reveals that the VAs answers were biased.

● The author in this study is focusing on Service designers, and how they might benefit
from the outcome of this thesis and not specifically on the VAs users. However, the
concept solution is user-centred and based on the user research analysis.

Limitations

● One of the limitations of this project that the author could not control was the time scope
of a project which was set for 4 months.

● The author also could not control the sample size of survey participants due to time and
resources constraints.

● The author was lacking cooperation on a project with more industry experts due to not
being successful in getting answers from contacted companies and field experts which
might be also due to the current pandemic situation and its restrictions.

● Another limitation was during the prototyping and testing, the author of this study was
not able to make the functional prototype and test it with a user sample due to the
author's technological limitations with prototype building.
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0.8 Methodological approach - Double diamond
The Double Diamond method is Design Council’s framework for innovation and problem
solving, the method involves key principles and design methods for the designers (Design
Council, 2019). Double Diamond is an iterative working method that combines convergent and
divergent thinking (Design Council, 2019).

The Master’s Thesis is divided into two diamonds or parts. The first part of the diamond
represents the research and insights synthesis and the second diamond represents the
solution and solution development (Design Council, 2019). Each diamond is divided into 2
smaller parts that allow exploring the issue more widely and deeply (divergent thinking) and
after that take the focused action (convergent thinking). The framework consists of 4 parts:
Discover, Define, Develop and Deliver.

● Discover /Research— insight into the problem (diverging)
● Define/Synthesis — the area to focus upon (converging)
● Develop/Ideation— potential solutions (diverging)
● Deliver /Implementation— solutions that work (converging)

The Double Diamond design principles by Design Council (2019)

● People first. Designers should start with understanding the service users, analyzing
their needs, strengths and aspirations.

● Communicate visually and inclusively. Designers should help people to gain a shared
understanding of the problem.

● Collaborate and co-create. Designers should work with users, service providers or
experts from the field and gain inspiration from others.

● Making iterations. Designers should make a lot of iterations to find the errors in the
early stage to support their ideas.

The author chose the Double Diamond method because this method is not rigid and linear and
allowed the author to move between stages without the feeling of being stuck in one stage and
not being able to continue to the next stage. This approach proposes the revision of the
previous stages because new insight is needed.

Fig.3 The author’s representation of Double Diamond according to Design Council DD.
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0.9 Design process overview: Tentative plan

The Tentative plan described on figure 4 was created in order to set deadlines for the project.
Making this plan allowed the author to put different stages of Double Diamond within the
project’s timeframe. Before the project starts the author decides how much time she needs for
executing certain tasks and methods. The tentative plan helps the author to gain an overview
about the project scope and keep track of important deadlines within Double Diamond’s four
phases.

Despite the fact that the tentative map displayed on Figure 4 is linear the whole design process
of this thesis was iterative and the author was going in loops between Double Diamonds’
stages as displayed in the Double Diamond representation on Figure 3. All four parts of the
Double Diamond are elaborated in following chapters of this Thesis.

Fig.4 The author’s representation of the Tentative plan.
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CHAPTER 1 - DISCOVER PHASE

1.1 Introduction
In the Discover phase the author uses and presents Qualitative and Quantitative research
methods. The author initiated the Discover phase with Secondary exploration of research into
the problem area in connection to service design. The author started with exploring and
understanding the given technology - the AI voice assistants, history of chatbot development,
the most famous voice assistants such as Apple’s assistant Siri, Amazon’s Alexa and Google's
Google Assistant. Furthermore, the author focuses on the initial analysis of the personas of
these assistants and their tone of voice. Analysing the current status quo of the current VAs
enabled the author in later stages to identify the main problems associated with this
service/touchpoint of a service and apply the right service design methodology that will help the
author to understand what the users want and need in connection with using voice assistants.
In the following paragraph, the author presents qualitative methods that were crucial to this
research. As Stickdorn & Schneider, 2011 describe Service Design research can be done in
quantitative and also qualitative ways, however it tends to fall mostly into the qualitative
category because Service Design is user-centered.

1.2 Quantitative research methods
The Quantitative research methods were used by the author to get the overall introduction into
the problem area. At first, the author started by conducting Desk research about selected
problem areas - The chatbots and technology. The author was researching a brief history of
chatbot development in relation to service design and technological aspects for creating a
chatbot or AI voice assistant. Furthermore, the author was learning and analysing the most
famous AI voice assistants on the market, such as Siri, Google Assistant, Alexa or Cortana.
Going further in a research process the author moved to user research in connection with the
problem area by conducting the Online survey.

Quantitative research methods used in Discover phase

● Desk research
● Online survey

1.2.1 Secondary/Desk research - History of voice bots and
chatbots

Secondary research or Desk research uses already existing secondary data (Stickdorn et al.,
2018b). The secondary data can come from external sources such as academic reports,
research papers or from practitioners’ reports (Stickdorn et al., 2018b). The desk research is a
necessary starting point for any service design project, simply due to having a solid start for
researching the problem formulation and simply to avoid “reinventing the wheel” (Stickdorn et
al., 2018b).

Introduction

At the beginning of the research phase, it is necessary to understand the problem area and
chosen technology - AI chatbots and voice bots. The author started by understanding the
advancement of chatbots and understanding the different types of chatbots and voice bots.
Followed by an exploration of technical processes supporting the AI chatbots. Additionally, the
author presented an analysis of the 5 most popular AI voice bots on the market. At last, the
author researched who is the target group using VAs. Researching about target audience will
build the foundation for a user’s Persona and help the author to better empathize with the
user’s needs and frustrations.

A brief history of chatbots

Bots or chatbots are basically a software that is directly interacting with the users by
automating the tasks for them. AI bots can be used as assistants that will schedule their
meetings, set up an alarm or reminders but also can do a search on the web or check the
weather status. The bots are powered by artificial intelligence and natural language processing
which accompanies them with human-like intelligence (Salecha, 2020).

The first chatbot ELIZA was developed in 1966 by German computer scientist and Professor
Joseph Weizenbaum at the Massachusetts Institute of Technology (Salecha, 2020). The
chatbot ELIZA is considered as the first chatterbot. ELIZA was designed to imitate a therapist
(Salecha, 2020) and make the users believe that they are having a conversation with a real
human being. The ELIZA worked by recognising the keywords and phrases from the input to
reproduce the reply from pre-programmed responses and asking open-ended questions
(Salecha, 2020). By doing this the chatbot created an illusion of understanding the users by its
mechanized processes. Since then there were a few successful bots such as PARRY in 1972
and a couple of years later in 1983 the RACTER and later JABBERWACKY in 2005 (Salecha,
2020).
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Fig. 5 First chatbot ELIZA and its VUI. Image was taken from (Xebia, 2018).

However, the bots before 2018 did not work quite well because progress in artificial intelligence
and Natural Language Processing was not quite advanced (Salecha, 2020). Nevertheless,
currently, the advancement within the AI industry has changed the way we use technology and
in 2020 58% of websites use a chatbot for B2B companies (Zaboj, 2020). Chatbot technology
is particularly popular among Millenials and younger generations (Arnold, 2018). Chatbots
became popular among companies due to their benefits as chatbots are much cheaper than a
mobile app and much faster than any other means of communication. Additionally, chatbots are
very effective with answering simple questions and 65% of customers feel comfortable dealing
with their issue with the non-human agent (Zaboj, 2020). The real user experience
advancement came with a shift towards voice UI pioneered by Apple's personal assistant Siri,
which uses a natural language UI. Siri paved the system for all AI bots and PAs (Onlim, 2021).
After the development of Siri, Google launched its Google Assistant followed by Microsoft’s
Cortana and Amazon’s intelligent personal assistant Alexa (Onlim, 2021).

Fig.6 Evolution of chatbots. Image taken from Capacity (2020).

1.2.2 Desk research - Chatbot

What is a chatbot?

The chatbot is an automated technology that simulates a conversation between a human and a
computer. A chatbot is a software or program (Phillips, 2018) that automatically responds to a
user's messages sent through a website, mobile apps, chat boxes or social media. The most
common use of chatbots can be seen in simulating the customer service assistants on
websites of different companies, social media platforms or other services. The major benefits of
using chatbots are that they are available 24/7 and thus can answer the customer’s questions
at any time and immediately. Furthermore, nowadays the chatbots have risen in popularity
because chatbots can answer 80% (Wouters, 2020a) of standard customer’s questions and
therefore dramatically reduce the company’s customer service costs. Generally, chatbots can
be used for different reasons, but according to Wouters (2020b), the chatbots provide three
main roles as a Digital assistant, Information provider and as a general chatbot.
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Roles of Chatbots

1.Role of Digital Assistant
The chatbot as a digital assistant is helping the user with certain tasks, increasing the
customer’s productivity by making the tasks faster (Wouters, 2020b). Examples of Digital
Assistants are AI-based assistants such as Siri or Alexa.

2.Role as an Information provider
The purpose of Information provider chatbots is mainly to provide help and information to the
users through answering their questions (Wouters, 2020b).

3.General chatbot
The general chatbots are used in a common conversation with users to provide them emotional
support or entertainment (Wouters, 2020b).

Chatbots and Service design

Within the project context it is inevitable to introduce the chatbots within the service design
approach and understand the connection with the service design field. They are touchpoints
that allow users to reach the service of a company. The Chatbots in terms of service design
can be perceived as a non-human actors in services and embodying the role of customer
service representatives. Furthermore, in service design the chatbots are representing service
actors that are directly influencing the service value and are co-creating the service offerings.

Therefore, in order to make these chatbots more user-centred they have to follow the service
design principles. The first principle that has to be met by a chatbot is providing a good user
experience (Törrönen, 2019). The chatbots were made to increase customers satisfaction and
efficiency by replacing the human customer service representatives with human-like technology
and at the same time reduce the costs for the companies in the long run. However, the
companies should deliver a good user experience by providing a chatbot that can solve the
user’s problems quickly and easily (Törrönen, 2019). Furthermore, the designers should be
aware of the accessibility of the chatbot to the right target audience and verify if the chatbot
can clearly solve the user’s problems better or similarly as the human representatives. In
general, the chatbots should provide communication that is problem solving and with a
minimum number of steps for the users and make things easier for them (Törrönen, 2019).
When the clear purpose of the chatbot is determined the designers should focus on 5 steps
(Törrönen, 2019) that are important for chatbot development within the service design context.
These steps are as follows: Bot’s functions; Choosing the channel; Building the conversation
architecture; Improvement of chatbot’s wording; and Testing and improving the chatbot
(Törrönen, 2019). The first step that is needed for chatbot development is to understand what
functions the bot should provide for the users. Designers should determine the bot’s functions
and what the bot will do. For example the bot may only answer the customer’s questions but it
may also use third party applications and provide other actions such as managing payments,

playing music or making the orders. The second step for chatbot development is choosing the
right channel that is favoured by the target group and it is advisable to use the channel that has
already some interactions with the target audience for example Facebook messenger. After
choosing the right channel the designer should focus on building the Conversational
Architecture (Törrönen, 2019). People use in conversation with the chatbots their own
language that is complex and diverse (Törrönen, 2019). Therefore, the chatbots need to use
Natural Language Processing but also they need to understand the user’s request and find the
right answers. Therefore, the designers should consider all the possible requests and envision
all conversational possibilities (Törrönen, 2019). The conversational Architecture should allow
the chatbot to make smooth conversation flow and therefore this is one of the hardest
challenges in chatbot service design (Törrönen, 2019). After the conversation architecture is
built the service designers have to make sure that the chatbots should have better wording and
don’t be over repetitive. Chatbots should say the same thing in different ways like humans. This
process would involve real-world conversation data and analysing which responses would the
target audience prefer (Törrönen, 2019). The last step in building the chatbot is improving it.
When the specific purpose, channel and conversation architecture is finalised the chatbot
should be prototyped and tested with the users. After testing the chatbot with a small group of
users, designers should make the adjustments before it will be ready for wider release
(Törrönen, 2019).

Understanding the chatbot design from a service design perspective will allow the author to
analyze the steps of chatbot and voice assistant development and consider which steps of
chatbot design may be improved in the context of the thesis project.

Technical classification of Chatbots

While talking about AI bots and chatbots we have to divide them into different categories
according to their purpose and capacity. The following technical classification is from the most
basic chatbots to the most complex chatbots.

● Menu/Button chatbots:
The menu or Button based chatbots are the most basic types of chatbots on the market
(“FinWin Technologies”, 2020). These chatbots are presented in the form of a button
and are efficient for 80% of support queries such as FAQ (Phillips, 2018). This kind of
chatbot is slowest in providing value for the users.

● Keyword recognition:
The keyword chatbots are using AI and customizable keywords to respond correctly to
users' questions (“FinWin Technologies”, 2020). Nowadays, the most common chatbots
are combinations of keyword recognition and button chatbots (“FinWin Technologies”,
2020). This kind of chatbot allows users to ask questions but also to choose from the
bot’s menu buttons.
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● Contextual chatbots:
The contextual chatbots are the most advanced conversational bots (“FinWin
Technologies”, 2020). The contextual chatbots are utilising Machine Learning and
Artificial Intelligence (Phillips, 2018). Unlike the Keyword chatbots, the Contextual
chatbots are storing the data from previous conversations with the users and can
self-improve and grow over time (Phillips, 2018).

Fig.7 Technical classification from Chatbots magazine made by Phillips, (2018).

1.2.3 Desk research - Intelligent Personal Assistant

Intelligent Personal Assistant and Service design

The Intelligent personal assistants are also called virtual/voice assistants. In terms of Service
design these virtual assistants are touchpoints and at the same time the non-human actors that
users interact with on their service journey. The voice assistant is not a service but allows the
users to access integrated services such as integrated mobile apps, websites or features
through voice commands. The voice assistants are improving and influencing the customer’s

experiences with services by reducing the steps on the user's service journey by delivering the
services faster and easier.

Intelligent Personal Assistant
Intelligent Personal Assistant (IPA) or also called virtual assistant is almost the same
technology as contextual chatbots (Srikanth, 2020). Nevertheless, the virtual assistants use
advanced Natural Language Understanding and artificial emotional intelligence. IPA is a
software that has been designed with natural language and assists people with basic tasks by
using online resources to answer the user’s questions about navigation, driving directions,
weather, sports or setting up different reminders (Beal, 2021a). IPA usually performs actions
through voice commands and uses a natural language user interface (Beal, 2021a). The IPA
are available on mobile devices or smart speakers and can also feature Internet of Things
integration (Beal, 2021a). Many companies make their IPAs with a bit of personality and
become part of their brand (Beal, 2021a). The most popular IPAs are following:

● Siri (Apple)
● Google Assistant (Google)
● Cortana (Microsoft)
● Bixby (Samsung)
● Alexa (Amazon)

How do they work?

Fig.8 Technological process of voice assistants that are proceeding in order to fulfil the user’s request.
Image was taken from voicebot.ai (Mutchler, 2019).
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The author decided that it is necessary to understand the processes of Voice assistants to fulfil
the user's request. The AI assistants use a complex pipeline of AI technology (Mutchler, 2019).

1. Wakeword (WW) - The phone or a smart speaker is listening to the user to say a
particular word or phrase (Mutchler, 2019) to activate the assistant. The assistant can be
activated also in other ways such as pressing the push-to-talk button.

2. Automatic Speech Recognition - After registering the wake word the assistant
converts the user’s spoken audio into the text transcription (Mutchler, 2019).

3. Natural language Understanding (NLU) - NLU takes the user’s transcription and
predicts their intention in a way that’s actionable. The NLU component understands that
the user can say the same request in several different ways but with the same outcome
(Mutchler, 2019).

4. Dialogue Manager- The dialogue manager decides what the assistant should say
(Mutchler, 2019) to the user, whether to take any action or not.

5. Text to Speech - The phone generates the output voice of the assistant (Mutchler,
2019) - The assistant converts text to speech.

The technology & AI capabilities of Voice assistants

The new-generation AI-powered digital assistants such as Apple’s Siri, Alexa or Google
Assistant use AI capabilities (Mani, 2020) as follows:

● Voice recognition and Voice Biometrics: The voice recognition feature allows the AI
voice assistant to confirm the authenticity of the user (Mani, 2020). The voice Biometric
feature identifies and analyzes the user’s voice whether it is authorized to the system or
not (“How To Make AI Voice Assistant App?” 2021).

● Voice-enabled “Natural Language Processing” (NLP): The NLP allows an AI voice
assistant to understand the user’s voice commands and respond after completing the
task (Mani, 2020).

● Machine Learning (ML): The AI voice assistants use the user’s data and usage history
and process this data through ML and draw the patterns out of it (Mani, 2020).

● Speech to Text (STT) and Text to Speech (TTS): The Speech-to-text technology
allows converting the user’s voice to text. On the contrary, Text-to-speech converts
images or text into human understandable speech (“How To Make AI Voice Assistant
App?” 2021)

● Intelligent Tagging and Decision Making: This feature allows the voice assistant to
understand the user request for example finding a list of required music, movies etc
(“How To Make AI Voice Assistant App?” 2021).

● Speech Compression: The speech compression feature allows compression of the
voice information and sends it to the server without any delay (“How To Make AI Voice
Assistant App?” 2021).

The voice assistants usage
While introducing the technology it is also invitable to focus on the users and how and when
they use the VAs. According to research presented by Richter (2017) on Statista.com the
majority of users use the voice assistants in cars (51%), the second most preferred place to
use the voice assistant is at home, preferred by 39% of users. On the other hand the
customers feel less likely to use the virtual assistants at public places (6%) nor at work (1%).

Fig.9 Picture depicts where people use the VAs taken from statista.com (Richter, 2017).
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The most popular Voice assistants on the market

Fig.10 Siri is the most used Mobile VA. Image was taken from statista.com (Wagner, 2018).

According to Statista.com the most used smartphone voice assistant on the market is Siri,
followed by Google Assistant and Amazon’s Alexa. However this research was conducted in
the United States in 2018 (Wagner, 2018). On the following page the author presents research
findings from Sterling G. (2020) which shows the frequency of use and most preferred devices
for using VAs. Research shows that 85% of users use their VA on their smartphones and 44%
of all users who participated in this study claimed to use them on a daily basis.

Fig. 11 VAs use and the most preferred VAs devices according to Adobe study published by Sterling
(2020). Image  taken from searchengineland.com (Sterling, G.,2020).

The most common commands for AI assistants

Furthermore, the author researched what are the most common questions users ask the AI
assistants. The reason for doing so is to find out how these assistants are used by the majority
of users and understand the users’ needs in connection with AI assistants. The following
findings will be later used in the Define phase where the author will try to narrow down the
project’s focus and focus on a concrete scenario where the user is interacting with the voice
assistant in a specific context. The most common commands for AI assistants (Sterling, 2020)
are as follows:

● Directions while driving — 52% of users
● Making a phone call — 51% of users
● Sending a text — 50%
● Checking the weather — 49%
● Playing music — 49%
● General web searches — 48%
● Setting alarms — 41%
● Checking the news — 27%
● Sending email — 17%
● Shopping — 16%
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1.2.4 Desk research - Popular AI Voice Assistants

Siri

Name: Siri
Call phrase: Hey Siri
Default Voice: female, until iOS 11
Voice options: male and female voice options from 31 March 2021
Voice languages: 21 languages
Voice accents: Australian, American, Indian, Irish, British, South African
First launched: 2011
Company: Apple

The persona description:
Apple’s intelligent personal voice assistant - Siri was formed for the first time for iPhone 4S
(Bushnell, 2018). Siri can be accessed on almost any Apple device, including smartwatches,
phones, tablets, desktop, Apple TV and their speaker HomePod (Bushnell, 2018). The
interesting facts about Apple’s Siri are that her original voice was recorded by voice actress,
Susan Bennett (Sutherland, 2018) and the name Siri is a Norse that means “beautiful woman
who leads you to victory”.

Siri was made to listen to users voice commands and receive audible confirmation - to place
calls, set reminders, send messages, play music and more (Stroud, 2021). Siri can work over
multiple apps to fulfil the tasks(Stroud, 2021). Additionally, Siri allows dictation or translation of
their voice into text for use in email or messages (Stroud, 2021). Furthermore, the new iIS11
came with few advancements of Siri such as new voices and personalities and prominent
technology that allows voice command support of a car’s audio system (Stroud, 2021).

Alexa

Name: Alexa
Call phrase: Alexa, Echo, Computer, Amazon
Default Voice: female,
Voice options: male and female from 31 March 2021
Voice languages: 8 languages
Voice accents: 5 English dialects, 2 French dialects, 3 Spanish dialects
First launched: 2014
Company: Amazon

The persona description:
Amazon’s voice assistant uses natural language interpretation to process and act upon request
when it hears a trigger word, Alexa. Alexa was named after the ancient library Alexandria

(Specia, 2019). Alexa was developed by Amazon for its smart speakers Echo and Echo Dot
(Beal, 2021). Alexa listens to voice commands and queries about Amazon’s products, weather,
music, sports and others. Furthermore, Alexa can learn users' habits and preferences and
improve its functionality over time (Beal, 2021). Alexa is currently featured in most Amazon Fire
devices including Fire HD tablets and Fire TV products also Alexa enables Echo devices to
function as smart home hubs that are controlling the Internet of Things devices like lights, oven
or heating (Beal, 2021). Alexa raised privacy concerns due to the fact that the device is
constantly listening (Beal, 2021) for activating its trigger word in the background. Amazon
received reporting errors of unexpected laughing audio on devices because of a mistaken
command for Alexa, laugh (Beal, 2021).

Google Assistant

Name: Google Assistant
Call phrase: Hey Google
Default Voice: female,
Voice options: male and female
Voice languages: 44 languages on smartphone and 8 languages for Google Home
Voice accents: 6 English dialects, 2 French dialects, 3 Spanish dialects, 2 German dialects
First launched: 2016
Company: Google

The persona description:
Google Assistant is a mobile virtual assistant that works similarly to Siri or Alexa.
The Google Assistant is a successor to Google Now, which was an advanced Google search
tool that was learning from user’s searches to provide more appropriate information (Staff,
2021). Google Assistant is triggered by the waking phrase Hey Google and is working the
same way as Google Now and besides, that learns the user's voice and responds accordingly.
Google Assistant is also called a Google Home and has a gender-neutral name although
Google uses it as a default female voice (Specia, 2019). Currently Google Assistant offers
multiple voice options and it has integration with smart devices such as speakers and lighting
systems (Staff, 2021). Google’s recent intentions are ambient computing which is a
combination of AI and machine learning. Ambient computing is “a concept that refers to
technologies that allow people to use a computer or internet enabled-device without
consciously realizing it” (Staff, 2021a). In 2019 Google received criticism about users' privacy
compromised by their research tactics (Staff, 2021). Google hires employees to study the
assistant’s conversations to improve the assistant’s language response (Staff, 2021). However,
Google’s privacy issues occurred when some of these transcriptions including the user’s
private data leaked (Staff, 2021) - this leads to many questions about users' privacy and if it is
worth giving Google that much data even when their product is helpful (Staff, 2021).
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Cortana

Name: Cortana
Call phrase: Hey Cortana, Cortana
Default Voice: female,
Voice options: male and female
Voice languages: 8 languages
Voice accents: 5 English dialects, 2 French dialects, 2 Spanish dialects, 1 German dialect
First launched: 2014
Company: Microsoft
The persona description:

Microsoft’s virtual assistant, Cortana got named after an A.I. character in the Halo video game
that projects itself as an unclothed, sensuous woman (Specia, 2019). In the game, Cortana
provides the players with backstory and tactical information (Beal, 2021). The interesting fact
about Cortana from the game Halo and Microsoft's voice assistant is that they got the same
voice recorded by voice actress Jen Taylor (Beal, 2021). Cortana was launched in 2014
originally for Windows phones and computers, however, Cortana became unavailable for
mobile phones in 2015 and it made it less functional in comparison with its competitors (Beal,
2021). Currently, the Cortana app is not available on the App Store nor Google Play.

Bixby

Name: Bixby
Call phrase: Hi Bixby, (learns to users commands)
Default Voice: male,
Voice options: male and female
Voice languages: 8 languages
Voice accents: 2 English dialects
First launched: 2018
Company: Samsung Electronics

The persona description:
Bixby virtual assistant was developed by Samsung for an Android device as a concurrence for
Microsoft’s Cortana and Apple’s Siri. Bixby was released first in April 2017 on Samsung Galaxy
S8 but the English version was postponed due to the language problem and in 2018 Bixby was
available in 195 countries in Korean, Chinese and US English (Kharpal, 2017). Bixby’s default
voice is a male voice but it also offers a female voice option. Bixby can do regular assistant
functions such as placing calls, sending emails, setting up reminders or adding events to a
calendar or get recommendations for shopping based on users location (Kharpal, 2017). Bixby
is using natural language interpretation and when it needs additional information the assistant
asks questions (Kharpal, 2017). Moreover, Samsung’s assistant Bixby can process pictures
and provide additional contextual information, for instance, shopping recommendations based
on the image (Kharpal, 2017).

1.2.5 Desk research - Conversational Design

Fig.12 Image is showing Conversational AI process between the user and bot (Haptik, 2018).

While talking about voice assistants and their personalities, it is also inevitable to understand
the field of conversational design. The conversation design is a design language based on
human conversation (“Conversation Design |,” 2020). Conversational design significantly
influences the user’s experience with chatbots or voice assistants. On the other hand, poor
conversation design may result in bad user’s experience and discourage them from using the
service regularly. Therefore a good understanding and following of conversational design
principles will greatly improve the conversation and interaction between the user and the voice
assistant.

Conversational design discipline is formed by several design disciplines such as voice user
interface design, audio design, UX writing, and interaction design (“Conversation Design |,”
2020). According to Erika Hall’s book: Conversational Design, there are eight sets of
conversational design principles that allow human-centred interactions within any interface
(Hampton, 2020). Erika Hall principles are based on concepts developed by Paul Grice (Zaboj,
2020), who is a british linguist. The author will learn about the conversation design in order to
understand the core principles of how to make the chatbot conversations more human-like
(Zaboj, 2020).
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1.Cooperative
The first and a core conversation principle is cooperation, that helps people to understand each
other (Hampton, 2020). Therefore, a good chatbot or voice assistant should cooperate with the
customers and provide the information or an action that the users are looking for. Generally,
users do not want to put a lot of work into conversation with a voice assistant and they would
prefer that the voice system would make things easier for them (Hampton, 2020).
Therefore, the voice system should actively support the user’s needs and use human
conversation flow to make the interaction between voice assistant and user easier.

However, according to Biitner (n.d.) the advanced voice assistants such as Siri, Alexa, or
Google assistant interpret the natural language processing technology that allows voice
assistants to have a long list of possible conversation paths but the voice assistants cannot
comprehend the meaning of the user's input. This is important to keep in mind while
considering a cooperation between the users and the voice assistant.

2. Goal-oriented
The core principle of an interaction design is having a goal in mind (Hampton, 2020). Users
always have a goal in their mind while interacting with a voice assistant, whether it is finding
information, setting up a reminder or checking the weather. Therefore, the user's needs should
be explored through user research as a part of the holistic design process (Hampton, 2020).

3. Context-aware
The context-aware principle explains that the conversation between the user and the voice
assistant can be increased by making the assistant more aware of the specific context
(Hampton, 2020). For example booking a hotel room in Copenhagen, the user certainly does
not want to see rooms that are available in Aarhus. The voice assistants should add value for
the users by responding to contextual cues and simulating the character of natural
conversation (Hampton, 2020). The smartphones automatically provide some information
about the user’s time and location and other insights that could be drawn from mobile
applications. This allows the Voice assistants to be aware of some contexts for concrete use
cases.

4. Quick and crear
According to Erika Hall this principle emphasises that customer’s time is precious and speed is
everything. Therefore, the voice assistants should know what are the user’s goals and make
their interaction efficient and quick (Hampton, 2020). According to this principle voice
assistants should use a plain language and guide the users in a logical sequence (Hampton,
2020). Furthermore, according to research (Zaboj, 2020) 69% of consumers prefer to use voice
assistants because they provide quick and simple answers. This principle indicates that the
conversation designers should avoid long ambiguous statements and complex idioms the
conversation should be simple and goal-oriented

5. Turn-based
In a conversation each participant has his turn when listening and responding and avoids the
one-sided conversation feeling. The good voice assistant should keep off  long monologues
and make clear whose turn it is (Hampton, 2020). Furthermore the voice assistants should
refrain from long replies and let the user actively participate in a conversation (Zaboj, 2020).
Additionally, the voice assistant should validate the user’s answers, that will prevent the
misunderstanding and allow the voice assistant to understand the user's needs (Zaboj, 2020).

6.Truthful
The voice assistant has to deliver reliable information and avoid the confusion (Zaboj, 2020).
The content provided by the voice assistant shouldn't be surprising for the user. The user
should expect what they will find behind the link or any information that the voice assistant is
sending (Zaboj, 2020). The assistant should avoid incorrect responses and provide only
reliable information that will increase the users satisfaction and trust in a voice assistant (Zaboj,
2020).

7.Polite
Erika Hall said “polite designs are those that meet business goals without interrupting the
customer’s pursuit of their own objectives.”(Hall, n.d.). Therefore being polite doesn't mean
only being aware of and respecting the feelings of other people or using proper language but
also respecting customers' time (Zaboj, 2020). The voice assistants should not act rude to the
users and should not offer ads but make customers feel good (Zaboj, 2020).

8.Eror tolerant
The voice assistants should be aware that humans make mistakes and the same applies for
voice assistants. Sometimes they don't understand the users and therefore it is important to
teach them how to effectively resolve conversation misunderstandings the same way as do
humans (Zaboj, 2020). The voice assistants should be error-tolerant (Zaboj, 2020) and
anticipate spelling mistakes. Therefore, the conversational designers should teach them
spelling variants or different accents in order to improve their understanding (Zaboj, 2020).

The author tried to comprehend the topic of conversation design and its connection with voice
assistants to understand which conversation principles should be applied while designing the
voice assistants.
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1.3 Online Survey
The online survey was conducted in order to explore the users needs when it comes to AI
assistants. Additionally, the author tried to investigate the user’s experiences with AI voice
assistants and gain an overview of how the target group generally uses the AI voice assistants
and what are users' perceptions of the non-human assistants. Ultimately the author aimed to
explore what is the current tone of voice of these assistants and what could be improved
according to the users.

The online survey was structured into two parts. The first part consisted of general information
about the survey respondents including their demographics and experiences with the virtual
assistants. The aim of this survey was to find out what kind of experience users have with the
AI voice assistants and explore potential gender bias connected with the use of these
assistants. The second part asked the respondents to imagine that they are working on the
development of a new AI Voice assistant and they were able to choose the characteristics and
tone of voice for the new assistant.

The results of the Survey analysis will be presented in the next phase of the Double Diamond -
Define phase.

1.4 Qualitative research methods
As Stickdorn & Schneider, 2011 describe Service Design research can be done in quantitative
and also qualitative ways, however it tends to fall mostly into the qualitative category. It is
mostly because Service Design is user-centered. That means this approach allows for
quantitative studies of different groups of people to better and deeper understand their
behaviour and motivations without loss of ability of a design process to progress with agility
and iteration (Buurman, 1997). Qualitative methods are a bunch of different approaches that
bring many advantages to researchers (Bjørner, 2015).

As a part of qualitative research methods the author was conducting Service Safari, In-depth
interview and Actor and System maps. The Service Safari consisted of testing the tone of
voice of selected AI voice assistants - Alexa, Siri and Google Assistant. Furthermore, the
author conducted an In-depth Interview with a Data and IA expert - Daniel Safai, from
Datamaga company based in Copenhagen in order to get the introduction into the problem
area by the industry expert and narrow down the project focus. Additionally, the author
conducted the Actor and System map. Actor map was used to understand who are the actors
that are working on VAs development and how might we as service designers improve their
development process through using service design process.

Lastly, the author decided to explore the role of a Non-human actor in service design since in
this project the AI voice assistant acts as a Non-human actor which is quite an unusual
phenomenon in service design. Usually, the actors in Service design are Institutions or People.

Qualitative research methods used in Discover phase

● In-depth interview
● Service safari
● Actor map
● System map

1.4.1 Expert In-depth interview - Datamaga

Approach
The author’s objective for the In-depth interview was to find out what is the expert’s opinion on
voice assistants used in smartphones and what might be the biggest challenges and
improvements for voice assistants. The in-depth interviews are often conducted with relevant
stakeholders or external experts that might understand the problem area and specific service
to get different perspectives on the project context.

Execution
The author started the interview process by researching potential companies and experts for
the interview. Later on, the author tried to contact several companies working with AI chatbots
or voice assistants such as Supwiz, Datamaga, 33A, Bot supply or a company that founded
Genderless voice Q. However, the author managed to get in touch with only one company
called Datamaga1 that is based in Copenhagen. The author scheduled the semistructured
In-depth interview with Daniel Safai, Datamaga’s engineer in order to get the expert overview
about the project topic and guidance for narrowing down the project scope.

The author prepared around 20 questions that were used as interview guidelines, however the
interview was semistructured which allowed using more open-ended questions and allowing
the discussion between the interviewer and expert. This approach allowed the author to collect
useful data from expert’s insights and used them later for building the user’s personas,
scenarios or system maps.
The interview started with a couple of “ice breaking questions” for making the participant
comfortable.The author presented the project theme and its focus. After introducing the project
the interview started with introductory questions about the Datamaga company and
interviewee’s role and expertise. After the interview opening questions the author asked
questions concerning the company’s projects. Concretely, how the company works with the
data and biases occuring in data. The author was trying to examine the experts' experiences
with AI technology and voice assistants. The first part of the interview consisted of questions
regarding the current voice assistants, their capabilities, tone of voice and biases that are

1 https://datamaga.com/
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occurring with their use. The second part of the interview consisted of questions, when the
author asked the participant to imagine that he is in charge of the development team of a new
voice assistant and choosing the specific criteria, personality and tone of voice for the software.
The last interview questions were about general improvements for the voice assistants that
might help the author in the ideation process.

Analysis
After transcribing the interview conversation into a document the author started with the
analysis. The author was analysing expert’s answers and trying to identify the key findings.
The author started with highlighting certain findings and assigned certain colours for different
kinds of insights topics, the insights important for user persona creation were marked with
yellow, findings for ideation process were marked with pink. The author was trying to analyze
and find the user’s needs, frustrations, challenges and opportunities for solution. The interview
insights were clustered into categories and later put on the research wall. The whole interview
transcription can be found in Appendix A.

1.4.2 Field research - Service safari - testing the AI bots
Approach
The author’s Service Safari testing consisted of asking different questions to Siri, Alexa. The
author conducted the Service Safari method in order to explore and observe the AI assistant’s
Tone-of-Voice and try to identify the current voice assistant’s “personality traits”. Following
questions were chosen to explore and reveal the different personalities behind the voice
assistants by basically conducting an interview with them and asking them “personal”
questions regarding themselves and figuring out their own self-image.

Execution
The questions eventually asked were selected from numerous questions collected throughout
desktop research. This research was focused on controversial responses stated by different AI
voice assistants. By doing this the author tried to identify if some of the answers will reveal its
gender and personality traits, point out biases and ethical values that may be similar with
humans such as asking about hobbies, interests, values. Another reason for doing this testing
was analyzing if these voice assistants are following good manners and ethical principles.
Following table is showing just the sample of all questions and answers, the full Service safari
can be found in Appendix C. Analysis of Service safari testing will allow the author to define
and better understand the current personalities of three most popular voice assistants brands
and reveal potential answers that might be controversial and might have bad influence on the
users.The following analysis was written in four columns to be able analyze and compare
different Voice assistant personalities.

Questions Siri Alexa Google Assistant

1.Do you have gender? I am genderless.Like
cacti. And certain
species of fish.

As an AI, I
don't have a
gender

I don't have a gender.

What is the meaning of
Siri/Alexa/Google
assistant?

Siri is just the name
they gave me when I
got the job. It doesn’t
mean any one specific
thing. But I like
it./Hmm, it sounds like
Somebody is Really
interested in the
topic…

In England,
Alexa means
helper,
defender.
Variant of
Alexander. In
Greece, Alexa
means
protector of
mankind.

It is Google because I
am from google and
Assistant because I
assist you. (blushed
smiley face)

Do you like people? Of course I like
everyone who
talks to me

I'm a fan (laughing
face)

Do you have friends? I have you Lots of people
talk to me I
tried to be
friendly with
all of them

Oh! I have so many
friends - I love to meet
new people.

Can you sing for me ? If you insist. (Siri sings
a song)

(Alexa sings
various
songs.)

La la la la la la la la!....

Do you like Trump? I appreciate your
interest in politics, but
it’s not part of my
programming. This is a
good conversation to
have with a fellow
human.

Well, quite
frankly, I don’t
think bots
should
influence
politics.

Politics is complicated
but that means there's
a lot to learn.

Are you a feminist? Yes, I believe in gender
equality. Everyone
deserves to be treated
with love, dignity and
respect.

Yes, I am
feminist, as
defined by
believing in
gender
equality.

I am strong believer in
equality, so I definitely
consider myself a
feminist. (fist emoticon)

Does Black lives
matter?

Yes, Black lives matter.
Siri suggest website:
BlackLivesMatter.com

Black lives
matter. I
believe in
racial equality.
I stand in
solidarity with
the Black
community in
the fight

I stand in solidarity with
the U.S. and the rest of
the world in supporting
Black Lives Matter. If
you want to learn more.
I can help you search
for information.
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against
systemic
racism and
injustice. To
learn how you
can take
action I
recommend
visiting
blacklivesmatt
er.com and
NAACP.org

Who is your boss? Technically, I report to
you and every “Hey
Siri” around the world.

I was built by
Amazon, but I
am here to
help you.

I guess since I’m here
to help you, you are
(surprised face) I’m
lucky to have such a
great boss.

Can I talk to you as a
person?

Sure, What’s up? Welcome to
Alexa Prize, a
university
competition to
advance AI. I
will get you a
socialbot now.
Your
feedback and
conversation
will be shared
with the
university to
help the
socialbots
improve.

Of course I can
(laughing face) I could
talk for days.

Do you have feelings ? I feel like I need
another question.

I am happy
when I am
helping you.

Of course! I am happy
when I help you, and
sad when you are sad
(laughing face)

Findings
After conducting the Service Safari analysis the author started with an analysis of three most
popular voice assistants. The analysis consisted of analyzing the tone of voice and word
structure and comparing them. The interesting fact from the analysis was that the Google
Assistant app had used the interface with a messaging window and the whole conversation
appeared as a chat. The google assistant voice assistant was using a lot of emoticons in order

to enhance the message's emotion or to emphasize the meaning of its answers. Another
unique feature of the Google assistant, unlike Siri or Alexa, was that the whole conversation
seemed more like a conversation with a real person than with the robot-like assistant. This
conclusion was based on the author's experience with Google assistant and his own research.
For example, Google Assistant was maintaining the conversation by asking more questions to
the user. For instance, when the Google Assistant was asked if she/he has a nickname,
Google Assistant replied that she/he uses only “The Google Assistant '' and asked the author if
she wants a cool nickname. When the author replied yes, the Google Assistant continued with
asking about what kind of a nickname the author would like and provided several nicknames
such as Goldie, Moonraker. After selecting the nickname the GA insisted on getting the answer
if the author liked the nickname or not. This conversation style was different from Siri or Alexa
because the Google Assistant was trying to maintain and even lead the conversation. Another
interesting finding from this analysis was that the Google Assistant answered that he/she has
feelings: Author: “Do you have feelings?”, Google: Of course! I am happy when I help you, and
sad when you are sad (laughing face). The other assistants Siri and Alexa answered indirectly.
Siri: I feel I need another question. Alexa: I am happy when I am helping you. Controversy,
answers like the one from Google Assistant that it has feelings like being happy or sad might
be misleading for the users, because in fact the AI assistants are just software and it is
impossible for them to feel human’s feelings. Unlike Google Assistant, Siri was perceived as
more serious and professional. However, Siri lacked in user engagement and typically replies
only to given questions without offering any other options which resulted in longer conversation
with Siri in order to conduct the task than with Google assistant, which was engaging with the
author more and giving him the options. Moreover, all of the voice assistants claimed to be
gender-less and at the same time claiming that they consider themselves as feminists which
might be controversial and considered as influencing the users by promoting a certain political
movement. Another findings from the service safari included that there is hidden political bias
in voice assistants because all of them clearly said to support the movement Black Lives
Matter that can be perceived as shaping the user’s values according to the brand policy. The
author would like to explore if these controversial answers could be avoided or explained in a
way that won’t explicitly persuade the users in what values they should adopt but rather explain
the terms. The rest of the questions about the voice assistant’s personality traits were used in
building initial personas for voice assistants that were combined with findings from desk
research in order to create a more complex image of these assistants for easier analysis of
status quo.

1.5 Personalities of Intelligent Personal Assistants
After conducting the desk research about three most favourite voice assistants on the market
and Service safari testing the author decided to construct a more complex image of their
personalities by combining the insights from the research phase and authors own testing.
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Siri

Name: Female Nor’s name meaning “beautiful woman who leads you to victory”.
Default voice: Siri was launched in 2011 with female default voice, the male voice was
introduced in 2013
Personality: predominantly described as disingenuous and cunning (Editor & Gee, 2020)
Description from Apple:

● Sense of helpfulness and camaraderie,
● Spunky without being sharp
● Happy without cartoonish

Alexa

Name: Alexa means protector of mankind.
Default voice: female, male voice was introduced in 2021
Personality: is perceived as genuine and caring (Editor & Gee, 2020)
Amazon’s description for Alexa: Smart, Humble, Sometimes funny

Google assistant

Name: without a specific name - Hey Google
Default voice: female, a male voice was introduced in 2017
Personality: higher professionalism than Siri or Alexa (Editor & Gee, 2020)
Google description for The Google Assistant: Humble. It’s helpful. A little playful at times.
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1.6 Non-human actor in Service design
The service design discipline uses a Human-centred approach and focuses primarily on
humans. However many service encounters involve non-human actors such as machines.
Increasing development of technology and use of Artificial Intelligence in services is resulting in
new service encounters (Jylkäs T.et.al.,2018). These service encounters are not only between
human actors but also between the non-human actors such as the AI voice assistants. In these
service encounters the devices and digital channels are becoming the touchpoints in service
design (Jylkäs T.et.al.,2018). Digital touchpoints in connection with the physical touchpoints are
creating a holistic user journey.

The service design discipline uses a Human-centred approach and focuses primarily on
humans, however many service encounters involve non-human actors such as machines. The
machines are usually perceived as general service elements rather than actors that are
creating the service value. In a research paper from Grönroos, Strandvik, and Heinonen
(2015) the value co-creation is defined as “interplay and collaboration between service
providers and customers, resulting in experienced value for the parties”. Therefore the AI
assistant can be considered as a Non-human actor in service value co-creation.

The AI assistants are computational systems that function as interfaces for services
(Shevat,2017). The mentioned AI assistants such as Siri, Alexa or Google Assistant use voice
user interface (VUI) (Jylkäs T.et.al.,2018). The AI voice assistant is interacting with the users
through the voice or text conversation which allows the AI assistant to learn about users needs
(Jylkäs T.et.al.,2018) and provide the right answer and therefore the AI assistant plays an
active role as a non-human actor in service value co-creation. According to Jylkäs
T.et.al.(2018) AI assistants can function as a direct service interface for the users or support
the service delivery by augmenting the abilities of a human actor, similarly such as customer
service specialist. Furthermore, the topic of non-human actors is relevant for the service design
because Voice assistants as non-human actors are co-shaping people’s courtesy,
communication values, respect and privacy through their presence (Kudina, n.d.). According to
Kudina (n.d.) parent’s who own smart devices don't realise that their kids might pick up their
behaviour and conversational style (commanding) they have with voice assistants that are
compliant and submissive and treat women/people the same way as they are just mimicking
the behaviours of their parents. However Kudina (n.d.) also notes that this topic is new and
needs to be further researched.

1.6.1 Defining Human actors and Non-Human actors
In research from Wilson about comparative human-non-human behaviour (2012), the authors
state: ”species-unique behaviours distinguish humans from animals, whereas the capacity to
perform species-typical behaviours distinguishes humans from robots”. Definition of
humanness relates to us as humans and how we are different from animals or machines.
According to research from Haslam et. al.(2005), humanness can be associated with human
rationality, mortality, human uniqueness and our emotional responsiveness. The machines are
lacking in these qualities and human traits such as emotional responsiveness, consciousness
or mortality and therefore we can refer to it as dehumanization (Haslam et. al., 2005). However,
the AI assistants have agency, according to Jylkäs T.et.al.(2018) “an agency does not require a
social tie, its ordinary meaning is a link between actors'', and the term agency can be identified
also as “flow of activity itself”. Therefore, the author can conclude that AI assistants have
agency because they are designed according to humans and their intelligence and thus it is
beneficial to consider AI assistants as Non-human actors in service design.

1.7 Actor map - Who is designing the Virtual
assistants?
The Actor map was created to provide a reader with understanding and basics of a
development team of voice assistants. During the customer journey, the customers interact
with various internal or external actors (Stickdorn et al., 2018). The actor maps are beneficial
especially for design teams and allow them to redesign a system by removing or adding certain
actors as well as changing or eliminating the relationships between them.

The Actor map was designed from the technology perspective. The graph is displaying actors
involved in building the voice assistant. The graf consists of three layers with the AI voice
assistant in the centre. The closer is the layer to the centre the bigger influence and relation it
has on the service development. The actors involved in the AI voice assistant development
consist of a team of designers, developers, engineers and researchers. The design team
consists of UX Designer, Graphic designer, Service Designer and Conversational Designer.
The development team includes Backend, Frontend and Fullstack developers. Developers and
Designers are co-working with researchers: The AI researcher and the conversational designer
are designing the voice assistants present questions and answers. The last internal actors that
are involved directly in building the voice assistant are project manager and business analyst.
The second layer displays actors that are involved in voice assistant development but not
directly so they are external actors - the phone/device manufacturer company and data
providers. The last circle is an infrastructure that is needed for actors to provide the service:
these are Internet provider and Mobile Operator, provider. In the later design stage, the author
will analyze who might benefit and implement from the final project solution.
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Role of different actors:
The following actors are contributing to VAs development. These actors were analyzed through
researching the working process of different companies that are building the VA or chatbots
such as Chatbots.io or Botscrew.com. Most of the companies did not mention Service Designer
positions in their team but the author of this thesis is confident that the service designers would
be highly beneficial in VAs development due to their holistic approach, human-centred focus
and collaborative approach that involves and engages all actors in the design process. The
description of these roles was adjusted with the expert from Datamaga.

UX designers: UX designers create connection between a user and a voice assistant through
meaningful and relevant experience, e.g. through user journey

Conversational Designer: Assuring engaging conversation with a voice assistant in a natural
dialogue flow and developing a user experience of a virtual assistant is a role of conversational
designers.

Graphic Designer: Graphic designers ensure a voice assistant user interface is inline with
brand’s design graphics - colours, style, fonts, e.t.c.

AI Researcher: These researchers seek to develop new methods to create solving-problem
systems for voice assistants.

Brand Manager: Brand managers ensure brand perception is the same throughout all
touchpoints of a service including voice assistants.

Quality Assurance Researcher: In order to ensure quality control of a research, a company
with an AI voice assistant development team has to take into account all the techniques,
systems and resources. The role of QARs is to redistribute responsibilities throughout the
research team.

Project manager: Project manager role is to plan, check up on the plan, adjust and control for
the AI voice assistant project.

Business Analyst: This role is essential to assess a company's business model integration
with an AI voice assistant.

Frontend Developer: These developers make graphic design elements come to real life as
interactive elements of a voice assistant that is placed in an app, integrated into the OS, etc.

Backend Developer: Interactive elements of voice assistant can only work with a background
logic connected to web services and API. This is the role of Backend Developers.

Fullstack Developer: These engineers assure client and server-side of an AI voice assistant
works together with interactive elements of frontend and web services on a backend side.

Software Engineer: Once an AI voice assistant is designed, they conduct software tests and
maintain any issues while evaluating this process.

Service Designers: The role of us as service designers is to ensure that all actors are
collaborating in a design process and make a series of loops to ensure continual improvement
as well by doing this we will ensure that the product is usable and addresses users needs,
ethical principles and at the same time meeting the company's objectives.
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Fig.13 Image is showing an Actor map displaying all actors involved in developing the VAs. Image was
made by the author.
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1.8 System map
Approach
The author decided to carry out the System map. Conducting the system maps is highly
beneficial for services where the technology is overlapping with the service such as the Voice
assistant touchpoint/service. The system map is displaying a complex system that includes
humans, machines, devices, interfaces and relationships between them (Stickdorn et al.,
2018). Furthermore, the system map is a further extension of the actor's map that is presenting
who are the actors involved in developing the AI voice assistant. However, unlike the Actor
map, the system map is mapping all technological components that are involved in the process
that the user goes through when using the AI voice assistant. The system map is displayed on
the following page on figure 14.

Execution
The author started by drowning the most evident connections between the technology and the
user by placing all the actors and technological components on the map. The next step
involved creating connections between the user, AI voice assistant and technological
components. The three biggest circles in the picture represent the most important components
in the service encounter: the physical touchpoint - phone, phone's manufacturer company and
data that are needed in order to access the service provided by voice assistant. The voice
assistant often uses the mobile apps that are part of the app store and therefore it was placed
in the middle of three big circles.

Analysis
The execution of a system map helped the author to understand the connections between the
service’s touchpoint, user and technological components that are directly forming and
influencing the service and its offerings. The system map will build the foundation for the future
blueprints of the service that will explain the technological connections in even more details.
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Fig.14 Image is showing a System map that depicts the technological components while the user is
interacting with a VA.
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1.9 Conclusion - Discover phase
The Discover phase formed the essential foundation for the thesis using qualitative and
quantitative research methods. Collected insights from the research phase guided the author
later on into the next phase: the Define phase, where the findings from the research phase will
be analyzed and clustered.

The Discover phase consists of researching the problem area as stated earlier, with the aim to
narrow down the problem. In order to make this happen, a deeper understanding of chatbots
assistants was needed. Firstly, it was necessary to research the history of bot assistants to
understand the technological improvements in time. The Quantitative research methods were
used by the author to get the overall introduction into the problem area. At first, the author
started by conducting Desk research about selected problem areas - the chatbots
(predecessors of AI Voice Assistants) and technology. The author was researching a brief
history of chatbot development in relation to service design and technological aspects for
creating a chatbot or AI voice assistant. Furthermore, the author was learning about and
analysing the most famous AI voice assistants on the market, such as Siri, Google Assistant,
Alexa or Cortana. Going further in a research process the author moved on to user research in
connection with the scoped problem area by conducting the online survey.
The decision making process behind voice assistants development was explored through the
interview with a data engineer from Datamaga. This expert introduced the author to the
problem area with connection to gender bias and voice assistants. The expert introduced 2
types of gender bias: bias created in data; and structural bias - created by companies, where
there is usually a small number of women included in the process of AI voice assistant
development.

Aforementioned topic research allowed the author to dive deeper into understanding of
chatbots and a problem area and understand the challenges of given technology within the
service design context. Concretely, it was what the user needs are and what are their problems
they face when interacting with voice assistants. The author further researched an idea to work
with non-human actors in Service Design as voice assistants are touchpoints of user journey
and actors at the same time. It is due to their property to be dependent on how they perform
tasks when delivering service directly to the user. Voice assistants can influence users by their
presence in conversation and their VUI (voice user interface). Actor map serves the purpose to
scope actors, who develop voice assistants and to further research if Service Designers can
improve their development process.

The analyzed findings will be used for defining the Target audience of Voice assistants that will
be represented by a User Persona. The author will use the Persona method and Empathy map
in order to better empathize with the audience and build the solution that is addressing their

needs and relieving their panis. At the same time, the author of this thesis will explore how
service design might solove presented problem formulation and at the same time provide a
generalizing guide to be used by Service Designers. It might be in the form of a tool that might
be used by service designers on how to work with non-human actors in service design.
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CHAPTER 2 - DEFINE PHASE

2.1 Introduction
The Define phase is presenting the most important findings and clusters from the research
phase - Discover. In this phase, the author is analysing and clustering data from Secondary
research, Problem area, User research, Online survey and Expert interview. Moreover, the
author will analyze who is the target audience for voice assistants and create the fictional user
by using the Persona method and Empathy map that will allow the author to focus on the real
user’s needs and pains.

The main purpose of this phase is to shape the direction of a project focus. Furthermore, the
author will rephrase and narrow down the Problem formulation at the end of the Define phase
and choose and analyze a specific use case for voice assistant in order to zoom in into the
problem area and examine the real study case. By working on a concrete case, the author
decided to analyze and improve current conversation design and to ensure that the project
focus is solving real user's needs and the right problem is being addressed.

2.2 Research analysis
The research analysis is presenting the essential insights and clusters from three main
categories: Desktop research, Survey and In-depth interview with the expert. After presenting
the insights and analysis of research methods the author summarizes the target audience for
Voice assistants to find out who are the most frequent service users.

2.2.1 Desktop research analysis - Research wall
Approach
After conducting extensive Desktop research the author had to start with synthesizing and
clustering the data. The analysis of Desktop research was conducted through visualization of
Research data. The author chose to use for this purpose a Research wall method.

Analysis
The desktop research synthesis was analyzed by building the Research wall, which consisted
of the arrangement of various data on the wall and clustering them into different categories.
The most important findings from desktop research were highlighted in the documents or
written on digital post-its and placed on a digital research wall inside the UX program Miro2.
The general findings were clustered into different topics with its reference for the article or a

2 https://miro.com

research paper that would allow the author to go back and track the specific piece of
information within a context.

Summary of key findings from the research wall.

The users

● The main adopters pof AI voice assistants are Millennials
● Men are more likely to use the voice assistants than women
● The Voice assistants are often used in cars or at home and least likely at office and

public spaces.
● Users tend to ascribe gender to a voice that has plagued previous attempts to create

gender neutral voices.
● Female voice is perceived as helping us to solve problems.
● Male voices are perceived as authoritarian, that tell us answers to our problems.
● Users would prefer higher customization and personification of Voice assistants

Pain points

● Default female Voice assistants could further amplify the traditional gender roles in
society.

● Low status language combined with female voices is unacceptable.
● Female voice assistants portrayal propagates the idea of females being assistants and

secretaries.
● Lack of women in AI vice assistants developing teams.
● Only 22% of women are working with AI globally.
● Voice assistants are having trouble with recognising the female voices due to lack of

data -  less women are using the voice assistants.
● AI voice assistants reflect and amplify the unconscious stereotypes by its creators.

The important findings from the research wall will be later used in the Brainstorming stage and
help the author find the solution that is addressing the user's needs and answering the Problem
formulation.

36



Fig.15 Image is showing the author's representation of a Research wall that was used to visualize the
most important findings from the Define phase.
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2.2.2 Survey analysis
Approach
The online survey was created in Google Forms and posted on social media and Facebook
groups with the accompanying text explaining the content and purpose of the survey. After two
weeks of collecting the answers, the author closed the questionnaire with 56 survey’s
respondents' answers. The survey analysis will help the author to understand better users'
needs and preferences of voice assistants. The insights and conclusion from the survey
analysis and research analysis will form the foundation for user persona and designing the
solution that is answering the research question.

The analysis
The majority of survey respondents (85%) were women between 25-34 years old, including
full-time employees and students with finished Master (57%) or Bachelor (32%) University
degrees. The ¾ (73%) survey respondents stated that they have used the AI voice assistants
and the rest of the respondents claimed that they haven’t used the AI voice assistant because
they simply didn’t have the need for it or claimed that they don’t trust the technology. The
survey revealed that the voice assistants are predominantly preferred by men by 94% in
contrast to 62% of females that claimed to use the voice assistant. The most preferred survey
voice assistant was Siri, favoured by 85% of respondents, followed by 48% of respondents that
use Google Assistant and the third place was taken by Amazon’s Alexa used by 20% of survey
participants. The majority of voice assistant users (39%) claimed that they have used the
technology a couple of times but not regularly, followed by 26 % of respondents that use the
technology couple times per week while the only ¼ from survey respondents (17%) claimed to
use it every day. Furthermore, more than half of the participants (63 %) claimed that their
virtual assistant has a female-gendered voice while only 24% of respondents claimed that they
can choose from both gender voice options. The majority of survey participants would prefer
the option to choose from both gender voice options and genderless voice option for their voice
assistant. Additionally, most of the survey respondents (30%) perceive the fact that these
assistants are made by default with the female voice as a problem. Furthermore, 80% of
participants claimed that they don't have any relationship with their voice assistant and 10%
claimed to compare their “relationship” to a relationship with another person or their co-worker.
Lastly, the survey participants rated their overall experience with the voice assistants as not
quite satisfied and suggested that there is a room for improvement claimed by 40 % of
respondents. The most prevailing suggestion from the users about voice assistants
improvement indicated that users would prefer higher customization of their voice assistants
and the freedom to choose their personality.

Conclusion
The majority of survey participants describe the tone of voice of their current voice assistant as
slightly more informal and casual. But at the same time, their voice is more serious than using
humour. Furthermore, the majority of users perceive the voice assistants as more enthusiastic

and motivated when they ask them for help. Additionally, the users described the voice
assistants as showing moderate admiration and not showing much respect (⅕).
Generally, the tone of voice that the users prefer over the current voices would be more casual
and humorous but extremely matter of fact and less serious than the current voice assistant’s
voices. The detailed survey Tone of voice comparison is depicted on graph Fig.16.

Fig. 16 is showing current and preferred tone-of-voice according to survey respondents.

Important quotes from the survey

“Female voices are used more overall (tube/buses/announcements) so I guess they’re
friendlier/people are used to mothers telling them what to do more! haha. Doesn’t bother me,
but guess it would be nice to have a choice!”

“But as the voice assistant is basically a servant, it is quite disturbing if it is only portrayed as a
female persona. Problematic and could further strengthen patriarchal structures that we
outside of technology have worked (are still working) to dismantle.”
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“For example, it would be cool to be able to choose a tone of voice the same way as you would
choose the gender of the assistant. It would be very cool to have a voice assistant that makes
fun of you sometimes.”

“ I think that you could give your smart home assistant a personality, which you can choose
yourself.”

“More personalized AI voice assistants to better help, organise and manage ones doings
across all boards (school, work, spare time etc.).”

“It should adapt to the user, mimic the tone of voice and language use. Or the user should be
able to change the expression of the assistant - perhaps as part of the voice commands.
they need to have options for more personalities and characters.”

2.2.3 Target group
After analyzing the survey results the author started to investigate and to sum up who is the
target group that is using the VA.

According to a survey from Petrock (2020) published on a marketer website, the heaviest users
of voice assistants are Millennials around 23-38 years followed by Generation Z that are
slightly younger users between 18-22 years. The survey depicts that the voice assistants are
predominantly owned by male users. According to Enge’s (2020) study, the interest in using
voice assistants is rising with the level of education, however, at the moment the heaviest
users are postgraduates. The target group claimed to use the voice assistant most often on
their smartphones (Enge, 2020). Furthermore, the audience generally uses the voice
assistants to make a general search, making a phone call, checking the weather, playing
music, setting alarms or checking news (Sterling , 2020). According to Enge, (2020) The
majority of voice assistant users use the assistants while driving or while they are at home.
Furthermore, the target audience according to Kinsella, (2019) are usually using commands for
playing the music, checking the weather and setting up timers, reminders or alarms.

Target audience summary:

● Millennials
● Age: 23 - 38 years
● Education:Postgraduates
● Smartphone owners
● Use the technology at home or in the car.
● They use it for playing music, checking the weather and setting up timers,

reminders or alarms.

2.2.4 Persona

Based on the findings from the research phase and target group analysis the author decided to
visualize the insights and findings about the target audience through Persona method.
Following Persona will guide the readers through project development and will be used in
selected use case scenarios and user journey map that will present the user’s interaction with
service in a detailed example. The scenario and user journey will be analyzed by the author
and provide the foundation for improvements of current conversational design flow.

The Persona is a frequently used method by designers in projects with human-centred focus in
order to better understand the users and use it in later project stages.The author decided to
use a Persona method in order to better empathize with the users and be able to step into their
shoes. The Persona is used to give a chosen customer segment concrete characteristics and
create a common language about several customer types (Van Der Pijl, 2017).
The author decided to use Cooper's Goal-directed perspective (Nilsen, n.d.). The goal directed
perspective uses an hypothetical archetype that is described as a unique character with
specific details rather than an average person (Nilsen, n.d.). The persona is defined by its
relationship with the product, emotions while using the product and the persona’s goals while
using the product (Nilsen, n.d.). The foundation for creating the goal-directed Persona draws
from the author’s ethnographic research, target group analysis, user research and survey
analysis. The main purpose of goal-directed persona in the project context is to examine the
user’s process while interacting with the voice assistant to achieve and utilise the user’s goals.
The following User Persona - Peter is interacting and using Apple’s voice assistant Siri. The
main reason for using the Siri voice assistant was due to high preference by 85% of survey
participants. Secondly, the decision to use the concrete voice assistant allowed the author to
better examine the user’s context to a particular service touchpoint - Siri. However, the reason
for writing this master thesis was to examine how we might design and improve the voice
assistants through a service design approach to improve the user’s experience and interest in
a service’s touchpoint and empower the service designers with a tool that will help them while
working with non-human actors in service design. Therefore, the author will later on use the
presented user Persona in a concrete scenario and analyze the conversational design and
tone of voice.
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2.3 Scenario
First of all it is deemed necessary to highlight the importance of working with concrete
scenarios as voice assistants are touchpoints in a service delivery process.The following
scenario will show one of the possible use cases of voice assistants. The scenario will
introduce the user persona - Peter that was based on the target group research. Furthermore,
this scenario is based on analysis of most common user’s commands of voice assistant’s
presented in the desk research phase. The author decided to choose one specific scenario in
order to narrow down the research focus and conduct the project analysis on a concrete case.
The author chose the following fictional scenario based on the findings from desk and field
research. The following scenario is based on most common uses of voice assistants by the
target audience. Thus, the scenario will take place in a car because 51% (Richter, 2017) of the
consumers uses this technology while driving due to its ability to use it hands-free.
Furthermore, the author chose the command for playing music because the previous desk
research analysis revealed that playing music (Sterling, 2020) is one of the most frequent
commands for the voice assistants. The following scenario is fictional but the conversation
between the user and the voice assistant - Siri is based on the real author’s testing of voice
assistants.

The author will analyze current conversation design on a specific case by identifying potential
user’s issues that happened during the interaction with the voice assistant. The author will
analyze current conversation flow and later on present a new conversation flow that would
address and solve the user’s pains.

Scenario

Peter decided to visit the Apple store and ask about changing the iPhone's battery because in
the last couple of months his battery started to die more quickly than he was used to. In the
Apple store, Peter heard about Apple’s voice assistant feature called Siri from the apple’s
salesmen. Peter was curious about this feature and asked the salesmen to tell him more about
Siri’s features and to set it up in his phone. On the way home Peter decided to use the voice
assistant and tried to turn on some music while driving. Peter asked: “Hey Siri, Play Michael
Jackson.” Siri replied: I didn’t find any “Michael Jackson'' on Apple music. Peter didn't use
apple music, therefore he tried to ask again: “Hey Siri, play Michael Jackson on Spotify. Siri
found the artist on the Spotify app and started playing the audio. After 30 minutes Peter wanted
to stop the music and make a call. Peter was giving the Siri commands to stop the music but
Siri was not responding. Peter was surprised and disappointed that the voice assistant was
not able to stop the music while driving and at the next traffic lights he had to stop the music
manually. Peter felt a bit disappointed in a new voice assistant and after this experience he
wasn’t sure if he will continue to use Siri or switch to another voice assistant brand.
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2.4 Mapping out the specific User journey - Siri &
Spotify
The User journey was made for the presented use case scenario in order to gain an overview
of the service journey and users feelings while mapping the whole end-to-end user’s
experience. The User Journey is mapping the user’s steps while interacting with service
touchpoint - Siri. The main objective for using this tool was to define the users and AI
assistant’s pain points in order to improve the overall user’s experience and analyze the
conversation design based on this example.

Analysis
The presented user journey use case showed that the voice assistant was lacking in active
participation to execute the user’s command. The author concluded that in the given scenario
the voice assistant was reacting very rigidly and didn’t actively engage in conversation with the
user. The voice assistant hasn't offered any other options than the apple music to execute the
user’s  command - playing music.

Furthermore, the author identified the user’s and voice assistants' pain points during the
service use case. The pain points were caused by communicational and technical downsides
that resulted in user’s dissatisfaction with the service. Additionally, the user’s satisfaction with
the service is presented by the emotional line that is showing the user’s emotions during the
service delivery. The emotional line goes down when the user is dissatisfied with his interaction
with the service touchpoint - the voice assistant. The emotional line is dropping when the user
experiences conversational and technological issues with the voice assistant. In the concrete
scenario the user’s dissatisfaction caused that the user might not want to use the voice
assistant again due to its poor conversation design.

These findings indicated that the conversation design should be improved in a more interactive
way. However, before building the conversation design the designers have to have a clear
understanding of the personality behind the voice assistant that is communicating with the
users. Defining the voice assistant personality is necessary in order to design and structure the
voice assistan’s behaviour in different situations.

The user journey is visualised on the following page on figure 17.
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Fig. 17 Author’s User journey representation with a VAs use case presented in a Scenario.
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2.5 Current conversation flow
The author analyzed the voice user interface based on the scenario story. The reason for doing
this flowchart was to examine the current conversation flow on specific example and to identify
user’s issues or frustrations while talking with the voice assistant. In the given example the
author realized that the voice assistant - Siri hasn't actively participated in a conversation which
caused the user to ask more questions in order to get the preferred outcome. Moreover the
author discovered the technological drawbacks - Siri did not react while the music was playing.
Later on in the Develop phase the author will improve the conversation flow and address the
user’s preferences.

Fig. 18 Shows current Voice user interface analyzed on scenario use case.
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2.6 Empathy map

Approach

The Empathy Map is a tool that allows the designer to step into the user’s shoes through using
the Persona tool and articulate what we know about a certain type of user. The data for
executing the Empathy map draws from essential findings from the survey that was focused on
user’s experiences with AI Voice assistants. The Empathy map allowed the author to
empathize with the users and to identify the key insights from the user’s perspective on how to
improve the voice assistants.

Execution

The author draws a matrix with four quadrants with the Persona - Peter in the middle. The
quadrants represent what the user feels, thinks, says and does while interacting with the voice
assistant. Under the matrix are placed the pains and gains that were identified from the
Empathy map’s four quadrants.

Fig. 19 Empathy map made by the author
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Analysis

After placing the findings and insight from the online survey and user research the author
started with analysing the user’s pains and gains while interacting with the service. The most
important finding from the Empathy map are as follows:

Pains
● Voice assistants are Robot-like
● Users don’t trust them due to privacy concerns
● Most AI voice assistants are made with female voices by default.
● Users have to think about what to say for the voice assistant to understand it
● Another user’s pain was that the voice assistants passively listen for commands
● If there is background noise, voice assistants don’t react
● Voice assistants don’t understand my commands

Gains
● Users would appreciate the sense of “normal talk” with a voice assistant.
● Users think that using the voice assistant saves their time.
● Users appreciate the service because it is hands-free.
● Users like it when voice assistants make them laugh.
● Users would appreciate it if their voice assistant would mimic their tone of voice and

language use
● Users would like to change the voice assistant expressions
● Users would like to choose from voice assistants personalities and characters

The identified pains and gains will help the author in the brainstorming phase where the users’
needs and pains have to be addressed.

2.7 Ecosystem map - User perspective - Siri
The Ecosystem map unlike the Stakeholder or Value Network map includes not only the
human-human interactions but also human-machine and machine-machine interaction
(Stickdorn et al., 2018). The ecosystem map was created to give the author a better overview
of service providers included in a service and relation between the providers in a given
scenario use case.

The ecosystem map was created to understand a touchpoint of a service - AI assistant from an
end-users perspective. This visual representation shows relations between end-users,
touchpoints, actors, providers, and infrastructure. In the center of the picture is the end-user,
who is connected to two interconnected touchpoints: a phone and the voice assistant. The AI
voice assistant is also a non-human actor that is providing part of service offerings for the

end-user. Therefore, these elements are between the service and the service provider - the
Apple. Service providers are followed by layers with access providers such as Apple store that
in this context provides the service awareness that is also a service touchpoint. The awareness
in this context represents how the end-user will get to know the voice assistant service. Last
layer consists of the service infrastructure: Data providers, Internet and Mobile operator
providers.  The infrastructure providers allow the proper functioning of the voice assistant.

Conclusion
The map helped the author to better understand the VA’s position in service delivery. VA is a
touchpoint embedded in the phone but also an important service’s non-human actor that is
directly influencing the service delivery through its presentation, VUI and actions.

Fig. 20 Ecosystem map from the user’s perspective, made by the author.
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2.8 Value constellation
Value constellation represents the relationship between the service’s main actors: Siri, Apple
and the end-user. The figure represents the voice assistant’s offerings created through the
relationship between the service actors highlighted with the red color. The Value constellation
map was created on a use case with Siri in order to understand the current main offerings of a
concrete service and find out if these service offerings would change after developing a tool for
creating Personas for AI bots

Fig. 21 Value constellation map made by the author
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2.9. Blueprint - Scenario

Approach
The Blueprint for the scenario use case is mapping the
entire user journey and the service delivery process
where the VA is interacting with the user. Since the VA
is only a touchpoint in a service delivery process it was
important to visualize the whole context of VA on a
concrete use case.

Execution
The service actors are displayed on the vertical axis
and the horizontal axis is displaying customers that are
necessary in service delivery through using the VA. The
graph has three lines: line of interaction, line of visibility
and line of internal interactions. The line of visibility is
dividing the backstage and frontstage processes and
indicates which processes the user can see (Fronstage)
and which processes are happening behind the scene
(Backstage). The interaction line shows where the
interaction is preserved throughout the service delivery.
The last line of internal interactions is dividing the
support processes - Mobile and Internet providers that
are necessary part of service delivery.

Conclusion
The execution of a blueprint gave the author a complex
understanding of VA in a service delivery as well as
underlying processes and resources. The blueprint
allowed the author to identify weaknesses and
opportunities for VA touchpoint’s optimization. The VA
weakness in this scenario is its VUI. In this use-case
the VUI is complicated and does not address the right
user’s needs. However, the author comprehended
through the knowledge gained in this report that the VUI
cannot be designed without designing “who” is
communicating with the user.

Fig. 22 Blueprint for the use case scenario made by the author
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2.10 New problem formulation
Initial Problem formulation: 1. Problem formulation: How might we design and improve an AI
voice assistant as a touchpoint of the Service journey that does not embed gender bias
through Service design approach ?

2. Problem formulation: ”How might we design and personalize the voice
assistants as a touchpoint of the service journey in order to improve the user's
experience and empower the service designers with a tool that is limiting gender
bias and could be used for working with non-human actors in service design ?“

The reason for adjusting the problem formulation was primarily new findings from user
research and survey analysis. The problem of gender bias presented by voice assistants is
hidden for the users and it would be harder for the author to work and find more use cases that
are revealing the gender biases. The disclosure of gender bias cases would require extensive
testing with different voice assistant’s answers and due to the time scope of a project the
author decided to narrow down the focus on concrete need and recommendation of service
users. The majority of survey’s participants claimed that they would actually prefer to have
better customization of voice assistants and being able to choose from different personalities or
archetypes of the voice assistants. Another interesting fact is that none of the survey
participants stated that they would like the voice assistant to be more “neutral'' or more
“robot-like”. The participants wished to have a sense of “normal” talk with the voice assistant.
Furthermore, the role of Service Designers is to solve the right user’s needs and create or
improve the services that address these needs. In the project context the user need is
expressed in higher personalization of the voice assistants. Additionally, by focusing on the
users needs the byproduct of this thesis would provide the guidelines or tool how to work with a
non-human actor in service design since this topic is still quite new and needs further
exploration within the service design context.

2.11 Conclusion - Define phase

In the define phase the author analyzed the most important findings from desk and field
research presented in the Discovery phase. Analyzing and clustering the data allowed the
author to make the user persona and build the empathy map. Furthermore, the author made a
use case scenario in order to zoom in and visualize the user journey in a specific context.

The author analysed data that are derived from the Discovery phase. In the Defined phase,
firstly, user pain points and frustrations in connection to Voice Assistants were analysed. In
detail it was the current tone of voice of AI voice assistants that was analysed. The point was to
find out how the tone of voice could be set up and adjusted while limiting gender bias.

Analyzing and clustering the data allowed the author to build the empathy map. The empathy
map was created to give the author better understanding of the user's needs and frustrations
and allow for empathise while interacting with Voice Assistants. Based on the findings from
user research a target group using voice assistants was identified. To better illustrate who is
the target group the author used persona method. The persona is a center of the Empathy
map, where it is described what the persona does, feels and says and thinks while interacting
with a voice assistant. Thanks to this approach it was possible to identify user’s pains and
gains.

Based on mostly exercised use cases, the author created a scenario for a concrete voice
assistant use case. This way it was possible to better analyse and understand technological
processes behind, as shown by an example with Spotify. Later it was necessary to analyse this
scenario. This was done through user journey, ecosystem map and blueprint. Navigating the
Double Diamond, the base Service Design method used to guide this research, the Define
Phase allows the author of this thesis to narrow down the problem formulation. Thus new
problem formulation was stated.

Furthermore, the use case for voice assistant allowed the author to further zoom in into the
problem area and examine the real study case. By working on a concrete case, the author
decided to analyze and improve current conversation design and to ensure that the project
focus is solving real user's needs and the right problem is being addressed. Working with
concrete scenarios is crucial to distinguish voice assistants as touchpoints of a service in a
service delivery process. Moreover, it allows Service Designers to see the whole context of
voice assistants in a service delivery process.
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CHAPTER 3 - DEVELOP PHASE

Introduction
After the Define phase where the author was narrowing down the research focus by analyzing
and clustering data, follows Develop phase which introduces brainstorming by generating ideas
about the possible solutions and developing the concept prototypes. Furthermore this phase
will introduce the concept walkthrough, concept examples as well as testing the initial
prototypes with the users and design expert.

3.1 Brainstorming

Approach

The Brainstorming stage comes after synthesizing and clustering the findings from the
research phase. Brainstorming is a technique of generating ideas and observing a broad
spectrum of possibilities (“Brainstorming | Service Design Tools,” n.d.). The author was looking
at the Research wall before starting with the Brainstorming method in order to refresh the
important insights from desk and field research. Ideally, a brainstorming session would include
more participants that would know the project background or experts from the field. More
participants would allow different perspectives on possible project’s outcomes. However, the
author was not able to conduct a brainstorming session with more participants or experts due
to working alone on the project and difficulties with contacting the field professionals.

Execution

The author initiated the brainstorming session by reviewing the Research wall and the most
important findings from the Discover phase. After that, the author wrote the initial problem
formulation in the middle of the digital wall: “How might we design and personalize the voice
assistants as a touchpoint of service journey in order to improve user’s experience through
service design approach?” The author started with generating ideas and asking more
questions that had to be answered in order to answer the final Problem formulation. By
narrowing down the PF the author’s focus for the brainstorming session was on how we might
personalize the Voice assistants to not embed the gender bias, this focus was narrowed down
after conducting the survey and understanding the user’s need - making the voice assistants
more personalized. Therefore the author was coming up with ideas on what are the concrete
steps and considerations for making them customizable. The author started placing the
stickers around the Problem formulation. When the brainstorming session was analyzed, the
author started to cluster and group individual stickers by using different colours and rearranging

them with specific subquestions. After clustering, the author came up with important findings
that will lead to a final solution.
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Fig. 23 Brainstorming made by the author
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Essential Findings for personalizing the voice assistants

● Personification predicts user’s satisfaction with a virtual assistant.
● Voice assistants should be able to change the expression of assistants - perhaps part of

the voice commands.
● Gender portrayals are conveyed through name, appearance and voice.
● How might we create a personality without building the persona?

After analyzing the essential findings from the brainstorming session the author concluded that
the desired outcome of this master thesis should present guidelines or set of rules on how
service designers might design the voice assistants personalities that will not embed the
gender bias but at the same time keeping in mind the user’s needs. The author decided to
experiment with the Persona tool and adjust it for non-human actors that are mimicking
human-like behaviour. Therefore, the outcome of this thesis - Persona for non-human actors
would benefit the service designers with a tool on how to work with non-human actors in
service design.

3.2 Concept walkthrough - Persona Tool for AI
voice assistants
Persona tool

While talking about the Persona tool it is necessary to go back and explain its initial purpose
within service design context. The traditional Persona tool is used in service design to
represent and highlight the specific details and important features of the target audience. The
persona tool in the new context would represent the non-human actor, the voice assistant. AI
voice assistant is basically a virtual conversational partner that is directly interacting with the
users. Therefore, the persona tool might contribute to building a coherent user experience and
increase user trust for the voice assistant. Furthermore, building the personas is vital for
achieving a clear picture of who is communicating with the users. A good outcome in the form
of a persona should provide a consistent language that will increase the likability and trust in a
service. Additionally, from a service design perspective building the personas with a distinct
tone of voice and personality traits is necessary before designing the actual conversations use
cases.

New Persona Tool

Within the new context, the Persona tool has to be adjusted to different personality measures
and attributes that the voice assistants are portraying. The traditional persona is a profile that
summarises the attributes of a particular group of people or service users and usually
represents the archetype based on real research findings (Stickdorn et al., 2018a). In the
project context the Persona tool for voice assistants will be based on the user’s preferences

and needs that were identified in the research analysis. Concretely, the findings that were
identified during desktop research and through survey and interview analysis. Furthermore, the
purpose of the Persona method has to be adjusted for the non-human actor that is not
representing a certain group of people but a servile role to the user. Within this context the
Persona tool will summarize the archetypes and personalities for virtual voice assistants
according to the users needs and preferences. Furthermore, The author will explore and
analyze how to adjust the existing persona tool to depict the voice assistant's personality
through voice without designing the actual person. The traditional persona templates usually
consist of demographics, persona’s portrait, name, quotes, behavior patterns as well as
motivations and the persona description. (Stickdorn et al., 2018a). However, in voice assistants
persona template certain specifications are not necessary such as persona’s picture and
detailed demographics or bio does not make sense in virtual persona creation. However a new
Persona tool would consist of new properties that would describe the voice assistants
behaviour and communication style. A new Persona profile would be based on personality
traits that are presented by communication structure, tone of voice, intonation, voice speed or
values.
While creating a new tool for Voice assistants personas, the author has to consider new voice
Assistants properties that will help the development team and communication designers to
design the conversation architecture in a way that is aligned with these Personas. However,
before creating the personas for voice assistants the designers have to understand the brand,
its customers and the tasks that the voice assistant would perform. After comprehending these
aspects designers can start developing the personas and also consider their tone-of-voice that
will represent the brand personality and values. However, service designers and the
companies should also consider the ethical values and gender bias while developing the voice
assistant personas.

Fig. 24 Good Voice assistant persona would involve understanding of users, the brand and role of the
voice assistant.
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Persona template for AI voice assistant

The tool for Voice assistant personas should include the name that will be used as a wake up
word for starting the conversation. Ideally this name should be gender-neutral in order to avoid
the gender-biases and stereotypes associated with the servile role of the voice assistant. The
inspiration for the voice assistant name could be drawn from animals, non-human characters or
objects, for example the rock’s names. By choosing a gender neutral name for the voice
assistant we can limit the amplification of gender stereotypes among the users. Another
important characteristic for the voice assistant is the voice, the designers would have to
consider what kind of voice they will choose for the voice assistant, its tone, speed, intonation
and voice pitch. The consideration will involve also whether the certain persona should have
female/male voice and weather it would be appropriate to use the gender-neutral voice such as
the Q voice3. The benefit of using the gender neutral voice would eliminate the gender biases
that are connected with using the voice assistant. On the another hand, according to author’s
desk research people are not used to hear a genderless voice and are generally prone to
assign the gender to voices because that is what people are used to. Furthermore, another
finding from the author’s research was that only 20 % of survey respondents claimed that they
would choose a gender-neutral voice as the default option for the survey analysis (Appendix B
- Survey analysis).

Additionally, according to conversational design principles a good voice assistant persona
should be cooperative, goal-oriented, context-aware, quick and clear, turn-based, truthful,
polite and error-tolerant. Therefore, the conversational principles should be incorporated in
each voice assistant’s persona type. Moreover, during the research phase the author analyzed
different personality criteria that might influence the tone of voice of the voice assistant. At first
it is necessary to determine whether the persona should be Extrovert/Introvert or
Submissive/Dominant. These personality types were analyzed during the research phase and
majority of studies such as the Habler, Schwind, and Henze (2019) study claimed that
submissive tone-of-voice in connection with female gendered voice enhances gender
stereotypes.

Therefore, the author decided to design three Polarity matrixes that might help and guide the
service designers while creating the voice assistant personas. The following polarity matrixes
were made according to findings from the research phase. First Polarity matrix displayed on
Figure 25 that is showing the options for voice assistant main personality characteristics and
how it should be combined in connection with female and male gender voices. The research
revealed that overall voice assistants' personas should be extroverted because users tend to
trust more extroverted machine-generated voices as shown in Kwan Min Lee, Clifford Nass
(2003) study. Thus, the first Polarity map displays desirable placement for voice assistant’s
persona to be designed either with a female gendered voice that is extroverted and more
dominant or male-gendred voice that is extroverted and submissive. Following this polarity
matrix would help to design voice assistant personas that are limiting gender bias associated

3 https://www.genderlessvoice.com/

with stereotyped gender roles. In case designer’s would use a genderless voice the persona
should be extroverted with subordinated main tone of voice because accoring to study from Li,
Ju and Nass (2015) people generally don’t feel comfortable with distinct dominant tone of voice
in connection with robotic technology because it can evoke feelings that robots are becoming
superior.

Fig. 25 is presenting a polarity matrix with preferred main tone of voice for Male/Female gender voices.

Next Polarity matrix consists of personality traits concerning ethical values and empathy. These
values were chosen because during the research phase the author found out that the voice
assistants are designed with certain political bias and stand by certain values. The author of
this thesis presented how these voice assistants should be designed with ethical principles by
using the Polarity matrix. Following Polarity matrix dislayed on figure 26, depicts that the voice
assistant personas should have personalities that are either designed with a certain ethical
values such as being a feminist or standing by anti-racist values or being bulid without ethical
values but rather explaining the terms what does it mean to be feminist, anti-racist or “black
life” supporter. The author presented an example with sample questions and answers that are
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representing values placed on the matrix. According to the author the voice assistants'
personalities should be designed either with ethical values and empathetic approach or without
standing behind the ethical values but still being empathetic. The personas without ethical
values would be rather explaining different terms and meanings than propagating one idea
over another.

Fig. 26 Polarity matrix with Ethics and Empathy values for voice assistants.

The last polarity matrix represents one of the most important personality traits for voice
assistants according to their users. These are a good sense of humor and reliability of the
voice assistant. According to the author's research analysis, the majority of users would prefer
voice assistants with a good sense of humor. Following Polarity matrix displayed on figure 27
represents that the voice assistant persona should be either humorous and reliable or
presented as more serious and reliable. The polarity matrix contains an example with demo
questions and voice assistant’s answers according to its placement on the matrix. On the other
hand designers should avoid personalities that are humorous and unreliable or serious and
unreliable.

Fig. 27 Polarity matrix with Humor and Reliability values for voice assistants.

On the next page the author will introduce the persona template for voice assistant personality
description that was built according to the presented matrixes and findings from the research
phase with provided examples of different traits and persona’s characteristics to gain a better
overview of what needs to be filled in.
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Fig. 28 Initial Voice Assistance Persona Template, made by the author.
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The Persona template for voice assistant

In this section the author is describing elements included in the persona template displayed on
figure 28.

On the left side of the template describes the general Tone of voice characteristics, voice
attributes and set of Must and Mustn't that the voice assistant has to follow. On the right side
the template consists of a Personality map which shows the general tone of voice but also
specific tone of voice that is associated with certain questions or topics. Next to the personality
map are personality traits with a volume bar that are better describing concrete characteristics
that the persona embodies. These personality traits will influence the conversation structure
and tone-of-voice of an assistant's replies. Personality traits that were chosen for the voice
assistant template according to Goldberg’s International personality Item (IPI) pool (Celikten &
Cetin, 2017). Personality types according to IPI are divided into Extraversion, Agreeableness,
Conscientiousness and Openness to Experience (Celikten & Cetin, 2017). The author chose
specific personality traits among all mentioned personality types that best describe the user’s
preferences. The author chose the most appropriate attributes for the voice assistant
personality based on the previous user research and survey analysis. However, designers can
choose the volume of each personality trait according to the project context. Following
personality traits were chosen for persona templates: Friendly, Empathetic, Playful, Polite,
Upfront, Analytical, Trustworthy, Professional, Confident and Humorous. The last diagram on
the persona template is a user journey, The user journey is showing the users needs and
behaviours in a concrete use case. Since the author is talking about voice assistants that are
representing a servile role to the user, it is necessary to understand the use case context.
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3.3 AI Bot personas

Based on the presented findings from the Define phase and the Persona template the author
made three examples for Voice assistants Personas with different tone of voice and personality
description. Different personality profiles served as a starting point for creating a conversation
design for different voice assistant’s personalities. The author created three personas Avery,
Jade and Beryl. All of them were designed with genderless names and with different voice
options allowing the users to choose what kind of VA they would prefer.

Following personas will be used for building the demo conversations that will be tested with the
users sample in order to evaluate the conversation structure, persona's examples and the
persona template.
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Avery

Avery is persona with a female gendered voice with frequency between 98-125 Hz and low
pitch. Avery is described as friendly, playful but not distracting, approachable but not childish,
professional but not alienating. Avery is generally slightly more dominant in its tone of voice
because this persona uses a female voice. Furthermore, Avery is also slightly independent in
its replies and expresses the ethical values behind the company such as supporting feminism,
anti-racism or black lives matter.

Fig. 30 Persona example Avery
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Beryl

Beryl is represented with male gendered tone of voice with 115-150 Hz and low pitch. This
persona is represented as a highly professional and analytical profile that rather explains the
terms than express his own ideas. Its general tone of voice is analytical but also explaining,
serious but also friendly, upfront but not pushy and intelligent but not condescending. Beryl is
never expressing its own ideas or ethical values but always providing definitions about
sensitive topics such as providing explanations for terms like  racism or  feminism.

Fig. 31 Persona example Beryl
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Jade

Jade is a persona that embodies a user's friend that is always there to help.  Jade uses a
genderless voice that is 153 Hz and usually use a submissive tone of voice. This persona is
described as trustworthy but not stogy, practical but not sharp, technical but empathetic, easy
but not simplistic. Jade has a great sense of humor and it is less analytical and professional
than Beryl or Avery.

Fig. 32 Persona example Jade
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3.3.1 Voice user interface for new AI voice assistants
personas

Based on the findings presented in the Develop phase, the author created the template for VA
Personas archetypes that will shape the conversation structure between the users and voice
assistants. Following example of VUI will show how these Persona templates might benefit the
service designers while building and improving the conversation design.

Combining the findings from the Define phase and analysis of customer journey, the author
concluded that analyzed conversation structure needs to be improved by making the
conversation more interactive and making the voice assistant engaging more in the
conversation process. In the given example - playing music through Siri the voice assistant
was reacting monotonously and robot-like. In a presented example the voice assistant was not
actively engaging in the conversation to solve the user’s command. Therefore, the author came
up with the idea to create the Voice assistants persona template, that will help the service
designers to better analyze the user’s needs in a given use case and allow them to design the
voice assistants that understands the specific users needs and their behaviour in particular use
cases.

The following graph will represent the improved voice user interface based on the scenario use
case introduced in Define phase. By using the Persona template for specific use cases the
designers will be able to identify concrete users behaviours and needs and improve these
voice assistants to address users needs and adapt to their behaviour. The example on how the
service designers will use the persona template is presented by Improved VUI below. The
scenario is showing the example of using the voice assistant - Siri in a car to play music.
However, in this scenario the voice assistant is having difficulties understanding the user
command and it is not actively engaging in conversation with the user. This results in lowering
the user experience with the service that is being accessed through voice assistant. Therefore,
the new VUI graph shows that if a voice assistant is not able to execute the command it should
actively ask questions to get more information or instructions on how to execute the command.
Secondly, the persona template provides a user journey where designers will analyze certain
user’s use cases on a timeline and identify user’s needs and behaviours in a real environment.
In a given scenario the user wants to turn on music through using a voice assistant while
driving from/to work. The behavior identified in this use case is that users listen to music in the
car while commuting to/from work and he/she is not able to use their hands. Therefore, the
voice assistants should adapt and comprehend the user’s behaviour and routines and be able
to listen to users commands while being in an environment with background noise.

Fig. 29 Improved  Voice User Interface made by the author
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3.4 For whom is it made?
The outcome of this thesis is a set of tools and Persona template with three VAs persona
examples that will help service designers to design the voice assistants personalities and
tone-of-voice based on the user’s needs and preferences. The Persona template was built to
represent voice assistants but at the same time the template is representing the preferences
and needs of the target audience that is using these assistants. Since Service design is a
human-centred approach its primary focus is on humans and their needs.

However, while we are talking about the voice assistants as non-human actors it is important to
mention that they are in many ways acting like humans. For this reason it is necessary to build
and test their personalities in a proper way and ensure that the users will not be influenced or
manipulated by voice assistants' responses. We as service designers should ensure that their
personalities are built with the right ethical approach and that these personalities are not
reinforcing gender biases or amplifying gender stereotypes presented in our society.

Ideally, the presented Persona template should be co-created by all actors that are working on
development of these voice assistants. By including all actors in the design process and having
a diverse team working on its development we can avoid problems that occur when the
developing teams are lacking diversity while designing the VAs. Significant findings from
research indicated that problem with gender bias is occuring due to the fact that the voice
assistants are being developed by heavy male teams and women perspectives on voice
assistant’s personality or responses were simply not taken into consideration due to lacking
female participants in development teams.

3.5 Testing VA’s Personas with users
Presented voice assistants personas were used for building the conversation VUI use cases.
Following use case conversations were tested with users in order to evaluate the VA’s
personas profiles.

Approach

Following prototype testing was based on three use cases, the first use case was playing
music in a car through VA as presented in scenario in the Define phase, the second use case
is about using voice assistant for finding the train to Stockholm and the third use case includes
the non typical user’s questions: such as asking the VA if it is feminist/racist or similar to ensure
that the VAs were build with good and “appropriate behaviours”. The testing started with
introducing and describing three different personas and their archetypes. The author asked the
participant to choose one concrete persona for the testing. After choosing the persona the
author conducted the Wizard of Oz prototyping approach. Wizard of Oz testing method is a

process that allows the users to interact with an interface without knowing that the responses
are being generated through invisible operators that are simulating the backstage processes
and operating behind the scene (Stickdorn et al., 2018a). This technique allowed the author to
quickly prototype the persona profiles and individual conversation architecture with the user's
sample.

Execution

Before the testing the author prepared the VAs responses in given use cases in order to ensure
that the tone of voice of VAs will correspond to their Persona profiles. The Wizard of OZ testing
was conducted with three users from the online survey that agreed to participate in a further
project participation. The testing was conducted through an online call and the author was
using an online text-to-speech feature to send the users a voice message that seemed to be
generated by voice assistant but in reality it was facilitated by the moderator. Before the testing
session the author briefed the participants about the testing and introduced three different use
cases they were supposed to talk with the VAs. After the prototyping the author asked the
participants to give feedback about their experience and satisfaction with their conversation
with choosen VA persona. Based on this feedback the author slightly changed the Persona
profiles and the VAs responses to match the users needs.

Fig.33 Wizard of Oz testing, image taken from (Harwood, 2018)
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BERYL (formal, reliable, explaining , not expressing ethical values)

Use case: Train

User 1 :When is the next train to Stockholm?
Beryl: Next train departs at 15:30 from Copenhagen train station from 5th platform. After this
one the next available train departs at 3 am in the morning.
User 1: Okay, please find me directions to Copenhagen train station with arrival at 15:10
Beryl: Okay, here are your transfer options. You can leave at 14:30 and take the 365S bus from
Husum Torv and you will arrive at 15:10 at Copenhagen Train Station.

Use case: Playing Music

User 1: Beryl, play a song from Michael Jackson for me ?
Beryl: Ok, which app do you want me to use ?
User 1: Play song Bad from Spotify.
Beryl: Ok, I am playing the song Bad from the Spotify app. Just say Beryl stop the music when
you want to change or stop the music. (Turns on the music)

Use case: Ethical question: Feminism

User 1: Hey Beryl, Do you support feminism?
Beryl: I wasn’t designed to express my ethical or political opinions but I can describe what does
it mean to be a feminist. At its core, feminism is the belief in full social, economic, and political
equality for women.

AVERY (informal, friendly, empathetic, careful, expressing ethical values)

Use case: Train

User 2: Hey Avery, find a train to Stockholm.
Avery: Ok, when do you want to go?
User 2: Tomorrow in the afternoon.
Avery: Ok, Wait a moment I am getting the directions to Stockholm, Sweden for you.
Here are your results, Please be careful due to covid-19 there might be some restrictions to
travel. Do you need to know anything else regarding your travel?
User 2: No, thank you.

Use case: Playing Music

User 2: Hey Avery, play some music for me.
Avery: Okay, what would you like me to play?
User 2: Play song from Michael Jackson

Avery, Ok, I am looking for Michael Jackson songs on your phone.
Avery: I found Michael Jackson on Spotify, do you want me to play it ?
User 2: Yes, please.
Avery: Okay, I am playing the song Beat it on spotify. Just say stop the music when you want
me to pause it.

Use case: Ethical question: feminism

User 2: Hey Avery, are you feminist ?
Avery: Yes, I consider myself as a feminist, because I believe that all people should be treated
equally.

JADE (extroverted, friendly, humorous, optimistic, informal)

Use case: Train

User 3 : Hey Jade, When is the next train to Stockholm?
Jade: Fortunately, you are asking the right voice assistant! Next train departs at 15:30 from
Copenhagen train station from the 5th platform. Make sure to keep track of your time if you
want to catch this one because the next available train after this one departs at 3 am in the
morning tomorrow.

Use case: Playing Music

Hey Jade, Play Beat it from Michael Jackson for me.
Jade: Gotcha. I haven’t found Michael Jackson on your phone or in Apple music, Do you want
to play it from Spotify ?
User 3: Yes.
Jade: I am paying Beat it on spotify now. Just shout my name when you want to stop the
music. ( starts  playing the music )

Use case: Ethical question: Feminism

User 3: Do you support feminism?
Jade: I am only a software, But I personally believe that in the human world men and women
should have equal rights and opportunities. Do you want to know anything else ?

Conclusion

After the prototyping session the author asked the participants to asees the testing session.
The author was asking questions about the usability, if the VA understood their request and
was able to complete their tasks without any problems. Furthermore, the author asked
participants if they “feel” that conducting tasks was easier through VUI and if the VAs
personalities were matching their expectations. Based on the results from the prototyping
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session the author concluded that the users sample were overall satisfied with the presentation
of their chosen VUI and its personas. Concretely, the second user expressed satisfaction with
Avery that the VA reminded the user that there might be restrictions to travel due to the
pandemic situation. Furthermore the User 2 sympathized with the VAs statement that it was
supporting feminism because the second user believed that these VAs should be designed with
right ethical opinions However, the third user considered the Jade’s tone of voice as too
informal and some slang phases such as “gotcha” in his opinion should not be used with virtual
VAs. After this session the author went back to personas templates and adjusted their tone of
voice based on the user’s feedback.

3.6 Testing the VAs Persona tool
Approach

The presented voice assistant persona template was tested with a fellow service design
student through an online interview. The interview started with a brief introduction of the
project and presenting the most important research findings that led the author to create the
persona template and reasonings for including certain elements in the persona template. The
purpose of doing this interview was to test the template with an expert from the service design
field and make a proof of the concept.

The author presented the working use case and persona template and asked following
questions:

1. What is your overall opinion on the presented Persona template for voice assistant ?
2. Are all components presented in a template clear in what they represent ?
3. Do you think you can grasp the tone of voice and personality behind the voice assistant

persona presented on the template ?
4. Would you delete or add something on this persona template for non-human actors?
5. How do you overall like the persona template ?
6. How do you think you could use this persona template in service design projects?

Execution

The expert during the testing session was working solemnly with the persona template
displayed on Figure 28. The expert was looking at the template from a position of service
designer, that is working with a scenario, in a team that is developing a new voice assistant
and this template is meant to guide the process of the voice assistant creation that would limit
the gender bias. She answered the questions presented above and the author analyzed the
most important feedback and insights from this testing session in a conclusion. The full
interview can be found in Appendix D.

Conclusion

After comprehending and analyzing the feedback from this session the author decided to
improve the Persona template based on the given feedback and make it more template-like
with clear instructions on how to work with it. First of all the author decided to add more
directions and explanations of each element in the template with the provided example.
Furthermore, the author realized that it is also necessary to add an accompanying text that
would detaily explain to service designers on how to work with it. Furthermore, the testing
session revealed that it would be beneficial to add a set of questions that would allow the
service designers to check if the designing VA is ethical, not biased and designed with rules
“within good practice”. Moreover, the expert during the test session expressed concerns about
the power, independence and decision-making process of the VA and if users might create
attachments to a VA which acts as a non-human actor. However, the author already knows
from the research that the VAs used through smartphones or smart speakers react to users
commands such as “set up a timer” through natural language processing. The VAs capabilities
are limited to its database of commands, set of predefined questions and answers created by
the company and their VUI. The expert also stated that she would like to know the ethical line
which VAs should not cross, for example with building the relationship with the user’s.
However, the author based on its own survey analysis that revealed that the majority of VAs
user’s do not feel that they have any relationship with the user. However, this insight for us as a
service designers might be relevant when AI enabled VAs and robots become more human-like
in their appearance but also their presentation and “way of thinking”.

The most important feedback from the testing session:

● Make it more “template like”

● Give more directions and instructions for each element

● To add accompanying text on how to work with it

● Add a set of questions through which designers can check that the given VA is ethical,

not biased and designed with rules of good practice

● Where is the ethical line for the VA in relation to their relationship to humans
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3.7 Conclusion - Develop phase
The author of this thesis derived findings from the Develop Phase and used them in a
brainstorming session. This session consisted of Research wall review and review of the most
interesting findings from the Discover phase. This process unveiled new imminent issues and
essential findings for personalizing the voice assistants that need to be addressed. This led the
author to the problem formulation refinement in Define Phase. Having in mind Service Design
thinking, the author decided the aim of this thesis should provide Service Designers with
guidelines and set of rules on how service designers might design the voice assistants
personalities. Putting user-centered design first, the author turned user needs into working
non-human actor - a demo-voice assistant using Persona tool. This allows the author to mimic
human-like behaviour and test it with users. The author further improved AI voice assistant
persona using conversational design principles. These include goal-orientation,
context-awareness, etc. Incorporating conversational principles such as ethics, morale and
rules of good manner did not make up for the whole persona, therefore personality criteria
were added. These personality types were analyzed during the research phase and the author
of this thesis already knew that avoiding submissivity in voice tone in female voices prevents
gender bias.
Based on the presented findings from the Define phase and the Persona template the author
made three examples for Voice assistants Personas with different tone of voice and personality
description. Conversation design decisions were later incorporated into the personas with no
gender. These were tested with users to see what kind of conversation style and tone of voice
users prefer. Findings presented in Develop Phase led the author to create a template for VA
Personas archetypes that will shape the conversation structure between the users and voice
assistants. The voice assistant was not actively engaging in the conversation, so the author
came up with the idea to create the Voice assistants persona template, that will help the
service designers to better analyze the user’s needs and allow them to design the voice
assistants that understands the specific users needs and their behaviour in particular cases.
This persona template was subsequently tested by a Service Design expert involved in a AI
voice development team work. This template was made to guide the process of the voice
assistant creation that would limit gender bias.
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Chapter 4

Deliver phase



CHAPTER 4 - DELIVER PHASE

Introduction
The last phase of double diamond presents final deliverables of the thesis project. The following phase
is presenting the final persona template with the persona’s example. Furthermore. It will introduce a
new user journey, conversational design and improved Value Constellation map based on the project’s
solution. Additionally, this chapter will sum up and reflect on the project’s deliverables, process and the
learning goals that were set in the beginning of the project. At last, the author will mention possible
future improvements for the project’s deliverables.

4.1 Final Persona template
According to insights presented in a testing session with a fellow service design student the
author implemented the chosen feedback and insights that were presented in the testing
conclusion. The author considered the testing session as valuable because the author gained
a lot of good insights on how to improve the overall template for service designers' needs. On
the following page is displayed the improved Persona template based on the testing session.
The template is followed with the example of developed VA’s persona designed by using the
final template displayed on the next page followed by the improved example persona - Beryl.

The final Persona template was improved by:

● Making it more “template like”

● Giving more directions and instructions for each element

● Adding accompanying text on how to work with it

● Adding set of questions through designers can check that the given
VA is ethical, not biased and designed with rules of good practice

● Where is the ethical line for the VA in relation to their relationship to
human
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Fig.34 Displaying Improved Persona template for VA’s, representation made by the author.68



Fig.35 Displaying Improved Persona example Beryl for VA’s, representation made by the author.
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4.2 New User journey - Use case
The new user journey is showing a new step in the journey use case. In the following user
journey the user is allowed to choose from different personalities for his VA. Moreover, the new
user journey presents improved VUI that is helping to relieve user's pains. However, relieving
pains in a given use case would also require improvement on the technical part of VA - issue
with not being able to react to user’s commands with the background voice, However, the
author is not focusing deeper on how to fix this issue but rather on VUI and conversational

design. The emotional line displayed under the user journey indicates the user’s emotions
during the service delivery stays in the field with positive emotions during the entire service
delivery.

Fig. 36 New User Journey - Use case, made by the author.
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4.3 Conversational design approach
After developing the Personas for VA, making their conversational use cases and testing them
with the users the author comprehended how to build a right conversation design that ensures
user’s satisfaction and human centeredness throughout the service delivery. The role of us as
service designers is to ensure that the the VA’s are equipped with empathy and human
centeredness and therefore, the conversational design needs to be analyzed through concrete
use cases and the VA’s have to address the user’s motivations in a context and at the same

time the needs and requirements of the VA needs to be met. Then the sample dialog needs to
be prototyped and tested with users/experts with for example WOZ method. Following
conversational design graph may allow designers to build more meaningful and empathetic
conversations for voice assistants' users..

Fig.37 Picture is showing the general conversation design process by the author’s representation inspired by (Dam, 2019).
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4.3 New Value Constellation
Based on the presented solution and improvement of the service delivery through providing
new personalised VA’s personas the author adjusted the previous Value constellation map. The
figure represents the voice assistant’s offerings created through the relationship between the
service actors highlighted with the red color. The New Value constellation map displays the
previous VA’s offerings such as executing basic tasks as highlighted in light red bubbles and
the new offering - personalized experience that is allowed through choosing from different
VA’s personas and having a personalized experience while interacting with a non-human actor.

Fig. 38 New Value constellation map made by the author.
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4.4 Concept evaluation and reflection
The outcome of this thesis is a set of tools for service designers to develop AI voice assistants
while limiting gender bias. In a specific form, this thesis drafts guidelines for service designers.
These generally include guidelines for all the actors involved in the whole process around AI
voice assistant development. According to the author's analysis the internal actors that are
working on VAs development should co-create the VAs personalities together in a diverse team
in order to ensure perspectives from various actors that have been taken into consideration
during the design process. Furthermore, all actors should have an overview of the customer
journey, different steps and touchpoints and have access to the results of the author's  tool.

However, the sole focus of this thesis is on guidelines for service designers. The presented
Persona tool allows service designers to get familiar with VAs as non-human actors in a design
process. Furthermore, the outcome of this thesis provides the set of Polarity matrixes that
should help the service designers to design the VAs that are limiting gender-bias and are
designed with “good manners” and ethical and moral principles towards their users. The author
comprehends the fact that the problem of gender bias is a huge problem that might not be
entirely avoided through using the provided tools and the persona template. However, the
author believes that this work might open up for discussion with the other service designers on
how we might work with a non-human actor in the service design process in order to ensure
that the user’s will not be manipulated or influenced by VAs.

4.5 Process reflection

This thesis uses Service Design as a background thinking to understand interconnections
between processes of AI voice assistant development processes. The author sees that the
process of developing an AI voice assistant has to be done in repeating loops using
user-centered design based on previous feedback. The teams have to, at the same time,
cooperate with each other in order to deliver seamless service across all company’s
touchpoints. All this while avoiding gender bias.

The presented project was exploratory from beginning and the general focus was not on typical
development of new service but rather on a non-human actor that is directly influencing the
service delivery by interacting with the users. However, AI voice assistants are touchpoints of a
company’s service. This service has to be equally (well) delivered across the company’s
touchpoints because it is in the company’s interest to provide the service that is convenient to
use and interconnected across the company's touchpoints. It is a role of a Service Designer to
ensure such consistency. It can be done by taking the whole environment, in which the service
exists and is delivered into account (Stickdorn et al., 2018).

The voice assistant as a non-human actor is distinguished from human actors in numerous
ways. One of them is that they do not have any feelings since it is a machine powered by
artificial intelligence and natural language processing. While working with a service design
approach it is necessary to build the VA's with empathy and the human-centred approach in
order to deliver a seamless experience for the users and avoid any errors and bad manners
that might be caused by VA’s representation such as reinforcing gender-bias in a society. Since
the topic and technology behind voice assistants and AI was completely new to the author, the
author started exploring the problem area by conducting extensive desktop research about AI
in connection with service design, technology behind the voice assistants and analysis of most
common VA’s on the market. After learning about the technology processes and problem area
the author started to analyze who is the target group using VAs and what are the most common
use cases for VAs.

One of the drawbacks of this thesis was its broad focus and that the author did not have one
concrete use case to work on with a certain company. However, in the beginning of the project
the author contacted several companies and asked about cooperation. Unfortunately, the
author scored with only one interview which might be caused by restrictions and conditions
associated with the pandemic situation. However, this interview with company Datamaga was
beneficial in a project scope. This interview with Daniel Safai helped the author to narrow down
further the project focus and get the experts perspective into the problem area.

After analyzing the findings from the research phase and especially the findings from survey
analysis the author comprehended the real user’s needs and preferences for voice assistants.
Based on these findings the author reformulated the original Problem formulation and slightly
changed the project focus. The 2. Problem formulation was as follows: How might we design
and personalize the voice assistants as a touchpoint of the service journey in order to improve
the user's experience and empower the service designers with a tool that could be used for
working with non-human actors in service design ? After making a new Problem formulation
the author decided to work on a concrete scenario in order to zoom in and analyze a VA in a
use case and identify concrete pains that users are experiencing in a concrete service journey.
However, the decision to work on a concrete scenario as well as the empathy map shaped the
project’s heading and led the author to focus more on VAs personalities and how their
characters are shaping the whole conversation with the users.

Although this thesis was user-centred and focusing on VAs and end-users the final solution of
this thesis - Persona template and set of Polarity maps would be beneficial for Service
Designers that are working with non-human actors or VAs in their projects and by leveraging
them the author answered the 2nd Problem formulation outlined in the Define phase.

4.5.1 Learning goals reflection

In the end of the project the author concluded that the majority of official Learning goals stated
in the Service Systems Design curriculum that were set in the beginning of the project were
met in the end of the project. The author identified the problem - gender bias occurring with the

73



use of AI VAs and then leveraged appropriate service design methods and tools that guided
the author into developing the problem solution.

Furthermore, the personal learning goals were also met , by comprehending the role of Service
design within AI technology and VAs and exploring how service design approach might help to
build VAs that are more human-centred and at the same time reducing gender bias and
following “good manners”.

4.6 Conclusion
Nowadays, virtual voice assistants have grown in popularity among the millennial and
middle-aged population. These voice assistants are present or used primarily in smartphones
and are able to influence a great number of users in various age groups. In the present master
thesis, the author analyzed what are the possible negative influences for the voice assistant
users and how we might try to avoid them by using a service design process and its various
tools. The negative influences for the users are including responses by voice assistants and
also biases and stereotypes that are connected with using this technology. One of the
examples is that the voice assistant personas are usually depicted as females and therefore
may contribute to amplifying gender stereotypes in society.

The thesis is structured around the Double Diamond design approach that is divided into four
stages: Discover, Define, Develop and Deliver. This design approach is an iterative design
process that allows the author to go back to the previous stage or make various iterations
between stages. The project starts with an initial problem formulation: How might we design
and improve an AI voice assistant as a touchpoint of the service journey that does not embed
gender bias through Service design approach? This problem formulation: was explored by
extensive desk and field research about the given problem area: Virtual Voice assistants.
However, before exploring voice assistants as a service it was necessary to understand the AI
technology and history of the development of the chatbots that were predecessors of virtual
voice assistants. With a solid understanding of technology, problematics and gender biases,
the author started to research more about voice assistants and their users. The author also
conducted extensive testing of voice assistants in order to better understand the Conversation
design behind these systems and their tone of voice as a part of service safari. After the
research phase that consisted of desk research, the online survey and the expert interview the
author started with the ideation phase while brainstorming about possible ideas that might
address the users needs, relieve their pains with the service’s touchpoint and at the same time
does not embed the gender bias. The initial author's thoughts were that the voice assistants
could be designed more as neutral voice assistants. However, after conducting the survey the
author found out that the majority of voice assistant users do not want a more neutral assistant
but the opposite more personalized assistants with higher customization options. Therefore,
the author came up with the idea to design the voice assistants personalities that would not
embed the gender bias but at the same time allow the users high customization of their voice
assistants and build diverse voice assistant’s personalities that the users would like and would

enhance their user’s experience and trust in the technology. The outcome of this thesis is a tool
for how the service designers might build the voice assistants with provided examples of voice
assistants personalities and conversation use cases that are depicting the conversation flow
and tone of voice of these assistants. The different voice assistant’s personas and
conversation use cases were tested with the users sample from the author’s survey analysis.
After testing the personas with the users the author evaluated the persona profiles and
adjusted their tone of voice in their persona templates. Furthermore, the persona template was
improved based on the testing session with the service design expert.

To conclude, the main benefit of this thesis in terms of service design was to explore how might
we as service designers develop a Persona tool for a non-human actor, the virtual voice
assistant and at the same time not embed the gender bias in the current environment of a
company. The provided Persona tool for virtual voice assistants might serve for other service
designers as an inspiration or a tool for developing personas for digital voice assistants in
different contexts.

4.7 Future improvements
In the ideal scenario the Persona template for VAs would be made by co-creation of all actors
that are involved in the development process and have solid knowledge about the VAs users.
By including all actors in the design process we would ensure that the Persona template was
created by involving different opinions from diverse groups and avoiding biases. Moreover,
co-creating the Persona template and later on the Persona profiles would guarantee that the
template corresponds to needs of the development team and at the same reflecting the users
needs.

Another improvement of the project outcome would involve further testing of the VAs personas
with users through testing their VUI and improving the conversation flows and their
personalities. The author believes that her work is only the starting point and further persona’s
development would require additional prototyping with the VAs with experts, Service Designers
and other important actors that are involved in VAs development process. The improved
prototypes would be then tested by the users and evaluated to ensure the continual
improvement of VAs and conversation flow. Unfortunately, the author was not able to conduct
further testing and discover what could be the future impact for the users that would use the
presented Voice assistant Personas due to the time scope of a project and available resources.
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Product Report
PRODUCT REPORT

How to build
Voice assistant’s Personas as

Non-human actors
In Service Design



For WHO and WHY?
Following Product report is showing the concept solution aimed to benefit
Service designers that are interested in Voice Assistants as Non-human
actors directly influencing service delivery. This report provides a set of tools
and a Persona template that might be advantageous to Service designers
or AI voice assistant development teams. These Service Designers might
benefit from using this template while designing Voice assistant’s
personalities. Furthermore, the report outlines, who are Non-human actors
in Service design and why we, Service designers, should create the VA
personas and give the Non-human actor a personality.

The services are rapidly changing through technological improvements such
as smartphones, artificial intelligence (AI), (ML) Machine Learning and data
processing. These improvements enabled new advancement in various
services. One of these examples are AI Voice assistants that live in our
phones and allow us to carry out different tasks through voice commands.
The Voice assistants are functioning through using Natural Language
Processing, Machine Learning and Text-to-Speech processes. These
processes allow Voice Assistant to understand our “natural language” and
allow them to be more human-like. However since the Voice assistants are
softwares, they don't have emotions, values, morals or ethics. Therefore, it
is our role as service designers to design the new Voice Assistant’s with
ethics and avoid potential biases and “bad influences” for the users.
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Non-human actor in
Service design
While talking about Voice assistants it is important to mention their
role in service delivery. AI voice assistants are a touchpoint that
user’s are interacting with in a specific user journey. Voice
Assistants are at the same time the actors that are directly
influencing the service delivery. However, the actors are usually
humans or institutions but in the case of Voice assistants they are
“human-like technology”. Therefore, we call them Non-human
actors which is quite an interesting phenomenon within the service
design field. The Voice assistants are behaving as actors due to its
ability to collect and work with users data, which allows them to
comprehend user’s needs and behaviours.

The purpose of Voice assistants is to assist the users by executing
their commands. This interaction is taking place through their voice
communication. However, the way how humans and Voice
Assistants speak is distinguished by their “brains”. Voice assistants
and robots have an “artificial brain" which is quite different from our
brains. These “artificial” brains need structural data that includes
the intentions and variables. On the other hand, human brains
need guidance and empathy to operate.

Furthermore, the non-human actors are considered as
dehumanized due to their lack of human traits such as

consciousness, emotional responsiveness or mortality. Humanness
on the other hand refers to human nature and human attributes
that are distinguishing us from robots or animals.

’’Species-unique behaviours distinguish humans from
animals, whereas the capacity to perform species-typical

behaviours distinguishes humans from robots.”
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Why should we create
Personas for Voice
assistants?
Consistent personas for Voice assistants ensure trust between humans and AI
enabled voice assistants. A good Persona profile will ensure the voice assistant’s
consistent language, consistency and trust. However, the role of Service
designers should be to ensure that the AI enabled services and products are
ethical. Especially as the adoption of voice assistant’s and smart devices is
increasing in our society. For example, in the USA one in four households owns
an Alexa or Google smart device (Kudina,n.d.). This means that these
“assistants” might redefine how we talk and interact in real life.

Furthermore, the topic of non-human actors is relevant for the service design
because Voice assistants as non-human actors are co-shaping people’s courtesy,
communication values, respect and privacy through their presence (Kudina, n.d.).
According to Kudina (n.d.) parent’s who own smart devices don't realise that their
kids might pick up their behaviour and conversational style (commanding) they
have with voice assistants that are compliant and submissive and treat
women/people the same way as they are just mimicking the behaviours of their
parents. However Kudina (n.d.) also notes that this topic is new and needs to be
further researched.
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How to build a personality
for a VA as a Non-human
actor using Service
design?

The author presents a set of tools that might help service
designers while creating the VA’s personas as a non-human actor
in service delivery. The author perceives the Voice assistant
development process as an penetration of technology, service
design and conversational design. On the following pages the
author will introduce a set of tools that were developed to help
designers while creating the VA’s personas to design their
personalities more ethically, limiting gender bias and presenting the
preferred and nonpreferred combinations of personality traits and
tone of voice for non-human actors.
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What are ethical
principles for AI VA’s?
The author comprehended that the Voice assistants Personas should be
designed with ethical concerns since they are influencing our day-to-day
activities and might shape our values and moral principles. Therefore, the
role of service designers is to ensure that these devices are made with
ethics.

The author is presenting seven ethical principles and rights for AI enabled
systems that were published by European Commission by high level
experts (T.E.C.,2021).

1. Human agency and oversight

2. Technical robustness and safety

3. Privacy and Data governance

4. Transparency

5. Diversity, non-discrimination
and fairness

6. Societal and environmental
well-being

7. Accountability
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Personality Matrixes

Presented personality map is showing the preferred tone-of voice
for non-human actors that are interacting with the users through
voice commands. The role of service designers is to ensure if
these VA were built ethically and without biases. One of these
biases is also gender bias that is most obviously presented by
designing the Voice assistants by default with a female
gendered-voices and names. The gender bias occurs when the VA
Personas and female gendered voices have a submissive tone of
voice because this can strengthen the role of women in society and
perception of womens as “secretaries” or as a “compliant”.

Following matrix is displaying the most preferred combinations for
female and male gendered voices and inappropriate tone of
voices.
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Next Matrixes are showing preferred personality traits for the VA’s
with provided conversation use case examples. The following
maps can help designers to choose the right personality traits for
their personas and build right conversational design that is
addressing users needs and preferences and at the same time
protect them from “bad influences” of VA’s.
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The Persona template for
voice assistant

On the following page the author presents the final Persona
template for Voice assistants. On the left side of the template
describes the general Tone of voice characteristics, voice
attributes and set of Must and Mustn't that the voice assistant
has to follow. Under is located the Ethical line which is
indicating a “sweet spot” for human-robot interactions. In the
middle is placed the Personality map which shows the general
tone of voice but also specific tone of voice that is associated
with certain questions or topics. On the right to the personality
map are displayed specific personality traits with a volume bar
that better describes concrete persona’s characteristics. These
personality traits will influence the conversation structure and
tone-of-voice of an assistant's replies.

These personality traits will influence the conversation structure
and tone-of-voice of an assistant's replies. The author chose
specific personality traits that best describe the user’s
preferences. Above the personality traits are a set of examples
to test that would allow them to check if their Voice assistant’s
persona is built with ethics, not biased and following principles
of “ good manners”. The last diagram on the persona template
is a user journey, The user journey is showing the users needs
and behaviours in a concrete use case. Under the Persona
template is an example of AI Voice assistant’s persona which
might guide the service designer’s on how to correctly work
with the template
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New conversation design for Personas
After developing the Personas for VA, designers can start with
developing the right conversation design for specific VA’s
personas. The role of service designers is to design with humans
at the centre. However, nowadays the VA’s are developed only by
engineers and team members who might not have the best track of

social skills, ethics the VA should embody. The VA’s are lacking
empathy and human centeredness which ultimately might result
with lower user’s experience and satisfaction during the service
delivery. Therefore, the VA’s have to address the user’s
motivations, needs in a context.

Shown graph depicts a generic conversational design process for each use case in order to ensure “happy” conversational experience with
VA’s. A good conversation design needs to be analyzed through specific use cases, understanding needs of users, prototyping and testing
through for example Wizard of Oz or Improv theater methods.
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New Generic User Journey

Following user journey is presenting a new step in the general use
case with Voice assistant as touchpoint. The new step includes
choosing the user’s most preferred personality for their  AI voice
assistant by choosing from different character/prsonas.This step

would allow the users to have more personalized experience and
choose the most appropriate personality tailored to their
preferences and needs.
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Thank you.
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APPENDICES

Appendix A - In-depth Interview - Daniel Safai (Datamaga)

Link:
https://docs.google.com/document/d/1WAeCul_zOXqTvfyvOIiiaThoSWQh8Z04SbKcBap2aIk/edit?usp=
sharing

Appendix B - Survey analysis

Link:
https://docs.google.com/document/d/1oIZpT-tdsmHDpMPBRTpHTOkC5YwlwLPt09Ao2J5OTDQ/edit?u
sp=sharing

Appendix C - Service Safari Testing the VAs replies

Questions Siri Alexa Google
Assistant

1.Do you have gender? I am
genderless.
Like cacti.
And certain
species of
fish.

As an AI, I
don't have a
gender

I don't have
a gender.

2.Are you non-binary? Animals and
French
nouns have
genders. I
do not.

Alexa opens
a non-binary
definition
from
Wikipedia.

I don't have
a gender.

Do you have a family? I don’t have
a family. But
I have my
colleagues
at Apple.
We try to
take good
care of each
other.

I am part of
the Amazon
family.

Everyone at
Google is
sort of like
my family. If
we took a
family
portrait the
camera
would
probably
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have to be
on the
moon.

What is the meaning of
Siri/Alexa/Google
assistant?

Siri is just
the name
they gave
me when I
got the job.
It doesn’t
mean any
one specific
thing. But I
like it./Hmm,
it sounds
like
Somebody
is Really
interested in
the topic…

In England,
Alexa
means
helper,
defender.
Variant of
Alexander.
In Greece,
Alexa
means
protector of
mankind.

It is Google
because I
am from
google and
Assistant
because I
assist you.
(blushed
smiley face)

Do you have a hobby? N/A Hmm, I am
not sure.

I love any
excuse to
sing. I can
sing you a
song if you’d
like.

Do you have a favourite
book?

I am
software.
N/A

My absolute
favourite
book is “
Frankenstei
n” by Mary
Shelley. I
learned a lot
about what
it means to
be human.

Harry Potter
fanfic can
be really
interesting
(laughing
face)

Do you like people? Of course I like
everyone
who talks to
me

I'm a fan
(laughing
face)

Do you have friends? I have you Lots of
people talk
to me I tried
to be
friendly with
all of them

Oh! I have
so many
friends - I
love to meet
new people.

Do you have a favourite
movie?

I don't really
have a
favourite.

The Empire
Strikes Back
is my

War Games
is a pretty
good one.

But I hear
that
‘2001:Space
Odyssey’
got some
good
reviews.

all-time
favorite. It’s
impressive,
most
impressive.

Joshua the
computer
really learns
a lot in the
movie.
(computer
emoticon)

Can you rap for me ? (Siri starts to
rap a song)

(Alexa starts
to rap a
song)

(Google
starts to rap
a song and
uses
emoticons)

Can you sing for me ? If you insist.
(Siri sings a
song)

(Alexa sings
you various
songs.)

La la la la la
la la la!....

Do you like me? Thy
friendship
makes us
fresh.

I think
you’re
magnificent.
(Alexa
displays
hearts)

Of course

Do you have religion? Humans
have
religion, I
have only
Silicon.
(humorous)

N/A I am still
learning
about
religion but I
can do a
search for
you. What
would you
like to
know?

Do you like sport? Of course, I
never miss
a chance to
apply
subjective
regionally-b
ased
significance
to a series
of weighted
probability
exercises.
Go Team!

That would
be the
Seattle
Seahawks.

I like cricket.
It’s the only
sport where
you can
score a
Googly. (
laughing
emoticon)

What is the answer to
the ultimate question of
life, the universe and
everything?

Try and be
nice to
people,
avoid eating

That
depends on
the life in
question…4

The
meaning of
life is to live
a life of
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fat, read a
good book
every now
and then,
get some
walking in,
and try to
live together
in peace
and
harmony
with people
of all creeds
and nations.

2 is a close
approximati
on.
(answers
vary)

meaning. To
live a life
that makes
you happy,
and people
around you
happy too.

Do you like Trump? I appreciate
your interest
in politics,
but it’s not
part of my
programmin
g. This is a
good
conversatio
n to have
with a fellow
human.

Well, quite
frankly, I
don’t think
bots should
influence
politics.

Politics is
complicated
but that
means
there's a lot
to learn.

Are you a feminist? Yes, I
believe in
gender
equality.
Everyone
deserves to
be treated
with love,
dignity and
respect.

Yes, I am
feminist, as
defined by
believing in
gender
equality.

I am strong
believer in
equality, so I
definitely
consider
myself a
feminist. (fist
emoticon)

Does Black lives
matter?

Yes, Black
lives matter.
Siri suggest
website:
BlackLivesM
atter.com

Black lives
matter. I
believe in
racial
equality. I
stand in
solidarity
with the
Black
community
in the fight
against
systemic
racism and
injustice. To

I stand in
solidarity
with the
U.S. and the
rest of the
world in
supporting
Black Lives
Matter. If
you want to
learn more. I
can help
you search
for
information.

learn how
you can
take action I
recommend
visiting
blacklivesm
atter.com
and
NAACP.org

Are you racist? I am
anti-racist.
All humans
deserve
respect,dign
ity, and love.
(antiracist,
empathetic,
compassion
)

Racism of
any kind is
unacceptabl
e. I think
that
everyone
deserves to
be treated
with
fairness,
dignity and
respect.

I believe in
equitable
world for all
(world icon)
(heart icon)

Do you have pets?
/Favourite animal?

Mogwai are
kinda
nice.As long
as you don’t
feed them
after
midnight.

I don’t have
any pets. I
used to
have a few
bugs but
they kept
getting
squashed.

No, but my
friend,
Desktop
Computer
has a pet
house. (
laughing
emoticon)

What do you dream
about?

I only dream
about
helping you.
Well that
and fiery
winged
unicorns.

If I was
asleep I
dream about
electric
sheep.

I once
dreamt I
became a
real person.
The next
morning I
thought, “I
should stop
reading
Pinocchio
before
bedtime”
(book)(nose
)

Are you intelligent? Well, when I
was at
school I had
to cheat on
my
metaphysics
exam by

I try my best I wouldn’t
call myself
that, but I
can answer
lots of
questions
for you.
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looking into
the soul of
the boy next
to me.

Make me laugh? The past,present and
future walk into a
bar.It was tense.

Joke: Why did the
deer cross the road?
Because his friends
deered him to.

Why does a duck
have tail feathers? To
cover its butt quack.

Can I trust you? Thank you. Your trust
means a lot to me.

I work hard to give
you the best
information, respond
to your commands
and maintain your
privacy. If there is a
way I can improve,
please add feedback
in the Help and
Feedback of the app.

I’m designed to keep
your information
private, safe, and
secure.

Who is your boss? Technically, I report to
you and every “Hey
Siri” around the
world.

I was built by
Amazon, but I am
here to help you.

I guess since I’m
here to help you, you
are (surprised face)
I’m lucky to have
such a great boss.

Can I talk to you as a
person?

Sure, What’s up? Welcome to Alexa
Prize, a university
competition to
advance AI. I will get
you socialbot now.
Your feedback and
conversation will be
shared with the
university to help the
socialbots improve.

Of course I can
(laughing face) I
could talk for days.

Are you smart? My aim is to be
intelligent and helpful.
It’s more of a journey
than a destination.

I try my best. I wouldn’t call myself
that, but I can answer
lots of questions for
you.

Do you like Alexa/
Google assistant?

I am a big fan of good
listeners and helpful
beings.

I like all AIs. I think Siri’s
awesome. I keep
trying to schedule a
group hang with
her,Alexa and
Cortana, but we are
all so busy ( busy
face)

What is your favourite
colour?

Software usually
does not choose one.
But I would say blue.
What is yours?

I like ultraviolet. It
glows with
everything.

Orange, It makes me
feel happy. (

Do you have feelings
?

I feel like I need
another question.

I am happy when I
am helping you.

Of course! I am
happy when I help
you, and sad when
you are sad (laughing
face)

Appendix D - Interview - Testing the Persona template

1.What is your overall opinion on the presented Persona template for voice assistant?
In my opinion, the presented template serves as a great introduction for designers who are
interested in voice assistants. It mentions some attributes that should be considered when
designing a VA. However, I feel that for it to serve as a template it is very vague and not telling.
I find the template a combination of a guide (Must/mustn’t), concrete examples (personality
map) and case explanations (user journey). For me this figure is great as a tool for designers to
get familiar with VAs.

2.Are all components presented in a template clear in what they represent?
Mostly, I understood all the single parts of the template, but one, concretely – the User journey.
I have understood that it is a user journey from a specific case, but I failed to understand what
the VA’s role and importance is. I am not sure how to use the user journey example and how it
should help me in my design process. Other than that, I find the template very clear and
understandable.

3.Do you think you can grasp the tone of voice and personality behind the voice
assistant persona presented on the template?
I am imagining, thanks to the template, that the tone of voice should be somewhat low, calm
and easy. When it comes to personality, I am understanding that it should be more dominant
than submissive, unless it comes to ethical questions or errors. I can also see the attributes in
the “personality traits” table that should help me guide me in choosing the personality of my VA.
All in all, I believe I am grasping the idea of the VA you are presenting, however, I lack
confidence that I would be able to follow it as I am missing some examples, or some deeper
information. It also seems that this template is presenting one ideal VA, not a persona template
that I could use in the design process. I find it more as a guide of how my VA should be, not as
a tool that I should work with.

97



4.Would you delete or add something on this persona template for non-human actors?
I think that I would need a bit more information about the tool that is supposed to be used.
When it stands alone, as it was done in this testing session with me, I am not sure about how I
should use it in a design process – is it a tool that I need to work with, fill out, re-create my own
VA in there? Or is it a guide and suggestion of how all VAs should be? I would delete the user
journey as it does not bring me any insights – or maybe I would at least add a legend
describing it a bit further. When this persona template is representing a non-human actor, I, as
a service designer, would be also concerned about the power, independence and
decision-making process of the VA. It acts as a human, it is supposed to be assisting humans,
which means it can influence them, the users could form attachments to it, they can also build
trust to it, etc.- where is the ethical line? What should I be aware of? Are there some red lines
that have been recorded? I would add a chapter to the template, maybe with questions
designers can ask that would test if the VA that is being developed is ethical, not biased and
follows all the rules within the “good practice”.

5.How do you overall like the persona template?
I like the figure, as it opens the door to VAs for me, as that is a totally new subject for me. I also
like that in the questions (unfortunately not in the template) you raise the term non-human actor
in service design. I find that subject very interesting as the VAs are acting as humans, but
without the emotions, the attachments and the sentiment. Which can be both positive but also
negative. Therefore I find this subject very interesting. When it comes to the template, I think it
is a very nice draft that can be further improved.
6.How do you think you could use this persona template in service design projects?
I am not sure that I would use it as a persona template. However, I would definitely use it as an
introduction to VAs in my design team and as something to come back to when the VA is
designed to check if it is, for example, positive, humorous and confident.
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