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Abstract:

Gene therapy is a promising strategy
for curing diseases that have a ge-
netic origin, but so far it has been lim-
ited due to the difficulties of deliv-
ering DNA to human cells. In this
thesis, a new non-viral DNA deliv-
ery system has been created using the
amphiphilic polymer PVP-OD and a
short cationic peptide. Some proper-
ties of the new nanocarrier such as the
size, the shape or the safety have bee
studied, as well as its efficiency in-
ducing foreign gene expression in hu-
man cells. Although the nanocarrier
seems optimal for gene delivery, high
levels of transfection has not yet been
observed, suggesting that more work
is necessary to optimize this new sys-
tem. Considering the promise that the
PVP-OD nanocarrier may have, and
given the technical limitations that the
2D transfection experiments have, a
COMSOL model has been created to
aid in the future development of a mi-
crofluidic chip that could be used for
testing this DNA delivery system in
conditions that more closely resemble
real humans.
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This master thesis is composed of 4 main chapters. In the first one, a review of
the literature regarding gene delivery will be provided as a means to motivate
the need for this project. A short explanation of the main methods that have
been used will also be included to help the reader understand the meaning of
the experiments that have been performed. In the second chapter, the specific
protocols that have been used will be presented together with the materials. The
third and fourth chapters will respectively cover the results and the discussion
of the results, and in the end a summary of the project conclusions and some
proposals for future work will be added.
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Chapter 1

Introduction

1.1 Challenges in DNA delivery

Nucleotide delivery has long been considered a promising approach to efficiently
introduce genetic modifications to cells. DNA can cause expression of a foreign
gene inside a cell, while other smaller nucleotides such as siRNA can change the
expression of the cells native genome [1]. It is expected that these ideas will lead
to therapies that can be use against certain diseases that have a genetic origin
(cancer, Alzheimer’s disease, etc). Despite how promising it is, nucleotide delivery
suffers from several drawbacks that make it challenging for an intact peace of
DNA or RNA to reach the interior of a cell. To understand the magnitude of this
problem, it is interesting to look at the therapeutic agents that were based on
delivering nucleotides and have been tested in clinical trials. Only 3 of all clinical
trials have reached phase IV (proved efficacy) in the last 20 years. This represents
a success rate of approximately 0.1 % [2]. This comes to show the difficulty of
making a nucleotide delivery system that combines safety and high efficiency, and
it motivates the need for constant research trying to improve them. In this section,
the challenges of DNA delivery will be summarised to better understand the goal
of this project.

The first problem for DNA application to healthcare is the frail nature of
DNA itself. Several enzymes called DNases exist in in vivo and in vitro systems
and they are specialised in degrading DNA. This means that, without protection,
genetic material will not reach the interior of cells and be able to carry out its
function. This has forced researchers to create different delivery vehicles for DNA
that can protect the genetic information from degradation. In some cases, DNA is
encapsulated in a virus [3, 4], which is naturally capable of injecting genetic mate-
rial into cells while protecting it from environmental threats. Although this can be
an efficient system, these viral delivery systems are questioned in terms of safety
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due to adverse immune system response and production of toxins. Moreover, not
all viral vectors have shown high efficacy (retrovirus) or are able to incorporate
DNA in the cell’s genome permanently (adenovirus) [4]. Because of this, non-viral
delivery systems have been developed to overcome the shortcomings of viral
systems, although none of them have yet proved high efficiency in clinical trials.
These systems consist of particles made by encapsulating DNA inside polymer or
lipids, which usually carries positive charges to condense the negatively charged
DNA to a size of a few tens to a few hundred nanometers. [2]

The delivery systems above need to overcome several barriers to success-
fully deliver their DNA cargo inside cells and induce expression. First, the
particles need to be able to protect the cargo from degradation completely, but
they must also be able to enter the cell. Crossing the cell membrane is naturally
done by viruses, so viral systems are usually effective, while polymeric systems
need to be internalized by energy-dependent processes such as macropinocytosis.
These internalization pathways have size limitations, and the fate of the particle
and the cargo once it is inside the cell can vary depending on the method of entry
(see Section 1.2.1). When dealing with in vivo systems, delivery to specific parts
of the body can be even more challenging, as there is no way of easily controlling
the destination of the delivery particles. In some cases, when cancer treatment is
the main goal of DNA delivery, the enhanced permeability and retention effect
(EPR effect) can be used. This effect is caused by the fact that tumors tend to
be more leaky because of the inflammation of the vasculature around it, causing
more particles containing DNA to accumulate in the tumor rather than other parts
of the body [5]. This is a method of passive targeting that has been widely used,
although there is some debate whether the EPR effect is a phenomenon that occurs
in every solid tumor. For instance, in [6], they found differences in the retention
of a fluorophore between sarcoma and carcinoma, two types of cancer. When the
target of the delivery is not a tumor, specific targeting can be accomplished by
coupling the delivery vehicle with some other molecule that can be recognized by
receptors in cell membranes. For example, if the brain is being targeted, a particle
can be coupled with glucose, which is one of the few molecules that can cross the
blood-brain barrier [7].

Reaching and entering the cell is not the end of the delivery process. Once
the particles carrying DNA enter the cell, they need to avoid lysosomal degra-
dation and then they must be able to either fall apart, leaving DNA free, or
target the cell nucleus and then disassemble. Disassembly is a necessary step to
accomplish expression, because DNA cannot be condensed or encapsulated during
transcription [8]. Interestingly, high efficiency in the protection given by the carrier
can be detrimental to the chances of DNA being expressed inside the cell. While
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viral delivery systems are naturally optimized to induce expression, in polymeric
systems there can be a tradeoff between protection and expression. For instance,
Kataoka et al. found that a polymeric system made of PEtOx-b-PnPrOx-b-PLys
triblock copolymer was improving overall delivery expression thanks to increased
protection of the transfected genetic material, but the actual rate of expression in a
cell-free transcription/translation system was lower than for free pDNA [8]. This
paper shows that designing a system which is efficient at every step in the delivery
process is incredibly challenging. In one of the following section (section 1.3), the
state of the art in this field will be reviewed to understand what is currently being
done and how it could be improved.

1.2 Internalization pathways in cells and intracellular traf-
ficking

1.2.1 Internalization pathways

Gene delivery vehicles need to be able to bypass the cell membrane so the cargo
can be released in the cytoplasm, so it is necessary to understand the mechanisms
that cells use to internalize foreign particles. Moreover, several transportation
pathways exist inside the cell, some of which that lead to the destruction of
the foreign particle. Understanding both of these processes is of the utmost
importance for designing and evaluating any new nanocarrier, so this section will
provide a short review of the literature that exists in the field, paying special
attention to the most common internalization pathways. Phagocytosis, which is
the process in which a cell engulfs a foreign particle, will not be reviewed because
it is a process that is specific to some specialized cells called phagocytes that are
not relevant for this work.

Cell internalization can be divided into two general types of processes: pas-
sive and active processes. The former not require energy consumption and they
are usually associated with very small molecules that can diffuse through the
membrane naturally; while the latter do require energy from the cell and they
meidate entry o molecules and particles that are either too large or have some
charge that makes passive diffusion impossible [9]. Since any particle bigger than
a small molecule is not able to diffuse freely, DNA delivery systems have to be
internalized actively. In practice, the division between passive and active is very
generalist and there are several processes that are different from one another
despite the fact that they all require energy (1.1). The most well-known of these
processes is clathrin-mediated endocytosis. When a particle reaches a ligand on
the membrane outer surface, clathrin attaches to the inner membrane and causes
the formation of a pit. Once the pit has the shape of a vesicle, several proteins
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Figure 1.1: Active internalization in cells, including the discussed clathrin-mediated endocytosis,
caveolae-mediated endocytoosis and macropinocytosis. Figure reprinted from [12] with permission,
copyright Springer Nature 2009

(the most important one being dynamin) cleave it from the membrane, leaving it
in the cytoplasm with the cargo inside. This type of endocytosis forms vesicles
with a diameter between 80 and 200 nm, so no particle larger than that will be
internalized through this pathway [10, 11].

Another active internalization process is caveolae-dependent endocytosis.
Caveolins are a group of proteins that have a tendency to oligomerize in the cell
membrane. The accumulation of caveolins, together with other molecules such as
cholesterol, create a lipid raft. Lipid rafts are small sections of the lipid bilayer
where there is an accumulation of cholesterol and sphingolipids, making the lipids
be more tightly packed. These rafts have been found to mediate internalization of
molecules such as growth factors , but not much is known about them, including
the exact molecular composition of the rafts [13]. In the specific case of lipid
rafts formed due to caveolin, it has been found that, similar to clathrin mediated
endocytosis, vesicles are created by forming a pit in the membrane once a foreign
molecule reaches it. Then, the mature vesicle is separated from the membrane by
proteins such as dynamin. The diameters of these vesicles has been found to be
between 50 and 80 nm [10, 11].

The last internalization pathway that will be discussed is macropinoctyosis.
In the cell membrane there are certain regions that have a high concentration of
actin filaments, projecting the membrane outwards and forming a lamellipodium.
This type of region is called a membrane ruffle and it can stretch and then fold
back creating a cavity completely surrounded by membrane. Then, that piece of
membrane is detached, leaving a vesicle in the cytoplasm with a cargo inside [10].
Macropinocytosis is considered to be an non-specific pathway, which means that
internalization does not depend on membrane receptors and any particle that is
floating around the cell can be taken provided it is small enough. The cavities
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formed by the membrane ruffles can be more than 500 nm in diameter [10, 11] so
it is can be used to get larger particles inside the cell. Just like with lipid rafts,
research on macropinocytosis is still necessary to uncover many unknowns, one of
them being what is the best size and shape of particles to make internalization as
efficient as possible [14].

1.2.2 Effect of particle properties on cell internalization

When any given foreign particle is delivered to cells, it will be internalized
through one or more of the pathways described above depending on its properties
such as size, shape or charge, among others. These properties will also define
the efficiency of internalization and the rate at which the particles are absorbed
by cells. Before starting reviewing this topic however, it is worth mentioning that
there is still a huge debate around how these parameters affect internalization,
and there are different groups that have published contradictory results. These
discrepancies are probably caused by the difficulty to design an experiment where
only one property of the tested particles is evaluated. In this section, several
examples of papers in this field will be briefly reviewed , but a more extensive
review of this topic with different points of view can be found in [15].

Size might seem to be the most straight-forward property to study, consid-
ering that the range of diameters for the vesicles formed in the different pathways
is known. For instance, particles below 200 nm can be internalized through
clathrin-dependent endocytosis and also macropinocytosis while much bigger
particles can only enter the cell through the latter. This causes that smaller particles
are internalized with higher efficiencies. However, smaller is not always better, as
it was found that silica nanoparticles between 30 and 50 nm internalized better
than particles below 30 nm [16]. Another interesting result regarding size can be
seen in [17], where particles below 200 nm were internalized by clathrin-mediated
endocytosis but bigger particles used caveolae-mediated endocytosis, despite the
latter forming smaller vesicles than the former [10, 11]. This comes to show how
results can be influenced by so many factors that it is difficult to come to a definite
conclusion as to what size is best. It is even possible for some cells to change their
shape to fit very large particles where one dimension is larger than the cell was
originally [18]. One consistent result however, is that particles below 500 nm seem
to be internalized by different types of cells [15], and even particles up to 3000 nm
can be internalized in some cell types [14].

Shape of the particle also affects internalization, but once again there is dis-
agreement over what shape is best. For instance, one group found that spherical
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gold nanoparticles were internalized better than rods [19]. In contrast, in [14], it
was found that rod-shaped hydrogel particles internalized better than spherical
ones. Similarly, Banerjee et al. found that polystyrene particles that had shapes of
a rod or a disk were better than spherical particles [20]. Again, the discrepancies
are probably caused by the different interactions that different particles have with
the cell membrane and its receptors. Moreover, certain situations that cannot
be controlled during an experiment can also play a role in the results. For
example, even the angle formed between particle and the line tangential to the cell
membrane can play a role [21]. In summary, although shapes with higher aspect
ratio seem to be favoured for internalization, there is also research supporting the
advantages of spherical, more compact particles, so it is impossible to make an
accurate prediction as to what shape is more desirable for a new particle, and it is
necessary to test on a case by case basis.

The last property that will be reviewed is a particle’s surface charge. There
seems to be a general agreement that cationic particles are internalized more
efficiently than negative or neutral ones [22, 23, 24]. It has also been found that
positively charged particles tend to be absorbed through macropinoctytosis, in
contrast to negatively charged particles that prefer clathrin and caveolin-dependent
endocytosis [25]. It is worth pointing out that cationic particles have been linked
to membrane disruption and cell death when the concentration of charges is
high [26], so a moderately cationic particle would be a good tradeoff between
internalization efficiency and cell survival. There are other properties of particles
that influence internalization, such as hydrophobicity or mechanical properties
like stiffness [15], but they are not so widely studied and they are less relevant for
this project, so they will not be discussed further.

1.2.3 Intracellular fate of non-viral delivery systems

While crossing the cell membrane can pose a challenge, it is usually intracellular
processes that limit the efficiency of delivery systems. So much so that they have
been regarded as the 'bottleneck” of cell delivery [27, 28]. During internalization
through the main pathways discussed above, foreign particles are found inside a
vesicle called endosome. Endosomes mature to become late endosomes and then
they fuse with a lysosome, which is a cell organelle that contains several enzymes
for degrading foreign agents and avoid damage to the cell. These enzymes are
capable of destroying the delivery system together with the DNA cargo, so it is of
the utmost importance to bypass lysosomal degradation for efficient gene delivery.

Most polymeric delivery systems rely on the proton sponge effect to escape
degradation by the lysosomes. This effect has been theorized to take place when
there are groups with buffering capacity in the nanocarrier. Since the enzymes in
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lysosomes need an acidic pH to work properly, protons are pumped inside the
lysosome together with chloride ions by the membrane pump V-ATPase but, if the
polymer inside can bind these protons, pH will not turn acidic. As a consequence,
more and more hydrogen and chloride ions will be pumped inside, creating a
concentration gradient across the membrane. This will lead to water entering the
lysosome by osmosis and eventually pressure inside will grow so much that the
membrane will burst [28, 27, 29]. This has been and still is the most widely-spread
theory for lysosomal escape, and many nanocarrier designs rely on it. However,
there are several unknowns about the exact process, while others even doubt the
existence of such a mechanism [27]. Polyethylenimine (PEI) was the first polymer
to be reported to induce the proton sponge effect thanks to all the amines it carries
[29], but research by Benjamisen et al. showed that PEI did not cause a change
in the normal pH of lysosomes by attaching two fluorescent dyes to the PEI that
have different working pH ranges, allowing them to measure pH as a function of
the signal of both dyes. Their results indicate that pH is acidic even when PEI is
present, casting doubts on the escape mechanism proposed by the proton sponge
effect [28]. Moreover, it has been reported that polymers with improved buffering
capacities do not lead to better gene expression [30]. Still, there are groups that
maintain that the swelling of the lysosome is still possible and it would be caused
by the V-ATPase pump trying to maintain pH by pumping more ions.

More recently, a new theory explaining lysosomal escape has been formu-
lated. This theory suggests that cationic polymer is able to intercalate with the
lipid bilayer of the endosome and disrupt it momentarily, creating pores that can
be used for nanocarriers to release into the cytosol. This would not lead to a
complete destruction of the vesicle, but it would open the possibility of avoiding
degradation before it starts. The cationic polymer can intercalate before, during or
after the vesicle is fully formed, but the evidence seems to suggest that the pores
are formed in the endosomal or late endosomal stage and not in the cell membrane
proper [31, 32]. Moreover, it has been found that free cationic polymer increases
delivery efficiency thanks to its ability to disrupt the membrane more easily. This
phenomenon has been observed in studies where membrane-disruptive polymer
has been added to cells together with a nanocarrier [30] and also when the
polymer that is used to form the nanocarrier is added in excess [33].

The two theories above try to explain how a nanocarrier may escape degra-
dation, but in order to get expression, DNA needs to reach the nucleus. One
common strategy is to incorporate a nuclear localisation motif extracted from
the SV40 T antigen [34] in the plasmid, but it is also common to simply wait for
the cell to reproduce. During cell division, the nuclear membrane breaks, and
foreign DNA can be incorporated into the cells genome [35]. However, the biggest
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problem is that some delivery systems are so good at protecting the cargo that
they do not disassemble in the cytosol, blocking DNA integration in the genome
and expression. Osawa et al [8] found that a delivery system composed of tri-block
copolymer exhibited great protection capabilities but, when the system was placed
in a cell-free transcription-translation system, expression was lower than that of
free DNA or a less protective system. Despite this, enough DNA was let free to
allow expression and making the delivery systems better than other systems in
real cells. Relying on spontaneous release of DNA in the cytosol is also common
in this field.

1.3 Non-viral gene delivery: Polyplexes

Non-viral delivery systems hold great promise for introducing foreign DNA pieces
in cells to genetically modify them. However, due to the poor efficiencies displayed
by these systems so far, more research is till necessary to make them adequate
for widespread use in vivo. In this section, a small review of non-viral delivery
systems will be included in order to understand where the field stands now and
what challenges still remain. The two main types of non-viral delivery systems
are lipoplexes and polyplexes. The former are prepared by using cationic lipids
that can interact with DNA and protect it, while the latter are made of cationic
polymer that can condense DNA and form small aggregates in the nanometer
range. Of these two, more emphasis will be made on reviewing polyplexes, as
they are closer to the topic of this thesis, but some examples of lipoplexes and the
advantages they provide will also be included.

As mentioned above, polyplexes are made of polymers that have some cationic
side. The positive charges in the polymer are able to electrostatically bind to
the negative charges in the DNA backbone and it has been found that, when
the ratio of positive to negative charges is equal or bigger than three, the DNA
is condensed [33]. This process reduces the size occupied by a piece of DNA,
making it more likely that it will be internalized by cells. As has been described
in section 1.2.3, positive charges in a nanocarrier can also mediate endosomal
escape, which increases transfection efficiency, and the protection provided by the
polymer prevents degradation of DNA by enzymes like DNases. The two most
widely-used cationic polymers for DNA are poly-L-lysine and polyethylenimine
(PEI), both of which have been used in different delivery system for a long time
[36, 37]. Due to the positive charges they carry, they can condense DNA to form
nanocarriers in the nanometer range, improving transfection efficiency in cells.
Still, not all forms of these polymers have the same properties. For instance, it
has been found that branched PEI is able to create smaller polyplexes compared
to linear PEI, a difference that was attributed to the presence of secondary and
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tertiary amines in the branched version [38]. In a different study, it was found
that DNA condensates prepared with arginine-rich molecules increased stability
of polyplexes when compared to lysine-rich compounds, even though both were
able to form aggregates [39].

Nowadays, it is not common to use only a cationic polymer for nanocarrier
formation. Instead, the properties of different polymer can be combined to
incorporate new functionalities to polyplexes. This is usually done by synthe-
sizing block copolymers with two or more blocks, each made with a different
compound, one of which must be cationic to induce polyplex formation. The
other blocks can improve the nanocarrier’s properties such as protection against
degradation or improved circulation in blood. For example, it was found that
complexes of DNA and PEI cannot be easily dissolved in water, even though
the two components alone can [38]. This could lead to poor circulation in blood
during in vivo delivery, as well as aggregation and precipitation in water-based
solution such as cell culture medium in in vitro experiments. To compensate for
this, PEI can be coupled with a non-charged hydrophilic polymer that will be
able to interact with water-based solvents while the PEI block interacts with the
negative charges of DNA and condenses it. One example of such a system can
be found in [40], where they synthesized a di-block copolymer by combining
PEI and poly-ethylenglycol (PEG), which is hydrophilic. The resulting polymer
was able to condense DNA into rod-shaped polyplexes, while the PEG block im-
proved solubility in water and increased the protection of the cargo from nucleases.

The tuning of the properties of polyplexes can be taken even further by in-
corporating more components. Nomoto et al. synthesized a polyplex formed
of three layers: an inner layer of cationic poly-L-lysine to condense DNA, an
outer layer of PEG for improved protection and a middle layer of poly(N-
(N-(2-aminoethyl)-2-aminoethyl)aspartamide) that was used to incorporate
photosensitive dendrimer phthalocyanine particles. When pH turns acidic in
the late endosome or lysosome and light is irradiated on the cell, the dendrimer
phtalocyanine mediate the escape of plasmid DNA to the cytosol, thus increasing
transfection efficiency more than a hundred times [41]. In this case, a third block
was incorporated in the copolymer to induce endosomal escape while retaining
the ability of poly-L-lysine to condense DNA and the increased protection offered
by PEG. In another study, stability against degradation was improved by creating
a polyplex made of a tri-block copolymer that had cationic and hydrophilic
blocks as well as one that could transition from hydrophilic to hydrophobic at
30 °C and was composed of poly(2-n-propyl-2-oxazoline). This allowed for easy
polyplex formation below 30 degrees, but in a physiological environment, at 37
°C, the thermoswitchable compartment created a hydrophobic barrier between the
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Figure 1.2: Example of polyplex formed by a cationic block, a thermoresponsive block and a PEG
block that is attached to a cell membrane ligand. Figure adapted from [42] with permission, copyright
John Wiley and Sons 2019

condensed DNA and the hydrophilic outer layer. Since nucleases are found and
work in water-based medium, the hydrophobic wall increased protection of the
cargo significantly [8]. These are only two examples, but they already show the
great flexibility that polyplexes offer, and it opens the possibility of improving
delivery systems based on specific needs (Figure 1.2).

Despite their versatility, polyplexes have only accomplished moderate suc-
cess in gene delivery so far. In contrast to viral delivery systems, polyplexes have
not evolved specifically to introduce DNA in cells and, as a consequence, they need
to be internalized like any other particle and they end up in lysosomes, where they
can be degraded. As explained in section 1.2.3, escape of the polyplexes into the
cytosol is the most limiting step in the delivery process, reducing the efficiency of
these systems. Another drawback of polymer-based delivery system comes from
the fact that enhanced shielding of DNA is usually related to poorer expression in
cells because DNA needs to be free to be transcribed. This effect can be seen in
the paper by Osawa et al. mentioned above [8], where they tested their polyplex
in a cell-free transcription/translation system and found that overall expression
was lower than for free plasmid. In summary, polyplexes only improve delivery
because they allow a higher amount of DNA to reach cells unharmed, but a
smaller percentage of the genetic material that enters the cell is actually expressed.
This tradeoff does not exist in viral systems, as they provide protection for the
cargo and then they release it free in the cytosol [43]. Finally, another drawback
of polyplexes is that polymers carrying many positive charges have been reported
to cause cytotoxicity, with the effect being more pronounced in places of the body
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where particles tend to accumulate such as the liver or lungs [44, 45].

Lipoplexes are also used as non-viral delivery systems. They consist of
lipids that often have a non-charged tail and a cationic head that can interact
with DNA. However, DNA is not always condensed to the same degree as with
cationic polymers. One typical structure found in lipoplexes is composed of
multiple monolayers of lipids that trap DNA in between them. Another structure
that has been found in lipoplexes is a honeycomb structure in which DNA is
compressed inside seven cylinders formed with the lipid [46]. These structures
tend to be bigger than polyplexes so internalization is not as easy, so there have
been attempts in which lipids have been coupled with some ligand that binds to a
receptor of the cell membrane such as transferrin [47]. On the other hand, lipids
provide an effective protective layer that can be superior to polyplexes. Some
notable examples of cationic lipids that have been used for transfection include
DOTAP, DV-Cholesterol and DOSPA [46].

As a final remark, it is important to point out that there is the possibility of
combining polyplexes and lipoplexes to take the best of each system. The result
is called lipopolyplex, and it usually consists of a cationic polymer coupled
with a neutral lipid. This gives the resulting molecule the ability to condense
DNA to very small sizes while retaining the enhanced protection provided by
lipids[48, 49]. It has also been found that these structures cause lower cytotoxicity
and can be coupled with ligands to target receptors of the cell membrane and
increase transfection. These systems are promising tools for gene delivery, but
most research in this topic is relatively new, with a majority of papers being
published since 2010 (according to Google Scholar statistics), so more research
is still necessary to make this kind of delivery systems good enough for clinical
purposes.

1.4 Fourier Transform Infrared Spectroscopy

Fourier transform infrared spectroscopy (usually shortened as FTIR spectroscopy)
is an analytical technique that is able to detect certain chemical groups found
in a sample. As its name suggests, FTIR spectroscopy uses radiation in the
infrared part of the spectrum, which has low energy, and therefore samples
are not damaged during the analysis. This technique is able to detect different
chemical groups because covalent bonds between atoms can move, bend, stretch
or perform other movements, and that means that, for every bond, there is a
resonance frequency associated with it [50]. When infrared light containing several
frequencies hits a molecule, some energy will be absorbed, but the absorbance will
be higher for the resonant frequencies of the bonds found in it. This means that by
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Figure 1.3: Simple diagram of the Michelson interferometer that is used in FTIR spectroscopy. Figure
printed from [53] with permission, copyright Springer Nature 2006

recording the amount of absorbed infrared light at every frequency, a fingerprint
of the molecule is obtained in the form of a spectrum [51, 52].

The most common tool for performing FTIR spectrosocpy is the Michelson
interferometer (Figure 1.3). In this piece of machinery, there is a beam splitting
glass that separates the ray of infrared light in two equal beams. One of the
beams travels to a fixed mirror and it rebounds, while the second beam travels to
a moving mirror and then it also rebounds. The two beams reunite at the glass,
but they are no longer equal. Since one of the mirrors is moving back and forth,
the beam reflected from it will have to travel a shorter or longer distance than
the other beam, so they might be out of phase when they reunite. This causes
that, depending on the position of the moving mirror, the total intensity of the
reunited signal can vary in intensity, having the original intensity as a maximum
and a complete interference as a minimum. After this, the light is shone on the
sample and the absorbance is recorded. Then, a plot of absorbance versus mirror
position called interferogram can be constructed and, applying Fourier transform,
the interferogram is converted into a spectrum, in which absorbance is a function
of wavenumber [51, 52]. The results are recorded and processed by a computer,
so the Fast Fourier Transform algorithm is commonly used. In the end, a the
spectrum will show peaks at the wavenumbers that resonate with some bond
found in the ample, so some structural information about it can be obtained. For
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example, around 1600 to 1700 cm™~ there is a region referred to as the amide I
band. A peak in this region is usually associated with the stretching of a double
bond between carbon and oxygen [52]. In summary, FTIR spectroscopy can be
used to learn information about the composition of a sample in a fast, simple and
non-destructive way but, contrary to other techniques like NMR, the information
provided by it is usually insufficient to obtain a full description of the molecules
found in the sample [51].

1.5 Atomic force microscopy

Atomic force microscopy (AFM) has been used extensively during this thesis to
evaluate different characteristics of the developed gene delivery system. In this
section, a short of review of the theory behind this technique will be provided.
AFM is a scanning probe microscopy technique that measures the topography of
a surface. The scanning is performed using a small (nanometer range) tip whose
atoms interact with the atoms found on the surface, creating either an attractive
or repulsive force. The tip is attached at the end of a flexible cantilever that will
bend in different ways depending on the forces acting on the tip. By shooting
a laser at the cantilever and reading the reflected light in a photodiode one can
translate the force acting on the tip to something that can be easily measured
such as the position of a laser (Figure 1.4). The AFM system is calibrated at the
start of a measurement such that the laser hits exactly in the middle of the diode,
making the recorded voltage on the upper side of the photodiode equal to that of
the lower side. When the force applied on the tip changes, the laser moves, and
the difference between these two voltages changes, indicating the extent of such a
force [54, 55].

The force that a tip feels changes depending on the distance between it
and the surface. When the two are very close, a repulsive force appears due
to the overlap between the orbitals of the atoms, but when the two are further
away, an attractive force appears, mostly caused by Van der Waals interactions
[54]. Nowadays, most AFM systems work by trying to maintain a constant
distance between tip and surface by moving the tip up or down, and the laser
is used as feedback to ensure that the force and therefore the distance remain
constant. Recording the position of the tip with respect to the surface, a map of the
roughness of the surface is obtained and, if there is any larger structure deposited
on the surface, it appears as a mound of the same height. AFM can operate in
different modes: contact, semi-contact (also called tapping mode) and non-contact.
As the name implies, in the first mode, the tip is touching the surface all the time
while taking the measurement. This poses a problem, as the tip can easily break if
it hits a large structure or, in the cases of soft samples such as biological material,
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the sample itself can be damaged. In non-contact mode, the cantilever is set to
oscillate above the surface so that the tip never touches the surface, removing
the problem of sample or tip damage but also reducing the ability to reconstruct
the topology of the sample due to the forces being weaker. As a middle ground
between the contact and non-contact there is tapping mode, in which the cantilever
is set to oscillate close to its resonance frequency and the tip makes contact with
(or gets very close to) the surface when it is at the lower point of the oscillation.
This means that the profile of the surface is measured similarly to contact mode,
but the tip is not touching the surface all the time during scanning, reducing the
possibility of damage to the tip or to the sample. The laser is used as feedback
to control the amplitude of the oscillation and maintain a constant interaction
between tip and surface [55, 57]. This mode is the one that has been used for all
the AFM experiments that have been performed in this thesis, as it provides a
good balance between accurate topological information and preservation of the
samples.

1.6 Experimental evaluation of cytotoxicity

One of the most important features when developing any delivery system,if not
the most important, is that it must not be toxic to cells. Even if a system is able to
deliver its cargo efficiently, it cannot be used if it causes high levels of cell death,
especially for in vivo applications due to the possible health problems (e.g. tissue
damage). In this work, a system consisting of polymer and small cationic peptides
will be used to condense DNA and assemble a gene delivery vehicle. Therefore,
it is necessary to asses the cytotoxicity of each of these components and of the
final particle. There are many different assays for determining toxicity. Some
common types include fluorimetric, colorimetric, luminometric and dye exclusion
assays. Although they all have advantages and disadvantages, in this work an
LDH release assay will be used, which belongs to the fluorimetric category. This
kind of cytotoxicity assays are widely-used as they tend to have higher sensitivity
[58]

This assay estimates cytotoxicity percentage by indirectly measuring the amount
of lactate dehydrogenase (LDH) present in the culture medium. LDH is usually
present in trace amounts in the mediums that are used for this test, but it can be
found mostly inside cells. Once cells die, their membranes fall apart, releasing
the content of the cytoplasm. Because of this, the amount of LDH found in
the medium is directly proportional to the number of dead cells. When LDH
and NAD+ are present, lactate will be converted to pyruvate and NADH will
be formed. The latter will then be used as a proton donor for the reaction
that transforms resazurin into resorufin with the aid of the enzyme diaphorase.
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Resorufin is fluorescent, so the amount present in a sample can be easily measured
by observing the fluorescence intensity at an excitation wavelength of 560 nm and
emission wavelength of 590 nm [59].

In order to test the toxicity of a certain molecule, a cell culture must be in-
cubated with the molecule and then the substrate buffer is incorporated to
generate resorufin. Then, a stop solution provided in the kit is used to stop the
formation of the fluorescent molecule, and the intensity is measured. In order
for the assay to give meaningful information, it is of the utmost importance to
use controls. A lysis solution that will kill almost all of the cells present in the
culture well serves as a positive control that sets an upper bar for the intensity
that corresponds to maximum toxicity. Another key control is a background
measurement of the fluorescent intensity. LDH might be present even before cell
death due to the serum that is used to make the culture medium containing high
levels of LDH. That is the case of fetal bovine serum [13], while others such as
horse serum have much lower levels. The background intensity must be subtracted
from the measured values to obtain the true results that reflect the percentage of
cell death. For any given sample, the percentage of cell death can be computed as:

Measuredintensity — Backgroundintensity

%Celldeath =
eraea Positivecontrolintensity — Backgroundintensity

(1.1)

1.7 Electroporation

Transfection of foreign DNA into mammalian cells is significantly more difficult
than bacterial transformation. The cell membrane is less permeable, so forming
pores is often the only option to achieve a high delivery success. However,
contrary to bacteria, the disruption of the membrane can, under certain circum-
stances, lead to high cell death [60]. There exist several transfection methods
such as microinjection or chemical transfection, but electroporation is the most
widely-used thanks to its high levels of efficiency in many cell lines [60, 61]. This
technique creates pores in the cells by applying a voltage, allowing free pieces of
DNA to enter the cytosol (Figure 1.5). Given its versatility and widespread use,
electroporation has been selected as the baseline to evaluate the performance of
the nanocarrier that has been developed in this project.

As mentioned above, electroporation consists in creating pores in the cell
membrane by applying a voltage, allowing certain molecules like DNA to move
inside the cell, even if they are not able to cross the membrane under normal
circumstances. Because of this, this technique is often referred to as electroperme-
ation. When a voltage is applied, the potential across the cell membrane suddenly
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Figure 1.5: Illustration of the electroporation method of gene transfection. Reprinted from [62] with
permission, copyright Springer Nature 2008.

changes, disrupting its natural state. In response, the cell membrane opens pores
that are quickly filled by the extracellular medium, which helps reduce the voltage
drop across the membrane [63, 64]. These pores are usually small in size, but
sufficient for molecules like DNA plasmids to go through due to diffusion and
convection. As long as the external voltage continues to be applied, the pores
tend to grow larger, but when the voltage is removed and the membrane potential
is restored, the pores collapse. However, if the holes grow up to a critical size,
they may continue to grow after the electroporation process is over, leading to cell
death. Cell damage can also be mediated by stable pores being formed in some
section of the membrane [65, 64].

Considering that, before reaching a critical size, pores can only grow as
long as an external voltage is applied, different methods have been developed to
control exposure time. One option consists in regulating voltage as a periodic
square function, alternating high potential phases with low potential phases.
Another option consists of using a capacitor to store energy, and then use it to
deliver the desired voltage. As time goes by, the total applied voltage decreases
exponentially as the capacitor discharges the stored energy. This method ensures
that a high voltage can be applied to the cells to improve pore formation while
reducing the total exposure time [66]. The best way to quantify the discharge time
is to calculate the time constant of the voltage drop. This constant is defined as
the time it takes for the voltage to decrease to 37 % of its maximum, and it can be
estimated as T = C * R, where C is the capacitance and R is the electrical resistance
of the sample. In practice, T is measured by the electroporation machinery, giving
a good indicator about the success of the process [63].

There are different factors that influence the efficiency of electroporation,
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the most important ones being the strength of the applied voltage, the medium
of the sample, the cell density and the time constant mentioned above. The
latter is strongly related to the choice of medium for the cells, as a solvent with
high ionic strength such as PBS will lead to a higher voltage drop across the
sample, that is, a higher voltage is applied to the cell membrane. This is usually
desirable for mammalian cell transfection. The amount of cells that are present
can also have an effect on the conductivity of the sample. Typically, a density
between 5x10° and 1x107 cells/ml yields good results. Finally, the maximum
applied voltage is also a key factor because, if it is too low, not enough pores
will be formed, leading to very low transfection efficiency. If instead, it is too
high, the membrane disruption might be too strong and cause high cell death.
According to the literature, voltages between 0.2 to 0.5 kV are commonly used [61].

It is important to consider that, even if electroporation is a useful transfec-
tion method, it still has limitations. First, cell survival can be low, especially if
some of the parameters of the experiment are not optimized, leading to low overall
efficiency. Secondly, and perhaps more importantly, this transfection method is
limited to in vitro cell cultures, which limits its use to the laboratory. Moreover, it
has been found that large plasmids with 10 kilobases or more have quite lower
transfection efficiencies [67], so incorporating large genes such as Cas9 (more than
6000 bases not counting regulatory sequences) via electroporation can become
quite challenging.

1.8 Project description and objectives

Delivery systems for DNA could help improve the therapeutic use of gene therapy
in several diseases, so creating new designs that can overcome the existing limita-
tions in the field is still necessary. Because of this, this thesis will attempt to create
a new DNA nanocarrier that can safely and efficiently transfect human cells with a
plasmid. This new delivery system will be build using poly-N-vinyl-2-pyrrolidone
thiooctadecyl ( courtesy by Prof. Shtilman, Mendeleev University of Chemical
Technology of Russia, Moscow, Russia), commonly referred to as PVP-OD, an
amphiphilic block copolymer that has been previously used in drug delivery
systems [68]. The polymer has a hydrophilic block, poly-N-vinyl-2-pyrrolidone,
and a hydrophobic block, thiooctadecyl, so when the polymer is found dissolved
in a polar solvent it will tend to form micelles, with the hydrophobic groups
shielded of the inside and the hydrophilic groups interacting with the solvent.
PVP-OD can be synthesized with different weights, but throughout this project
12 kDa PVP-OD has been used. Previously, PVP-OD has been approved as a
safe material to use in humans by the FDA and it is generally accepted that
PVP-OD below 20 kDa is not harmful for humans [69]. Moreover, the fact that it
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includes a hydrophobic block can enhance protection of the cargo, as nucleases
act in hydrophilic environments [8]. Because of this, it is a perfect candidate for
developing a new DNA delivery system.

The main reason why PVP-OD has not been used for gene delivery so far is
that, as has been mentioned before, DNA needs to be condensed with positive
charges to be able to fit inside a carrier and be delivered, but PVP-OD has no such
charges. To compensate for this, a short cationic peptide composed of 3 arginines
and 5 alanines will be synthesized and then coupled to PVP-OD by means of
amide bonds. This is possible because PVP-OD has acrylic acid groups which
allow linking of other molecules using EDC/NHS coupling. It is expected that
the charges of the peptide will be enough to condense DNA down to a size that
can be integrated by a cell. One advantage of using short peptides is that the
total number of charges that are introduced in the body is reduced compared to
cationic polymers. It has been found that molecules with many charges can cause
damage, specially in the liver [44, 45], so reducing the charges also minimizes the
risk of adverse effects. Moreover, production of short peptides is relatively easy
and inexpensive, so it might be a good alternative to the synthesis of cationic
polymers [70]. The plasmid that has been selected for transfection is composed
of 10 kilobases and it contains the genes for the nuclease Cas9 and for Green
Fluorescent Protein (GFP), optimized for expression in mammalian cells. The
latter is included in the plasmid as a reporter gene to check if transfection has been
successful. The transfection efficiency has been tested previously in stem cells and
expression of GFP was obtained, but it remains to be tested in primary cells such
as fibroblasts [71]. The main objectives of this project can be summarised in the
following points:

1. Assemble the new DNA nanocarrier using the components stated above.

2. Characterize the nanocarrier in terms of size, shape and other relevant parame-
ters.

3. Test the safety of the nanocarrier components in human fibroblasts and establish
a range of concentrations that do not lead to widespread cell death.

4. Test the transfection efficiency of the new DNA nanocarrier in human fibroblasts
and compare it to a control transfected by electroporation.

1.8.1 Limitations of 2D culture experiments

Throughout this work, all of the cell experiments took place in vitro, in two-
dimensional cultures. This is a standard procedure for testing new biological
agents (drugs, polyplex, lipoplex, etc.), as it is not legal or ethical to use a
completely new, unknown compound in humans or even in animals. However,
after reviewing the literature, it becomes apparent that 2D cell cultures have
certain limitations that make them significantly different to more complex systems
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such as the human body. In this section, said limitations will be summarised
in order to understand the real scope of the experiments that have been performed.

The first limitation of traditional cell cultures lies precisely in the fact that it
is two-dimensional, in contrast to the complex 3D environments that can be found
in the human body. This has a profound effect on how DNA nanocarriers would
be distributed among the cells, as some of them are more exposed to the blood
flow than others. This unequal distribution does not happen in the 2D culture,
where there is a layer of cells submerged in culture medium with the nanocarrier
particles evenly distributed inside. This discrepancy between 2D culture and in
vivo systems makes a difference in key parameters such as transfection efficiency or
cytotoxicity. If a specific tissue or organ has to be transfected, one cannot assume
that the efficiency will be as high as for 2D culture because not all cells will be
equally exposed to the nanocarrier. As for the toxicity, the fact that concentration
is not uniform could mean that a high amount of nanocarrier accumulates in one
place, leading to higher cell death than what is observed in a culture plate. An
example of this can be seen in [44], where a cationic polyplexes were tested in vivo,
and it was observed that, at certain concentrations, damage could be observed
in the liver but not so much in the rest of the body, because the polyplexes were
accumulating when they were being removed from the body.

Another difference between traditional 2D culture and complex systems such as
the human body relates to the fact that, in cell cultures, there is usually only
one type of cells instead of multiple highly specialised cell types that can be
found in the body. That means that some of the basic physiology and behavior
changes in different parts of the body, making it difficult to translate the results
obtained in 2D cultures to in vivo systems. Moreover, in a human body, many
different tissues and systems and apparatus exist, and this makes the problem of
nanocarrier delivery fundamentally different to 2D experiments. In cell cultures,
nanocarrier-containing medium is added to cell and allowed to incubate for at least
several hours, so the probability of particles reaching the cells is high. However,
in a human body, the nanocarrier would have to circulate through blood before it
can reach the target cells, increasing the chance for removal or degradation. This
drastically reduces the efficiency, especially if a very protected organ such as the
brain (it is separated from most components in the blood flow by the blood brain
barrier) is targeted.

Because of these reasons, it becomes clear that the results obtained in 2D
cell culture experiments cannot be directly extrapolated to real in vivo systems,
so it is necessary to design better experimental setups to confirm whether the
designed nanocarrier is actually efficient and safe. One option that has become
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popular in recent years is to use microfluidic chips that are designed to better
mimic in vivo conditions while still working in vitro. For instance, a chip with flow
through it is a dynamic system and it is therefore a more accurate representation
of how the nanocarrier would reach cells through the blood flow. Moreover,
because these chips are miniaturized and work with small volumes it is relatively
inexpensive. It is also possible to culture different types of cells and to build
membranes that can shield them from the flow in a similar way to the endothelium
in animal bodies. Considering how useful such a system could be, this thesis
includes a proposal of a microfluidic chip that could be used to further test the
developed DNA nanocarrier. To aid in the design of this chip, a model has been
created in COMSOL Multiphysics that attempts to replicate its behaviour, allowing
the user to test different geometries and conditions easily before spending time
and money for building a chip. Because of this, a new objective is defined for the
project:

5. Given the limitations that the in vitro experiments have, a microfluidic system
for more efficient testing will be proposed and a model will be developed in
COMSOL Multiphysics 5.5 to aid in the design of such a device.

1.8.2 Fmoc solid phase peptide synthesis

In this work, a short cationic peptide with the sequence KKKAAAAA will be
synthesized using fmoc solid phase synthesis to be used in DNA condensation.
This method of peptide preparation consists in sequentially adding each amino
acid to a growing chain that is attached to a solid resin. The C-terminal of the first
amino acid will react with the N terminal of the resin, while all the other amino
acids will bind to the N terminal of the last one that has been added to the chain
[72, 73]. In order to control the growing of the chain and ensure that the final
amino acid sequence is the expected one, all of the N-terminals are protected by
an fmoc group. While this group is still present, no incoming amino acid can bind
to the N terminal of the growing chain, and instead it is necessary to remove this
fmoc group to continue with the synthesis. The step of removing the fmoc group
from a growing peptide chain is known as deprotection, and it can be done by
adding piperidine, which cleaves fmoc, creating the byproduct dibenzofulvene.
By monitoring changes in absorbance caused by this byprodcut, it is possible to
evaluate how successful deprotection has been and, if efficiency has been low,
more time or deprotection steps can be performed [70].

The entire process of synthesis starts with the deprotection of the N termi-
nal of either the growing chain or the resin (in the first step). Then, the next amino
acid to be added in dissolved, activated and added to the vial containing the resin
so that it can form an amide bond with the deprotected N terminal of the growing
chain. The newly incorporated amino acid still has the fmoc protective group, so
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it will not be possible for more than one amino acid to bind to the peptide chain
at each step. This process has to be repeated until the peptide has reached the
desired sequence. At this point, the peptide can be cleaved from the resin using
TFA [72].

Fmoc peptide synthesis is one of the most widely used methods for prepar-
ing custom short peptides. It provides great versatility regarding the sequence and
properties of the peptide, and most of the components needed for the synthesis
are relatively inexpensive [70]. Thanks to the fmoc groups, the yield and purity of
the final product is significantly increased but, if necessary, the resulting peptide
can be purified using chromatography.

1.8.3 Cross-linking PVP-OD to KKKA5: EDC/NHS coupling

In order to assemble the DNA nanocarrier, it will be necessary to cross-link the
polymer PVP-OD to the short cationic peptide that will be synthesized so that
it carries positive charges that can condense DNA. Some stock of the 12 kDa
PVP-OD has been modified to have acrylic acid groups. The degree of substitution
ranges from 10% to 95%, meaning that the amount of peptides bound to every
PVP-OD molecule can be tuned. Since acrylic acid contains a carboxylic group
and the peptide has a primary amine in its N-terminus, EDC/NHS coupling is the
best option for cross-linking.

EDC/NHS coupling is a chemical process that forms an amide bond be-
tween a carboxyl group and a primary amine. EDC is a zero length cross-linker, as
it allows the reaction to take place but it is completely removed upon completion
of the coupling [74, 75]. EDC must be mixed with the molecule that has the
carboxyl group, and it will form an intermediate, O-acylisourea ester. If a primary
amine is then added to the mixture, an amide bond will form, while the EDC will
be released as an isourea byproduct [75]. The main problem with this is that the
intermediate ester is highly unstable in water environments because it undergoes
hydrolysis and the original carboxyl group is recovered. This can severely hinder
the efficiency of coupling. As a solution to this problem, N-hydroxysuccinimide
(NHS) is also added to the reaction. NHS reacts with the o-acylisourea ester,
forming a stable, amine reactive, NHS ester. When the amine is added, the amide
bond forms as it did when only EDC was used, leaving no part of NHS behind
[tHERMO]. Sometimes, sulfo-NHS is used instead of NHS, as the former is more
soluble in water.

The buffer for the reaction can vary depending on the solubility of the molecules
that are being coupled, but regulating the pH can improve efficiency. In the
beginning, when EDC and NHS are added, the pH will most likely be acidic, as
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EDC is usually bought as a hydrochloride. This will favour the formation of the
intermediate esters, but the formation of the amide bond itself is more efficient in
slightly basic pH between 7,5 and 8 [74]. Because of this, it can be beneficial to
adjust the pH when the amine is added, for instance by mixing DIPEA. DIPEA is a
proton scavenger, so it will increase the pH, but it is also a very poor nucleophile,
so it will not compete with the primary amine to form an amide bond [76].






Chapter 2

Materials and methods

2.1 Solid Phase Peptide Synthesis

In order to condense DNA, the cationic peptide KKKAAAAA was synthesized
using Activo-P11 automatic peptide synthesizer (Activotec). For each lysine in
the sequence, 351 mg of Fmoc-Lys(Boc)-OH (Activotec) powder was weighted,
while 233 mg of Fmoc-Ala-OH (Activotec) were measured for the alanine residues.
Dimethylformamide (DME, Iris Biotech GMBH) was used for the cleaning steps
and also as a solvent for other solutions used in the synthesis. A solution of
0.5 M Hexafluorophosphate Benzotriazole Tetramethyl Uronium (HBTU, Iris
Biotech GMBH) and 0.5 M Oxymapure (Iris Biotech GMBH) in DMF was used as a
coupling agent for the amino acids and a 1 M N,N-Diisopropylethylamine (DIPEA,
Tokyo Chemical Industry) in DMF solution was used as proton scavenger. 25 %
(v/v) piperidine (Iris Biotech GMBH) in DMF was used as decoupling reagent
and dichloromethane (DCM, Iris Biotech GMBH) for. Rink MBHA amide resin
with loading capacity of 0.56 mmol/g (Sigma Aldrich) was used as the substrate
for growing the peptide so 273 mg of resin were weighted in the the reaction vial.

For each amino acid that was added to the growing peptide, the cycle per-
formed by the machine was as follows: 1) Use piperidine solution to deprotect
(remove Fmoc group) the last amino acid in the chain, 2) Dissolve the amino acid
powder with HBTU/Oxymapure solution, 3) Add DIPEA solution to the already
dissolved amino acid, 4) Introduce the amino acid solution to the reaction vial
and 5) Shake reaction vial to allow for coupling of the amino acid to the growing
peptide chain. Every time the reaction vial was emptied, it was rinsed with DMF
before moving to the next steps. Every deprotection step cycle consisted of at least
two deprotection steps (one step consists on introducing piperidine solution to
reaction vial, shaking for 10 min and emptying), after which the UV absorbance
value of the solution after emptying the vial was below a threshold (set to 120
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in this case). If absorbance was above, up to three more deprotection steps were
carried out until the absorbance was below the threshold.

After synthesis, the peptide was cleaved from the resin using the Activo-P12
cleaving machine (Activotec). First, 5 ml of a solution containing 95% trifluo-
roacetic acid (TFA, Iris Biotech GMBH), 5% triisopropylsilane (TIS,) and 5% dH,O
were prepared and added to the reaction vial. Then the vial was placed in the
Activo-P12 and it was shaken for 40 min before emptying the solution into a
50 ml Falcon tube. Then, 5 ml of pure TFA were added to the vial and shaken
for 5 min before emptying again in the tube. 10 ml of ice cold diethylether (Iris
Biotech GMBH) were added to the Falcon tube before centrifuging at 4 °C for
10 min. After centrifuging, the supernatant was discarded and the pellet was
re-suspended in 10 ml of diethylether, followed by 10 more min of centrifuging.
The process was repeated one more time to ensure that the synthesis product was
in the pellet. Finally, some holes were made in the tube’s lid before placing it in
the Christ Alpha 1-4 LD plus (Martin Christ Gefriertrocknungsanlagen GmbH) for
freeze drying overnight. The final product powder was kept at -4 °C for long-term
storage.

2.2 DNA Amplification and Extraction

The plasmid pCas9-GFP was amplified and extracted starting from a glycerol stock
of transformed Escherichia coli cells.

2.21 LB-agar plates and LB medium preparation

LB-agar solution was prepared by mixing 10 g/I tryptone (Sigma Aldrich), 5 g/I1
yeast extract(VWR), 5 g/1 sodium chloride (VWR) and 15 g/1 agar (Sigma Aldrich)
in water. Another solution was prepared using the same components except for
agar, to be used as liquid culture medium. The solutions were autoclaved at a tem-
perature of 121 °C and a pressure of 1 bar for 30 minutes to ensure sterility and,
then, they were allowed to cool down below 60 °C before adding 100 pg/ml of
ampicillin, which worked as a selection marker to grow bacteria that had internal-
ized the plasmid only. Finally, the LB-agar solution was poured into Petri dishes
and allowed to solidify before storing the plates at 4 °C together with the liquid LB
medium.

2.2.2 Plasmid extraction

In order to recover the transformed bacteria from the glycerol stock, a pipette tip
was dipped into it and introduced in a tube containing 5 ml of LB liquid culture
medium. The tube was left at 37 °C overnight with constant shaking (300 rpm) to
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allow bacteria to grow. After checking that bacteria had indeed grown, some of the
liquid was spread on a Petri dish containing LB-agar and ampicillin using a sterile
cell spreader. The plates were incubated overnight at 37 °C to allow the growth
of bacterial colonies. The morning after, one colony was picked up from the plate
with a pipette tip to do another liquid overnight culture. Finally, the plasmid of
interest was extracted from the liquid culture using the protocol of the GeneJET
Plasmid Miniprep Kit (Thermo Scientific). First, the liquid culture was centrifuged
to spin down the bacteria and the liquid medium was discarded. Next, the bacteria
in the pellet were resuspended in 250 ul of the Resuspension solution provided in
the kit and 250 ul of Lysis solution were also added to induce cell breaking. After
less than 5 minutes, 350 ul of Neutralization buffer were added to avoid damage
to the plasmid. Then, the solution was centrifuged, causing all cell debris to form
a pellet while the supernatant containing the plasmid was transferred to an spin
column and centrifuged once more. The plasmid was trapped in the column’s filter,
while the rest of the liquid passed through and was discarded. The spin column
was then washed twice using 500 ul of Wash solution and the empty column was
centrifuged without any solution to remove any impurities from the plasmid in
the filter. Finally, 50 pul of elution buffer were added to the column, which was
incubated for 2 min and the centrifuged one last time to allow for the plasmid to
go through the column. The solution containing the plasmid was stored at -20 °C.

2.2.3 Plasmid analysis

In order to confirm that the extracted plasmid was pCas9-GFP, 5 ul of DNA
solution were mixed with 1 ul of Purple Dye (New England Biolabs) and loaded
in a 1% agarose (VWR) gel. 6 ul of 1 kB ladder (New England Biolabs) were
also loaded for reference. The gel was submerged in 1X TAE buffer inside an
electrophoresis chamber and a voltage of 80 mV was applied for one hour. Then,
the gel was visualized under UV light to observe the DNA bands that were present.

The final concentration of purified DNA was determined using a Picodrop™
Microliter Spectrophotometer (VWR), which calculates DNA concentration in
solution. First, the absorbance of 2 ul of only solvent was measured to be used
as baseline. Then, 10 measurements were taken with 2 ul of DNA solution.
The average of these 10 measurements was henceforth considered to be the true
concentration of the purified DNA.
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2.3 AFM imaging of DNA aggregates

2.3.1 Substrate preparation and functionalization

Mica substrates were coated with APTMS to help the deposition of DNA onto
them. First, 750 ul of toluene (Sigma Aldrich) were mixed with 250 ul of APTMS
(Sigma Aldrich) inside an eppendorf tube. Then, the mica wafers were cleaved
using tape and placed inside a vacuum chamber together with the eppendorf con-
taining APTMS, which had the lid off. Once everything was in the chamber, the
air inside was pumped out for 5 minutes before filling it again with argon, waiting
10 minutes, and pumping the gas out again. The wafers were left in the chamber
for 1 hour to ensure complete functionalization by APTMS.

2.3.2 Determination of condensing properties of synthesized peptide

Once the wafers were removed from the chambers, different procedures for depo-
sition were followed depending on the experimental setup. For free DNA visual-
ization, 30 ul of DNA solution (2.5 ug/ml) were added on top of the substrates,
which were then incubated for 10 minutes at room temperature. Then, deionized
water was used to rinse the wafers before drying them with N,. The same was
repeated to prepare a sample with 30 ul of only peptide solution (1 mg/ml). In
the first condensation experiment, 15 ul of DNA solution were mixed with 15 ul
of peptide solution before depositing on the wafers. Then, the wafer was incu-
bated at room temperature for 15 minutes before cleaning it with deionized water
and drying it with nitrogen gas. In later experiments, the same mixture of DNA
and peptide was used but incubation time was increased to 2 hours. Finally, some
samples were prepared in the same way but using a DNA solution with twice the
concentration. Every time that a new sample was prepared, a free DNA control
was prepared as detailed above to ensure that the plasmid was indeed present
in the solution. The samples were imaged using AFM in tapping mode with a
cantilever with resonance frequency equal to 250 kHz.

2.3.3 Condensation of DNA by PVP-OD coupled with KKK A5

The condensing properties of 12 kDa PVP-OD coupled with the cationic pep-
tide were tested by mixing the dialysed product of the EDC/NHS coupling
with free plasmid in solution and then depositing the mixture onto a mica
wafer that had been coated with APTMS. After the dialysis, the concentration
of polymer in solution was not known so, as a starting point, 15u1 of DNA
(concentration of 2,5ug/ml) and 15ul of polymer solutions were mixed. Then,
another sample was prepared by adding 151 of DNA solution to 30ul of poly-
mer solution. In both cases, an incubation time of 2 hours was allowed after
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depositing the mixtures on the wafers and then the substrates were rinsed with
deionized water. The samples were scanned in AFM in tapping mode using
a cantilever with resonance frequency of 250 kHz. The images were analyzed
using Image]J to binarize them and then apply the build-in particle analyzer macro.

The effect of other parameters was also tested. First, the propensity of the
formed aggregates to precipitate was tested by preparing a mixture of 15ul of
DNA solution and 30ul of polymer solution, but the resulting mixture was not
directly transferred to the mica substrate. Instead, the solution stayed in an
eppendorf tube for two hours before deposition. After the two hours had passed,
part of the solution was gently pipetted from the top of the tube and deposited
on a substrate while the rest of the solution was mixed by doing up and down
with a micropipette. After mixing, another part of the solution was deposited on
a different wafer. In another experiment, DNA solution and polymer solution
were mixed at a 1 to 1 ratio and allowed to incubate at 41 °C. Then, the solution
was deposited on a wafer to test the effect of higher temperature on aggregate
formation. These samples were also scanned with AFM in tapping mode, but
due to the unavailability of 250 kHz cantilevers, it was necessary to change to a
cantilever with resonance frequency of 70 kHz. Ideally, this last sample should
have been prepared with a 1 to 2 DNA /polymer ratio but, due to the low levels of
stock, it was necessary to save as much dialysed polymer solution as possible for
the transfection experiments below.

2.4 Coupling of 12 kDa-PVP and KKK A5

The polymer PVP-OD was cross-linked to the syntheiszed cationic peptide KKK A5
by means of EDC/NHS chemistry (see Section 1.8.3). The 12 kDa PVP-OD that
was used had been modified to have acrylic acid groups, which allows coupling
to primary amines. First, PVP-OD had to be dissolved, but due to its hydrophobic
part, it is extremely complicated to dissolve it directly in water. Therefore, the
polymer was instead dissolved by slow addition of powder to 96% ethanol under
heavy stirring, for a duration of approximately 2 hours.

Once PVP-OD had been dissolved, 115 mg of 1-ethyl-3-(3-dimethylaminopropyl)
carbodiimide hydrochloride (EDC, Merck Millipore) were weighted, as well
as 23 mg of N-Hydroxysuccinimide (NHS, Merck Millipore). These weights
corresponded to the moles necessary to match the amount of acrylic acid groups
in PVP-OD. These two compounds were dissolved in ethanol separately, and
the resulting solutions were dropwise added to the PVP-OD solution. Then, the
activation of the carboxyl groups was allowed to proceed by leaving it at room
temperature for 30 minutes, still under heavy stirring. During this incubation
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time, 15 mg of cationic peptide were dissolved in 15 ml of deionized water and
then 10 ml of DIPEA were mixed with the peptide solution to ensure that the
coupling itself would take place in basic pH. After the half hour was over, the
polymer and EDC/NHS solution was added to the peptide and DIPEA, and the
mixture was placed under stirring for 48 hours to help maximize the efficiency of
the coupling reaction.

Once the reaction was complete, it was necessary to remove unreacted cationic
peptides and the by-products of the reaction. In order to do this, the solution was
introduced in a dialysis bag with pore size of 3.5 kDa that had been previously
rinsed in deionized water. The bag was clapped at both ends to ensure that the
liquid would not flow out of the bag and then it was placed in a beaker with 500
ml of clean deionized water. For 2 hours, the bag was left in the beaker while
the water was being stirred with a magnet and then the liquid in the beaker was
changed to 500 ml of fresh deionized water. After two more hours, the water
was once again changed before leaving it for approximately two days to ensure
complete removal of undesired products. The resulting dialysed solution was
stored at 4 degrees for further experiments.

2.5 Analysis of EDC/NHS coupling product

2,51 AFM

At first, AFM was used to try to determine whether the EDC/NHS coupling was
successful. This was done as an alternative to FTIR spectroscopy when the uni-
versity had access restrictions and it was easier to use the machinery in Skjernvej
rather than going to another department. 15ul of DNA were deposited on mica
substrates coated with APTMS as it had been done in the experiments to visual-
ize free plasmid. After allowing one hour of incubation, the substrate was rinsed
with deionized water and the 15ul of the dialysed product from EDC/NHS cou-
pling was added on the wafer and allowed to stay for 2 hours. After rinsing with
deionized water again, the sample was scanned using AFM in tapping mode.

2.5.2 FTIR spectroscopy

FTIR spectroscopy was used to confirm whether the coupling between 12 kDa PVP-
OD and the cationic peptide KKK A5 was successful. The spectrum of the dialysed
product was obtained using the Nicolet™ i520 FTIR Spectrometer (Thermo Scien-
tific) by placing 50ul of product on top of the machine’s diamond sensor. Then, a
spectrum of a control sample consisting of 100 mg of PVP-OD dissolved in 100 ml
of ethanol was recorded in the same way to serve as a background control.
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2.6 Fibroblast culture

2.6.1 Cell culture conditions

In this work, fibroblasts were used as a model for in vitro testing of the new delivery
system. Specifically, CRL-2429 cells were first thawed in a water bath at 37 °C
before adding culture medium that had also been pre-heated at 37 °C. The medium
consisted of 89% in volume of Dulbecco’s Modified Eagle’s Medium (Thermofisher
scientific), commonly referred to as DMEM, 10% of Fetal Bovine Serum (FBS), and
1% of penicillin. After addition of 15 ml of this medium to the cells, the tube
containing the them was centrifuged at 125 rpm for 5 min. Then, the supernatant
was discarded before re-suspending the cells in the pellet in 15 ml of fresh medium.
This cell suspension was transferred to a 75 cm? culture flask to allow for the cells
to attach to the wall and grow. Every 3 days, the medium was replaced with 15
ml of fresh medium. Before the change, the cells were observed under a light
microscope to check the confluence.

2.6.2 Trypsinization

Once cells reach 80% confluence, they need to be transferred into new flasks
or plates, where they can grow more before doing other experiments. Since fi-
broblasts attach to the wall of the flask, it was necessary to first detach them by
trypsinization. First, a solution containing trypsin and EDTA was warmed to 37
°C, together with fresh culture medium and PBS. Then, the old culture medium is
discarded and the flask was gently rinsed with 3 ml of PBS twice. Then, 0.5 ml
of trypsin/EDTA solution per every 10 cm? of flask wall surface were added. The
flask was gently swirled before incubating at 37 °C for 3 minutes. After checking
that most of the cells were detached using a light microscope, 10 ml of fresh culture
medium were added to stop the trypsin reaction. Then, the solution containing the
cells was transferred to a new 15 ml tube and it was centrifuged at 125 rpm for
5 minutes. The supernatant was discarded and the pellet containing cells was re-
suspended in fresh medium. A small sample of this solution was taken for cell
counting in a haemocytometer (see Section 2.6.3). Then, more medium was added
based on the cell count to achieve the desired cell concentration for transferring.
Finally, the volume of solution was divided among new flasks or plates.

2.6.3 Cell counting

In order to control the amount of cells present in a culture at a given point, x pul of
cells in suspension were added into a haemocytometer chamber. In the haemocy-
tometer, there are two regions with four quadrants (see Figure 2.1). The number of
viable cells in each quadrant were counted and the average was obtained. When
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counting in each quadrant, the cells that lay on two of the four boundaries were
taken into account, while the cells on the other two sides were not (Figure 2.1,
bottom right). Finally, the total concentration of cells is calculated as:

cells/ml = Average * 10* x Df (2.1)

where Df is the dilution factor of the sample that is being counted.
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Figure 2.1: Loading of haemocytometer (upper left image), diagram of haemocytometer (upper right
image), diagram of the four quadrants (bottom left image) and example of cell counting in one
quadrant (bottom right image)[77].

2.7 CytoxONE test

The toxicity of the different components used to form the DNA delivery system
(12 kDa PVP-OD and the cationic peptide KKKA5) was assessed in vitro using
the CytoxXONE Homogeneous Membrane Integrity Assay kit (Promega), which
measures cell death as a function of LDH release (section 1.6). First, CRL2429
fibroblast cells were trypsinized from a culture flask and transferred to a 24-well
plate. When the cell cultures were confluent in the new plates, different amounts
of the compound that was being tested were added to different wells and the
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plate was incubated at 37 °C for 24 hours. As negative control, a sample with no
compound was used, while a positive control was made by adding 2 ul of lysis
buffer provided by the kit, which kills almost all or all of the cells. Every sample
was set up in triplicate. The concentrations of 12 kDa PVP-OD that were tested
were 4 mg/ml, 1 mg/ml, 0,66 mg/ml, 0,5 mg/ml, 0.33 mg/ml, 0.1 mg/ml and
0.01 mg/ml. For the cationic peptide KKKAs5, the tested concentrations were the
same as for PVP-OD except that no sample of 4 mg/ml was prepared. The final
volume in each sample was always 400 ul.

After the incubation period, the assay buffer, stop solution and assay sub-
strate were thawed and allowed equilibrate to room temperature. Then, 11 ml
assay buffer were added to one substrate vial and mixed by shaking. 100 ul of cell
culture medium of each well were transferred to a 96-well plate and 100 ul of the
assay buffer mixed with the substrate were added to each of them. Three extra
wells were filled only with the assay mix to measure background fluorescence.
The plate was gently shaken to allow the two liquids to mix and then it was left
for 10 min at room temperature. After that, 50 ul of stop solution were added to
each well and the plate was again shaken gently to ensure proper mixture of the
newly-added solution over the entire well’s volume. Finally, the fluorescence of
the filled wells was measured in a plate reader (EnSpire Multimode Plate Reader,
PerkinElmer) checking for absorption at 560 nm and emission at 590 nm.

2.8 DNA transfection by electroporation

Electroporation was used to transfect fibroblasts with the plasmid pCas9-GFP with
the intent of creating a control for gene expression. This control was created to
serve as a confirmation that the plasmid is indeed able to induce GFP expression
in mammalian cells and also as a reference measurement to test the efficiency of
the new designed nanocarrier. First, fibroblasts were detached from the culture
flask wall using trypsinization, similar to the process described in 2.6.2. The main
difference was that, after centrifuging, cells were dissolved in PBS to obtain a con-
centration of approximately 1 x 107 cells/ml. Then, 500 ul of this solution were
mixed with 4pug of plasmid DNA dissolved in nuclease-free water and placed in-
side a cuvette, which was then loaded in the electroporation machine (Gene Pulser
I, Bio-Rad,etc), making sure that the cuvette made proper contact with the elec-
trodes. The electroporator was programmed with different parameters for every
electroporation that was performed. First, a voltage of 0.35 V and a capacitance of
5000 pF was set. The second time, voltage and capacitance were increased to 500
mV and 10000 uF respectively, while for the third experiment voltage was again
500 mV but capacitance increased to 50000 #F. Another difference between the last
attempt and the previous two was that, before and after the electrical current was
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applied, the cuvette was placed in ice for 5 min. After the discharge had finished,
the time constant was recorded and the cells were quickly transferred to a new
flask that contained pre-warmed medium. The fluorescent signal was observed
under a fluorescent microscope 48, 72 and 96 hours after transfection and cell pro-
liferation was compared under a light microscope to a control of cells that had not
been electroporated.

2.9 in vitro testing of DNA nanocarriers

The ability of the synthesized DNA delivery vehicles was tested on human fibrob-
lasts in 2D in vitro culture. The fibroblasts belonged to the CRL2429 cell line. The
aggregates were prepared by mixing 0.15 ug of plasmid DNA in deionized water
with 50 ul of dialysed solution containing PVP-OD coupled with cationic peptide.
The mixture was let to rest at room temperature for 2 hours before adding it to 3
wells with confluent cell cultures together with fresh culture medium, while 3 other
plates were left as a negative control. Then, the cells were incubated at 37 °C and
5 % CO, for 48 hours before observing them under a fluorescent microscope (Ax-
iovert 200M, Zeiss). The experiment was repeated changing the amount of DNA
per well to 1.33ug. The amount of polymer solution necessary for fully condensing
this amount of DNA was calculated to be 150ulper well, according to an estimation
of the concentration of charges in the dialysed polymer solution, and the mixture
was allowed to incubate for 2 hours. Nanocarriers were added to three samples
while three others were left as a negative control. In a different experiment, 0.5ug
of DNA per well were mixed with 150ul of polymer solution and, after 2 hours
of incubation, 150ul of free cationic peptide solution (8 mg/ml) were mixed with
the nanocarriers and everything was incorporated to 3 cell cultures. The resulting
cultures were analysed using a fluorescent microscope (Axiovert 200M, Zeiss) 72
hours after the experiment start, and also 24 hours after that. A control with free
DNA and only cationic peptide was also prepared using the same amount as in
the last experiment.

210 Simulation of a microfluidic system for in vitro testing

In order to propose a better in vitro system to test nanocarrier transfection
efficiency, COMSOL Multiphysics 5.5 has been used to model a microchannel
where cells could grow and medium would flow to provide nourishment and
to carry any particle that is being tested. The cross-section of the channel can
be separated in two main parts: a rectangular region that connects the inlet to
the outlet and a rhomboidal part that is placed beneath the rectangle, with an
interior wall separating the two. The rectangular section has height and width of
60 and 1000 ym respectively. The membrane section is 740 ym long, and the lower
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rhomboidal section has a base of 500 ym and a maximum height of 40 ym. The
depth of the whole channel is 100 ym. Images of this geometry can be seen in the
results.

Two physics modules have been used to simulate the behaviour of this mi-
crofluidic system, the laminar flow module and the particle tracing module. The
former has been used to represent the flow inside the channel, while the particle
tracing has been used to generate particles of the desired size and see the effect
that the flow exerts on said particles. At the inlet, the velocity was set to a specific
magnitude value and it was decided how often new particles would be generated
at a random position at the inlet boundary. All of the walls in the system except
for the one that separates the two sections of the model were set so that the no-slip
boundary condition was applied when simulating the flow. This condition states
that, at the wall, the velocity of the flow must be equal to the velocity at which the
wall is moving. In this system, this was equivalent to setting the velocity at the
walls equal to zero. In the particle tracing module, it was decided that particles
would be able to rebound when they reached one of this walls. Finally, at the

outlet, the pressure was set to be equal to zero in order to suppress any form of
backflow.

Other than geometry and the basic physics settings, another key component
of this model is the inner wall that separates the rectangular and rhomboidal
sections. This wall was modelled so that it could be used as realistic simulation
of the barriers that can be found in the body and that separate most cells form
the blood flow. Two different approaches to build this wall have been tested
and compared. This first approach consisted in building a wall with randomly
generated holes with sizes that belong to a distribution that can be set by the
user. This creates a sieve with pores that can range in diameter and that can
be distributed randomly throughout the wall. The user can also choose what
percentage of the wall will be covered by holes. The geometry was generated by
writing a COMSOL method, which is a small program written in JavaScript that
allows more flexibility when building certain shapes.

The second model of the inner wall is based on probability rather than ge-
ometry. The wall is considered to be continuous, with no holes or openings, but
the condition that was set in COMSOL is that any particle that reaches that wall
will have a certain probability of passing through it and, if it does not make it
through, the particle will rebound as if it were a normal wall. The probability is
determined as a function of the size of the particle, the pore size and the pore
coverage. This probability is modelled in real time using Matlab Livelink, allowing
all the calculations to be performed in Matlab before returning the probability to
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COMSOL. First, a pseudo-random number generator is used to extract a random
particle size from a distribution of sizes that can be set by the user. Once the size
of the particle has been decided, the probability of the particle going through the
wall depends on the probability of finding a pore that is bigger or equal to the
particle. Considering that the pore size distribution was defined as a gaussian
distribution, the probability of the pore being bigger than the particle can be
calculated as the area under the gaussian curve between the size of the particle
and the maximum size that a pore can have. Mathematically, this is expressed as:

Maxporesize 1 (x _ V)z
=C / exp (=) dx 2.2
i Particlesize 0'\/2771' p < 202 ) (2.2)

where C is the pore coverage, y is the mean pore size and ¢ is the standard de-
viation of the pore size. In practice, this integral is calculated using numerical
integration, which is already efficiently implemented in Matlab. Every time that a
particle reaches the inner wall, COMSOL calls the Matlab function and calculates
the probability of the particle going through the wall.
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Results

3.1 Condensing properties of synthesized peptide

The AFM images of the sample with free DNA clearly show that DNA has indeed
been deposited. The chains of the plasmids are distinguishable as very slim lines
that are higher than the substrate. The plasmids can be found in different degrees
of coiling but, overall, they all span a relatively large surface, in the range of a
few hundred nanometers (Figure 3.1). On the other hand, the sample with only
peptide seems to be empty, even after scanning different regions of two different
samples. In the first attempt of mixing DNA with peptide, 15 ul of both were
added to the substrates and left for 15 minutes before rinsing. In the AFM, it
could be observed that the DNA had condensed forming a mixture amorphous,
spherical and toroid-like conformations (Figure 3.1). Moreover, lying on top of the
toroidal structures, it could be seen that there were some aggregates. Elongated
segments of condensed DNA seem to come out of some structures and, when the
aggregates are looked at closer, it can be seen that some thin chains of DNA are
still distinguishable.

After this first result, another attempt was made using the same setting ex-
cept that the incubation time was extended to 2 hours. This way, it was thought
that the condensation would not be interrupted by the rinsing before it was
completed. The resulting AFM imaging reveals that DNA was more condensed
than before. Toroidal structures are no longer visible, and most aggregates
seem to be more spherical, as shown by the fact that the aspect ratio between
their surface and their height has been reduced. Moreover, upon a closer look
at some of the aggregates, individual DNA chains are not observed (image
added to appendix A). The aggregates range in size from approximately 550
nm down to less than a 100 nm (Figure 3.2). Nonetheless, the effect of dif-
ferent DNA to peptide ratio was also studied. This time, the 15 ul of DNA

37
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Figure 3.1: AFM images of free DNA (above) and aggregates of DNA and peptide synthesis prod-
uct after 15 minutes incubation (below). Note that the height scale has been modified to improve
visualization of the deposited structures. Both images represent an area of 2ym x 2um
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Figure 3.2: AFM image of DNA at concentration of 2,5 pug/ml mixed with 1 mg/ml peptide in
solution and incubation time of 120 minutes. An area of 10x10um is scanned. Note that the contrast
of the image has been modified to allow for better visualization of the structures.

solution that were added had a concentration of 5 yug/ml. The resulting images
show that aggregation could still occur, similar to the previous experiment, but
when looking close to the aggregates, free DNA was clearly visible, suggesting
that there was an excess of DNA for the given amount of peptide (image added
to appendix A). This, however, did not have an effect on the sizes of the aggregates.

3.2 Characterisation of EDC/NHS coupling product

321 AFM

AFM was used to scan a sample where DNA had been deposited and the dialysed
product of the coupling was added after. The resulting images show that the chains
of DNA are still visible but they tend to stick together (Figure 3.3). Compared with
a control of free DNA, it seems as though the addition of polymer solution has
collapsed several chains of DNA together, but not enough to cause condensation
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Figure 3.3: AFM images a sample with deposited plasmid DNA with dialysed product of EDC/NHS
coupling (left) and free plasmid DNA control (right)

into aggregates. The individual chains maintain a similar range of widths (10 to
20 nm), but the recorded height is higher for the samples with polymer. For free
DNA, the height is between 1 and 1,5 nm and for the polymer sample it is between
2,5 and 3 nm.

3.2.2 FTIR Spectroscopy

Fourier transform infrared spectroscopy has been used to determine if the
EDC/NHS coupling was successful. In Figure, there are two spectra. The blue
one corresponds to a solution that only contained the polymer PVP-OD, while
the red spectrum corresponds to the product of EDC/NHS coupling after dialysis.
Most of the two spectra’s peaks match very closely, with the most notable differ-
ence being that the peaks around 3500 cm~! and 1600 cm . These two peaks are
considerably larger for the synthesis product compared to normal 12 kDa PVP-OD.
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Figure 3.4: FTIR spectroscopy spectra for a 12 kDa PVP-OD solution in ethanol (blue) and the
dialysed product of EDC/NHS coupling between 12 kDa PVP-OD and the cationic peptide KKK A5

3.3 AFM study of nanocarrier formation

The ability of PVP-OD coupled with cationic peptide was tested to investigate
its ability to condense DNA and form aggregates. At first, taking into account
that the exact concentration of the polymer solution was unknown, a sample was
prepared using the same conditions that yielded full condensation for the cationic
peptide. The resulting images show that some aggregates have been formed, but
free DNA is still visible (an example of these results can be seen in Figure 3.5).
Because of this, in the next experiment, 15ul of DNA solution (2,5ug/ml) was
mixed with 30ul of polymer solution and deposited on a substrate. The AFM
images reveal several aggregates and no observable free DNA(an example of these
results can be seen in Figure 3.5). A control sample made by depositing only
PVP-OD was also scanned using AFM, but nothing could be observed on the
substrate.

In terms of height, the biggest aggregate is approximately 50 nm high, but
most other structures are between 10 and 25 nm. The areas of each aggregate
correlate positively with height, with the bigger heights corresponding to bigger
areas. In Figure 3.6 below, one can see a histogram of the areas of all the aggregates
in the most clear images. The majority of the counts appear at or below 2500
nm?, which correspond to a radius of 28 nm if one assumes that the structures are
perfect circles. In that regard, the circularity of the areas has also been studied
using Image], and the results can be seen in Figure 3.6. A circularity of one
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Figure 3.5: AFM images of aggregates formed by mixing 151 of DNA solution (2.5ug/ml) with 15ul
(above) or 30ul (below) of polymer solution.
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Figure 3.6: Histograms displaying the distribution of areas in nm? (above and circularity (below) for
the samples prepared by mixing 15ul of DNA solution (2.5yg/ml) and 30ul of polymer solution.

represents a perfect or almost perfect circle, and it can be seen in the plot that
most aggregates have high degrees of circularity. In a few images, some larger
structures with different shape can be found, although they are usually limited to
500 nm in size and they look as if different normal nanocarriers have aggregated
further and they are now attached to one another.

3.3.1 Effect of incubation condition and temperature

DNA and polymer solution were mixed and allowed to incubate in an eppendorf
to test if any precipitation occurred. In the samples where the deposited solution
was taken from the top of the tube, the images show structures similar to those
observed in the previous experiments, with the notable difference that some of the
larger aggregates seem to be close together (see Figure 3.7). The smaller aggregates
still look as they used to, but the heights recorded by the AFM are very short com-
pared to the previous measurements (all small aggregates are below 5 nm). In the
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Figure 3.7: Examples of AFM images of aggregates after incubation and with no mixing (above) and
after vigorous mixing (below). The height color scale for each image is different: Upper left from to
6pum, maximum intensity from 1.6um, upper right from 0 to 30ym, maximum intensity from 16pm,
bottom left from 0 to 160ym, maximum intensity from 80ym and bottom right from 0 to 65um,
maximum intensity from 22pum.

samples that were prepared after vigorously mixing the solution, some very large
aggregates could be seen. Some were so large that they appear heavily smeared
in the image (Figure 3.7), while some smaller ones have similar structures to those
observed before. Still, it is common to see certain regions where more aggregates
are found together, something that was not so common in previous experiments.
Another important experiment that was performed using AFM consisted in de-
termining whether the aggregates would form and have the same characteristics
at physiological temperature. In order to test this, the 2 hours of incubation time
took place at 41 °C before depositing the resulting solution on the substrate. The
AFM images reveal that most aggregates maintain similar structures to the ones
observed previously, but there are also other objects in the substrate that have a
different, more elongated shape. It is important to consider that this experiment
was carried out using a proportion of DNA to polymer solution equal to the very
first experiment due to the low reserves of dialysed polymer solution. Two repre-
sentative images of these results can be seen in Figure 3.8.
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Figure 3.8: AFM images of PVP-OD nanocarriers that have been assembled at 41 °CTo the left, area
of 5um x 5um of one sample. To the right, 1.2um x 1.2um close-up image of aggregates in a different
sample.

3.4 Cytotoxicity studies

34.1 12 kDa PVP-OD

The toxicity of 12 kDa PVP-OD was tested at concentrations of 4 mg/ml, 1 mg/ml,
0.1 mg/ml and 0.01 mg/ml. Using the CytoxONE kit, the percentage of cell death
was assessed by measuring the fluorescent intensity caused by the release of LDH
(see Section 1.6). The results of the measurements can be seen in Table 3.1, ex-
pressed as the average of three wells plus/minus the standard deviation.Other
than the concentrations above, measurements were also taken for a background,
positive and negative controls.

Table 3.1: Summary of the results obtained in the first CytoxONE cytotoxicity test. For each tested
concentration, the average fluorescent intensity, corrected average fluorescent intensity and the per-
centage of cell death are provided.

H Sample ‘ Average fluorescent intensity | Corrected average intensity | % Cell death H

Background 75808 £3121 0 0%
4 mg/ml 65018 £1049 -10790 0%

1 mg/ml 183062 +5760 107254 69%

0.1 mg/ml 76360 £2878 552 0.35%
0.01 mg/ml 69175 £3279 -3354 0%

Positive control 232042 49202 155428 100%
Negative control 70665 £2050 -3274 0%
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Before addition of the sample to the cell cultures, light microscopy was used
to take pictures of the wells to ensure that the cultures were confluent. After 24
hour incubation and before addition of CytoxONE substrate mix, another image of
the same wells was taken as a visual corroboration of the intensity measurements.
Figure 3.9 shows the images from before and after incubation for three representa-
tive examples. In all three cases, it can be observed that the cultures are confluent
before incubation and that they all have a similar number of cells. However, after
incubation, almost no cells can be observed in the well where lysis solution was
added, while in the sample with 1 mg/ml of PVP-OD there are several cells, but
many have been killed too. Not only are there less cells than before incubation,
but their shape is no longer the characteristic elongated structure of fibroblasts. In
contrast, when incubating with 0.1 mg/ml of PVP-OD, the culture is still confluent.
These results are in agreement with those of the CytoxONE test. The same hap-
pens for the samples that are not shown in the image below. The highest cell death
percentage, taking the positive control as reference, corresponds to a PVP-OD con-
centration of 1 mg/ml, with cell death of 69 %. However, at a concentration of 4
mg/ml, the recorded intensity is lower than that of the background measurement
an therefore cell death becomes zero. Below 1 mg/ml, cell death drops to almost
zero and, for the lowest concentration, it is the same as for the negative control.
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Figure 3.9: Images taken before incubation (A,C and E) and after incubation with lysis solution (B),
1 mg/ml 12 kDa PVP-OD (D) and 0.01 mg/ml 12 kDa PVP-OD (F)
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The same experiment was repeated for a different range of concentrations. 4
mg/ml was tested again, together with 1, 0,66, 0.5, 0.33 and 0.1 mg/ml. The goal
of the experiment was to have a more accurate estimate of the exact value at which
cell death became significant. The results can be seen in Table 3.2 below.

Table 3.2: Summary of the results obtained in the second CytoxONE cytotoxicity test. For each
tested concentration, the average fluorescent intensity, corrected average fluorescent intensity and
the percentage of cell death are provided.

H Sample ‘ Average fluorescent intensity | Corrected average intensity | % Cell death H

Background 65318 +657 0 0%

4 mg/ml 65943 +3840 -822 0%

1 mg/ml 155635 +18647 888870 69%

0.66 mg/ml 190298 +5088 124702 96%

0.5 mg/ml 179969 £10080 114373 88%

0.33 mg/ml 122437 +42200 56841 44%

0.1 mg/ml 82667 19841 17071 13%

Positive control 195696 +16533 130101 100%
Negative control 66766 3103 1170 0.9%

Once again, no cell death is reported by the CytoxONE test at 4 mg/ml. How-
ever, the images taken using a light microscopy contradict this result, as it can be
seen that there are no cells that look alive. The result for 1 mg/ml matches very
well with the one in the previous experiment, but, cell death is lower than for
0.66 and 0.5 mg/ml. For all the concentrations below 0.66 mg/ml that have been
tested there is a positive correlation between cell death and amount of PVP-OD
added, but it is important to point out that the result for 0.1 mg/ml is not similar
to the one obtained in the first CytoxOne experiment, as cell death goes up to 13
%. To complement these results, light microscopy images from the second Cytox
ONE experiment can be found in appendix A. To summarise the results of both
experiments, a scatter plot is added in figure 3.10. When a concentration has been
measured in both attempts, an average of the two results appear in the plot.
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Figure 3.10: Scatter plot representing the results of the two CytoxOne cytotoxicity test. For the
concentrations that have been tested twice, the point in the plot corresponds to an average of the two
results.

3.4.2 Cationic peptide KKKA5

The toxicity of the cationic peptide used in this project was tested at different
concentrations. The results obtained can be seen in table 3.3. The results show
very low cytotoxicity percentages for all tested concentrations. Light microscopy
images taken before and after addition of KKKAs confirm that cultures were
always confluent except for the positive control sample.
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Table 3.3: Cytotoxicity of the cationic peptide KKKAAAAA. The average fluorescent intensity is an
average of three measurements, while the corrected intensity is calculated by subtracting the average
background to the average fluorescent signal. Cell death is calculated by dividing corrected intensity
of every sample by the intensity of the positive control.

H Sample ‘ Average fluorescent intensity | Corrected average intensity | % Cell death H

Background 71613 +2098 0 0%

1 mg/ml 72569 +£1175 956 0.6%

0.66 mg/ml 72302 +927 690 0.4%

0.5 mg/ml 73752 1982 2140 1.3%

0.33 mg/ml 72116 £3159 504 0.3%

0.1 mg/ml 72865 +1614 1253 0.8%
0.01 mg/ml 73262 +£1084 1649 1%

Positive control 234425 +7497 162812 100%
Negative control 74032 £1857 2419 1.5%

3.5 Transfection by electroporation

Electroporation was used to test the ability of pCAS9-GFP to induce GFP expres-
sion in human fibroblasts. First, the electroporation was performed by setting the
voltage to 350 V and capacitance to 5000 uF, but the true applied voltage according
o to the electroporator was 272 V. The time constant was 0.3 milliseconds. 48
hours after the electroporation, the cells had already formed a fully confluent
culture (see Figure), indicating that the level of dead cells was low. However, when
the cell culture was observed using fluorescent microscopy, no fluorescent signal
corresponding to GFP could be observed. The images are not shown because
they consist of background noise only. On a second attempt, both voltage and
capacitance were increased to create a stronger current and increase exposition
time. The true voltage applied by the electroporator was 414 V (it had been set
to 500 V) and the time constant doubled with respect to the former attempt.
Again, 2 days after the electroporation had been performed, the cells had formed
a confluent culture, but no fluorescent signal could be seen.

A third attempt was made by increasing capacitance to ten times its original
value, 50000 yF, hoping to increase exposure time. The voltage was left at 500 V.
This time, the true applied voltage reported by the electroporator was 504 V while
the time constant increased to 5.4 milliseconds. 48 hours after electroporation, the
cells had not reached confluence and there were many cells that did not have the
typical elongated shape of fibroblasts. Fluorescent microscopy revealed that the
cells that were found on the wall had no signal, but a fluorescent signal could be
found in some of the cells that had lost their normal shape (Figure 3.11). 3 days
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Figure 3.11: Example of the results obtained for the third electroporation (50000uF, 500 mV) . To the
left, there is a light microscopy image. To the right, there is the same area when measuring green
fluorescence.

after electroporation, the amount of such cells seem to have increased, although
counting them all was not possible. No difference in the images taken 72 and 96
hours after electroporation could be noticed.

3.6 Transfection by PVP-OD nanocarriers

In the first transfection experiment, the controls and the samples where PVP-OD
nanocarriers were added remain confluent two days after the experiment start.
Fluorescent microscopy images do not reveal any signal in any of the cultures
either, indicating that GFP has not been produced. In the second experiment, the
amount of DNA that was incorporated in the cell culture was increased to 1.33ug
hoping to induce GFP expression. Due to the increase in DNA concentration, high
levels of polymer had to be used as well, leading to a final concentration above
1 mg/ml. The results show that the cultures where the nanocarriers have been
incorporated have high levels of cell death, while the control samples are fully
confluent. Fluorescent microscopy shows that some of the apoptotic cells have a
signal which is not observed in the control, indicating that GFP is present. An
example of these results can be seen in Figure 3.12 (more images can be found in
appendix A)

Another experiment was performed to try and obtain high levels of GFP
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Figure 3.12: Example of the results obtained when testing PVP-OD nanocarriers at high concentra-
tion (1.33ug of DNA per sample) . To the left, there is light microscopy image showing apoptotic
cells. To the right, there is the same area but measuring green fluorescence.

expression without causing cytotoxicity by forming nanocarriers with 0.45ug of
DNA and then mixing them with free cationic peptides. The results are similar
to those of the last electroporation experiment, as there is some fluorescent signal
that can only be observed in cells that have lost the typical shape of fibroblasts, but
not in the majority of cells, which are attached to the bottom of the well. Moreover,
the signal is less frequent and less strong than it is for the previous experiment
(Figure 3.13). Finally, a sample with the same amount of DNA was prepared by
mixing free DNA and free cationic peptide only, but no signal could be observed
and there was no obvious cell death.
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Figure 3.13: Example of the results obtained when testing PVP-OD nanocarriers at lower concen-
tration (0.45ug of DNA per sample). To the left, there is light microscopy image showing apoptotic
cells. To the right, there is the same area but measuring green fluorescence.

3.7 Simulation of the microfluidic system for in vitro testing

3.7.1 Randomly generated porous solid wall

A COMSOL method that is able to create random holes in a wall was written
in JavaScript (code in appendix B) to try to imitate an actual porous membrane.
The holes in the wall are randomly spread along the wall and their sizes are also
different from one another, always within the specified range given in the code,
indicating that the written method can automatically create randomized holes of
specific size in a solid wall. However, when a 2D simulation was performed with
this wall, the particles were able to freely cross though the holes as regardless of
their size, and even particles that had a radius ten times bigger than the maximum
pore size could freely cross the membrane. Given the inability of this model to
sieve larger particles, a new probabilistic model was created.

3.7.2 Probabilistic model of a membrane

Different test cases have been simulated using COMSOL Multiphyiscs to validate
the probabilistic membrane model and confirm that it explains the behaviour that
this system would have in real life. First, a comparison between three inner walls
has been performed: a normal porous wall, a completely insulating wall and a
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wall that allows all particles to cross. Then, different speeds for the flow have
been tested to see its effect on the amount of particles crossing the membrane and,
finally, particles of different sizes have been simulated.

Velocity profile

The flow in the microfluidic was modelled using the laminar flow module and
assuming that steady state had been reached. The distribution of the velocities in
the flow are the same for all the tested cases, with the only difference being that
the magnitudes of these velocities are directly proportional to the inlet velocity set
by the user. In all cases, the flow speed at the walls is zero, an it gets higher and
higher towards the center of the channel. It is also interesting to point out that the
wall is invisible for the flow, that is the fluid can freely travel across it without any
limitations. The system was set like that to ensure that the liquid can reach the
bottom of the channel, which would be impossible with a normal solid wall. At
the outlet of the channel, the fluid is removed and no backflow is observed.

Comparison between membrane types

In order to validate the performance of the membrane model, two extreme cases
(perfectly-insulating wall and completely permeable wall) have been simulated
and compared to a more realistic scenario in which the distribution of particle
size is roughly the same as the distribution of pore sizes. In the figure below, a
side view of the channel can be seen, with the particles represented as spheres, for
every one of the three test cases above, at the end of the simulation time (Figure
3.14). As it can be observed, the perfect insulator does not allow any particle to
go through the membrane, so they are all in the upper rectangular region. In
contrast, both in the normal porous membrane and in the completely permeable
membranes, a fraction of the particles can be seen below the membrane, but there
are more of them in the latter compared to the former. In these two cases, it is im-
portant to note that there is a certain accumulation of particles in the upward slope.

The differences between the three conditions can be quantified by recording the
amount of particles found below the membrane at any given point in the simula-
tion. This can be seen in the plot below (Figure 3.15). Just as it could be observed
in the geometry above, the amount of particles that are able to cross the membrane
increase when the permeability of the membrane is increased. For a perfect insu-
lator wall, zero particles cross the membrane during the simulation. For the other
two cases, the amount of particles found below the membrane starts increasing
fast at the beginning of the simulation, but the increase slows down after approx-
imately 25 seconds. In both cases, towards the end of the simulation, the number
of particles seems to be trending towards a stable value. For the fully permeable
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Figure 3.14: Distribution of particles throughout the microchannel at the end of the simulation (500
seconds). From top to bottom, they represent the fully permeable membrane, the porous membrane
and the insulating wall cases. Note that every particle is represented with a sphere whose size is not
an accurate representation of particles size. The particles are made to be as big as possible without

overlapping with each other.
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Figure 3.15: Plot showing the amount of particles found below the membrane at every moment
during the simulation.

membrane, the final value is above 600, but for the porous wall model this value
only reaches slightly below 300.

Effect of flow velocity in membrane crossing

After checking the different types of membrane, the porous membrane was used
to test the effect that velocity may have on the amount of particles crossing the
membrane. This was done by changing the normal velocity at the inlet of the
channel. The values that were tested were 0.005, 0.0005, 0.0001 and 0.00005
m/s. Figure 3.16 shows the distribution of particles in the geometry for the 4
different cases. When the fastest velocity is set, very few particles actually cross
the membrane and instead they seem to be moving really fast to the outlet, where
they disappear. In the other cases, a higher fraction of particles cross, with more
particles crossing the slower the flow is.
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Figure 3.16: Distribution of particles throughout the microchannel at the end of the simulation (500
seconds). From top to bottom, they represent the fully permeable membrane, the porous membrane
and the insulating wall cases. Note that every particle is represented with a sphere whose size is not
an accurate representation of particles size. The particles are made to be as big as possible without
overlapping with each other.

The difference between the different conditions can be studied by recording
the amount of particles found below the membrane at any given point in the
simulation. This can be seen in the plot below (Figure 3.17). In the plot, one can
clearly see that more particles end up crossing the membrane when flow velocity
is lower, confirming what can be seen in the geometry. Similar to the test cases
simulated before, there is a trend in the plots which indicates that, after a fast
increase at the start, the number of particles found below the membrane stabilizes,
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albeit at different levels depending on the test condition. One important thing
to note is that, for the fastest case (inlet velocity of 0.005 m/s), some particles do
cross the membrane, but the amount is so low that it seems to be nothing when
plotted with the slower models” results. This makes the faster model different
from the situation in which the membrane was perfectly insulating which has
been explained above.
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Figure 3.17: Plot showing the amount of particles found below the membrane at every moment
during the simulation.

Effect of particle size on membrane crossing

Three simulations were carried out using different particle sizes to see if it had
any impact on the amount of particles crossing the membrane. The particles that
were used had average diameters of 2, 1 and 0.1 ym, with standard deviation of
0.2 for the first two cases and 0.02 for the latter case. However, the size distribution
of the pores remained unchanged throughout the 3 simulations, with mean
diameter of 1 and standard deviation of 0.2. The distribution of particles in the
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geometry 500 seconds after the simulation start can be seen in Figure 3.18. The
picture shows how more particles are found below the membrane as the particle
diameter is reduced, although the difference between the case of 1ym and 0.1ym
is minimal. In contrast, when the particles have an average diameter of 2ym, a
smaller amount of particles have been able to cross the membrane. Nonetheless,
the most notorious difference with respect to the other cases is that most particles
are found close to the membrane.

The amount of particles below the membrane has been plotted for the
three different cases as a function of simulation time (Figure 3.19). As it happened
in previous simulations, in the beginning there is a large increase of particles
crossing the membrane, but this increase starts slowing down as the simulation
goes on, stabilizing at certain value. This value is higher for the smaller particles,
2983 for the 0.1ym particles and 2879 for the 1ym case. In the simulation with
particles that are larger that the pores, the number of particle reaches 2120.
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Figure 3.18: Distribution of particles throughout the microchannel at the end of the simulation (500
seconds). From top to bottom, they represent the fully permeable membrane, the porous membrane
and the insulating wall cases. Note that every particle is represented with a sphere whose size is not
an accurate representation of particles size. The particles are made to be as big as possible without
overlapping with each other.
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Figure 3.19: Distribution of particles throughout the microchannel at the end of the simulation (500
seconds). From top to bottom, they represent the fully permeable membrane, the porous membrane
and the insulating wall cases. Note that every particle is represented with a sphere whose size is not
an accurate representation of particles size. The particles are made to be as big as possible without
overlapping with each other.






Chapter 4

Discussion

4.1 Condensing properties of synthesized peptide

The results obtained using AFM imaging show that free DNA is made of slim
chains that can span a large area, motivating the need for condensation before
delivery to cells. At first, when DNA and peptide solution were allowed to
incubate for 15 minutes, condensation seems to be partial. Toroidal structures
have been observed in condensation experiments before [78] and, in this case,
they seem to represent an intermediate stage of the condensation process. The
AFM images also show some high structures on top of the toroids that have not
been identified, but they could either be more condensed DNA or aggregated
peptide bound to the DNA. Although free peptide alone cannot be deposited on
the APTMS-coated substrate, the observed aggregates could be partially bound
DNA. Whatever the case, looking at the structures, it seems that condensation
could still proceed further.

When a longer incubation time of 2 hours is allowed, there are still aggre-
gates, but they seem to be condensed in more compact structures. This confirms
that the structures seen in the previous experiment were the product of incomplete
condensation and not due to the properties of the synthesized peptide. Moreover,
the observed sizes for the aggregates are mostly within the acceptable range of
sizes for particles used in DNA delivery, as it is generally accepted that particles
up to 300 nm in diameter and below can enter cells [79]), and most observed
aggregates are below this figure. When the concentration of DNA is doubled,
similar aggregates can still be seen, but some DNA chains are still observable
around them. These chains do not seem to be completely free, but rather they
look like they are tightly packed. This suggests that, after increasing the amount
of plasmid, the peptide was not able to fully condense it as it did in the previous
experiment.

63
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Although more experiments would be necessary to fully understand the
condensing properties of the synthesized peptide, this would be time-consuming
and it would limit the amount of other experiments that could be performed.
Since the presented results proof that the synthesized peptide is able to condense
DNA down to a size that could be used for gene delivery, it was decided that it
was better to move on and try to couple the peptide with the polymer PVP-OD.
It is important to mention that this set of experiments does not proof that the
synthesized peptide is exactly the expected KKKAs5, however the exact sequence
of the peptide is not as important compared as its condensing capabilities. Any
synthesized peptide will have an N-terminal that can be used for EDC/NHS
coupling, and the fact that condensation was successful confirms that the amount
of positive charges per molecule is sufficient.

4.2 EDC/NHS coupling product analysis

421 AFM

AFM was used to try to determine whether EDC/NHS coupling of PVP-OD to
KKKAs was successful. The results show that even after being deposited, DNA
still has a tendency to collapse onto itself, as if it was being condensed. Full
condensation into aggregates is probably not possible due to the electrostatic
interaction between DNA and the APTMS coating that already existed before
adding the polymer solution. This confirms that some positive charges are present
in the solution, but not necessarily that they are coupled with PVP-OD. The
reasoning behind the experiment was that the DNA chains would be thicker
and/or taller, indicating that something was bound to them. It was thought that
perhaps a difference in chain sizes would indicate that polymer was bound to
DNA, thus confirming that PVP-OD had been coupled with cationic polymer. The
AFM images reveal that there is no notable change in the width of the plasmid
chain, although for both samples it is bigger than the theoretical width of a DNA
double helix, which has been found to be around 2 nm [80]. This discrepancy
between theoretical and experimental width has been observed before [81], and it
is probably related to the limit of detection of the AFM tip. The tips used for this
experiment have a guaranteed diameter of <10 nm according to manufacturers
[82], but it is still too big to allow perfect lateral resolution when the scanned
structures are as small as a DNA double-helix.

The measured heights are different, with the ones in the sample with poly-
mer being approximately twice as high. This could be taken as an indicator
that some polymer is attached to the DNA chains, but it is difficult to confirm.
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Despite the observed differences, there is only 1 to 1,5 nm more in the sample with
polymer, and the fact that the width remains unchanged casts some doubts about
the presence of PVP-OD. The height difference could be caused by some plasmid
chains being buried under the visible ones or it could simply be a difference
caused by slightly different scanning conditions. During AFM imaging, the
different parameters that control the machine were kept the same when possible,
but sometimes it was necessary to make changes to this parameters to obtain clear
images. If there is PVP-OD attached, the results could be explained by considering
that the positive charges of PVP-OD coupled with cationic peptide create a
repulsion with those of APTMS but they can bind the negative charges of the
DNA backbone. This would lead to a situation in which the polymer molecules
are at an equilibrium, not touching the substrate but bound to the backbone. In
any case, these results are ambiguous at best and no information has been found
on experiments like this in the literature, so it was considered that it was really
necessary to confirm the success of the EDC/NHS coupling using a more direct
technique such as FTIR spectroscopy.

4.2.2 FTIR spectroscopy

The spectra that were obtained using Fourier Transform Infrared spectroscopy
show several peaks, but the most important ones for the purpose of the experi-
ments are found around 1600 cm~! and around 3300 cm~!. Other than these two
peaks, the rest of the two spectra are very similar, with some peaks being indistin-
guishable. That is to be expected, as the PVP-OD and the solvent are the same in
both samples and they should produce the same peaks before and after attempting
to use EDC/NHS coupling. Therefore, the differences in the aforementioned
peaks must be caused by the compounds that were added during the coupling
process. It is important to consider that the tested product was dialysed for two
days prior to the analysis with FTIR spectroscopy. This should ensure that no
byproducts of the reaction and unreacted short peptides are present in the solution.

Analysis of the two peaks mentioned above can yield confirmation that the
coupling between PVP-OD and KKKAs5 was successful, at least to some degree.
The peak at 1600 cm~! is associated to the vibrations of the double bond between
a carbon and an oxygen atom [52]. This kind of bond is present in the ring of
PVP-OD, which could explain the presence of a smaller peak for the control
spectrum. However, when the coupling product is tested, the peak becomes
significantly higher, which is attributed to the amide bonds that exist within the
peptide and between the peptide N-terminal and PVP-OD. As for the peak around
3300 cm 1, the control shows a relatively strong signal, which grows even larger
for the coupling product. In principle, there is no apparent reason for that peak
to be present for normal PVP-OD so it would seem that, in this spectrum, the
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peak corresponds to the ethanol that was used to dissolve the polymer. This is not
the only peak that seems to be caused by ethanol, and the similarities between
these spectra and the spectrum of liquid ethanol are quite clear [83]. Still, in the
coupling product sample, the spectrum shows a bigger peak between 3000 cm !
and 3500 cm !, which is slightly different in shape. Instead of being a perfect bell,
there is a small shoulder at the top. This could suggest that two close peaks are
found inside it, one coming from the ethanol and the other from the stretching of
single bonds between nitrogen and hydrogen [52]. This second peak would not
be present in the control sample due to the lack of bonds between nitrogen and
hydrogen in PVP-OD, but this bond exists in the amide bond between PVP-OD
and the cationic peptide, as well as in every amino acid. Considering all this, it
seems safe to assume that the EDC/NHS coupling was successful and therefore
the aggregates formed when mixing this product with DNA are the desired
nanocarriers. This experiment is not quantitative, so it is not possible to determine
the exact efficiency of the coupling reaction from these data.

4.3 AFM imaging of PVP-OD nanocarriers

Before discussing the results obtained by AFM imaging, it is important to consider
that not all experiments were performed using the same cantilever. The precip-
itation and temperature experiments were imaged using a very soft cantilever
with resonant frequency of 70 kHz, while for the previous experiments a harder
cantilever with resonance frequency of 250 kHz was used. This made some clear
differences in how the images look like, with some aggregates looking as they
were granular and some large aggregates being smeared when the softer cantilever
was used. As a result of these differences, the particle analysis performed using
Image] could not be applied to all images, and it was necessary to evaluate them
manually and from a more qualitative point of view.

Formation of PVP-OD based DNA nanocarriers is successful according to
the AFM experiments. Aggregates can be observed in all samples prepared with
the dialysed product of the EDC/NHS coupling reaction, confirming that the
polymer has gained the condensing properties from the short cationic peptide
KKKAs. The AFM images cannot detect the composition of the aggregates but,
considering the results obtained in FTIR spectroscopy, it seems safe to assume
that they are formed by the interaction between the modified PVP-OD and DNA
and not by free cationic peptide. Moreover, the fact that the control samples
where only polymer solution was deposited do not have any such aggregates
suggests that they are formed by both DNA and polymer. The samples prepared
with a ratio of 1 to 2 DNA/polymer proportion show fully formed nanocarriers
with no visible free DNA, while the sample prepared at a 1 to 1 ratio has some
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DNA that has been condensed together with nanocarriers. This second sample
is important because it sets a lower limit for the amount of polymer necessary
to condense a specific amount of DNA. Knowing this is important because the
exact concentration of positive charges in the polymer solution is not known, as it
depends on how efficient the EDC/NHS coupling was.

In terms of size, the observed aggregates have areas that correspond to roughly
30 nm of radius or less. This means that the nanocarriers are within a size range
that is acceptable for DNA delivery, as all major internalization pathways could
fit these particles in their vesicles 1.2.1. Some particles are significantly bigger,
but still small enough to be taken up by cells though macropinocytosis. These
sizes are smaller than the ones created in [8] and [41], and in both cases they
managed to obtain expression in mammalian cells. Moreover sizes between 30
and 200 nm are considered to be optimal for delivery [16, 17], so the range of sizes
observed in the AFM images seems adequate for DNA delivery. The circularity
of the aggregates is quite high, indicating that aggregates are probably closer to a
spherical shape than to other common shapes such as rods [11, 41]. However, due
to the discrepancies found in the literature, it is impossible to make a reasonable
prediction of whether this shape will be beneficial for internalization or not.

One concern for delivery is whether the nanocarriers will aggregate with
each other when they are formed in solution. There have been reports of con-
densed DNA precipitating as time goes on, which would make it very difficult to
deliver the nanocarrier to cells for transfection experiments. To study this effect,
the formation of nanocarriers was allowed to proceed for 2 hours in a tube and two
sets of samples were prepared. The first set was prepared by taking solution from
the top of the tube, and afterwards the tube was vigorously shaken and another
set of samples was deposited. The first samples show some very small aggregates
and some others that are similar in size to the ones observed before, but no
aggregation of different nanocarriers is observed. Only some areas with clusters of
nanocarriers are present in some of the samples of this kind, so it would seem that,
even after two hours incubation, there is a good number of free PVP-OD and DNA
complexes in solution. The samples prepared after shaking show a very different
picture. Some very large structures can be seen very close to each other, suggesting
that some precipitation did take place during incubation. Even when the observed
aggregates are not so large, they are still well above the ones observed before, and
they tend to be found in clusters. Despite this obvious aggregation, the fact that
there are still nanocarriers in solution after incubation before shaking means that
it is possible to let the formation process take place in a tube and add it to cells
without fear of not adding any DNA-polymer complexes, but it makes it diffi-
cult to accurately estimate how much DNA is actually incorporated in cell cultures.
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Another possible factor that could make transfection fail is temperature. Since all
experiments had been performed at room temperature, it was necessary to test the
stability of the nanocarriers at physiological temperature. To be safe, the solution
containing polymer and DNA was incubated at 41 °C before depositing on a
substrate for AFM imaging. Unfortunately, the proportion of DNA to polymer
had to be cut to a 1 to 1 proportion due to the lack of polymer solution stock.
As explained above, this concentration has been considered as a lower limit at
which aggregates can be seen but some free DNA is found as well. The results
show aggregates that are similar in size to the ones observed before, but also
some structures that have a different shape. Although they are small, these could
correspond to partially condensed DNA, but it is difficult to discern whether
this partial condensation occurs due to the increase in temperature or because
of the DNA to polymer proportion. However, this specific polymer has already
been tested in a previous master thesis as a drug delivery mechanism [68], and
no adverse effect could be seen at 37 °C. The fact that normal aggregates can
be seen after incubation at 41 °C suggest that they can be used at physiological
temperature for transfection experiments.

In summary, the different experiments that have been performed using AFM
show that PVP-OD coupled with cationic peptide is capable of condensing DNA
and forming nanocarriers, provided that enough polymer is mixed with the
plasmid. The observed aggregates have sizes that are considered adequate for
gene delivery applications and they have the shape of imperfect spheres. It has
been found that the different aggregates can bind each other when they are left
in solution, but many of them are still free, clearing the way for using them
in transfection experiments. Finally, it has been found that, at physiological
temperatures, most observed DNA-polymer complexes retain their shape and
sizes, which is important for using the nanocarriers in mammalian cells.

4.4 Cytotoxicity tests

44.1 12 kDaPVP-OD

The results of the first cytotoxicity test of 12 kDa PVP-OD show that, at a con-
centration of 1 mg/ml, it is toxic enough to kill up to 69 % of the cells. However,
at 4 mg/ml, the percentage of dead cells is so low that the recorded fluorescence
is lower than it is for the background measurement. This is unexpected because
higher concentration of a molecule causes higher toxicity, so it was to be expected
that toxicity was higher with 4 mg/ml rather than with 1 mg/ml. These results
imply that a mistake was made when preparing one of the samples. For example,
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when adding the PVP-OD micelles it is possible that the solution was not suffi-
ciently shaken to ensure a uniform concentration of micelles. This shaking was
performed before adding every sample, but when done incorrectly it could lead
to the addition of a lower amount than expected. As for the lower concentrations,
the percentage of cell death drops to around 0. In the specific case of 0.01 mg/ml,
the results are almost identical to those of the negative control, suggesting that at
such low concentrations 12 kDa PVP-OD is not toxic to fibroblasts. The images
taken under light microscopy before and after incubation with PVP-OD show that
the cell cultures had reached confluence before the test, ensuring that comparison
between the different concentrations and controls was reliable. Moreover, the
images confirm the results obtained from the CytoxONE test. When lysis buffer
is added, almost cells die, leaving an empty well, while at 1 mg/ml cells can still
be seen, bu there are fewer than before incubation and the ones that can be seen
have lost the characteristic elongated shape of fibroblasts, suggesting that the cells
are undergoing apoptosis. When no significant cell death was reported by the
intensity measurements, the cultures look the same as before incubation.

The second cytotoxicity test was aimed at finding the point between 1 and
0.1 mg/ml at which cell death becomes significant, as well as repeating the
measurement at 4 mg/ml. The results show a bizarre trend, as there is maximum
cytotoxicity at an intermediate concentration of 0.66 mg/ml and higher concentra-
tions show lower cell death. It was expected that cytotoxicity should increase as a
function of concentration, but after 0.66 mg/ml that is not the case. However, it
is important to remember that the CytoxOne test measures cell death indirectly,
using enzymes to convert amount of LDH released to a fluorescent signal. Looking
at the light microscopy images taken before and after PVP-OD addition, it is
obvious that there was very high levels of cell death at 1 mg/ml and 4 mg/ml,
perhaps even more than in 0.66 and 0.5 mg/ml. To understand the disparity in the
results, it is necessary to consider both how enzymes work and the preparation
process of the PVP-OD micelles. The micelles were prepared by dissolving the
polymer in ethanol and then adding water whose pH had been adjusted to above
10 (according to a pH strip) using sodium hydroxide. Then, the ethanol was fully
evaporated to leave the micelles dissolved in the basic water. When performing
the cytotoxicity experiments, a stock solution with a concentration of 7 mg/ml
was mixed with medium and incorporated in the cell culture so, for instance,
when preparing the 4 mg/ml sample there was more volume PVP-OD solution
than medium. This must have altered the normal pH of a cell culture, increasing
cell death but reducing the efficiency of the enzyme. Enzymes can only function
properly in a short range of pH and, for the specific enzyme diaphorase, this
range goes from 7 to 9, but the best performance is found at 8.5 [84]. This explains
why there were high levels of cell death at high PVP-OD concentrations but the
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fluorescent signal was weaker. For intermediate concentrations, the pH did not
change enough to disrupt diaphorase, so the fluorescent signal matches what is
seen under light microscopy.

The result at 1 mg/ml is almost identical to the one obtained in the first ex-
periment, but that is not the case for 0.1 mg/ml. There is a clear difference
between 0.35 % cell death and 13 %, but this difference may actually be caused by
only one defective measurement. Out of the three duplicates, two of them show
very low cytotoxicity, similar to the first experiment, but the third one has high
levels of cell death. This causes an increase in the average fluorescence, but it is
possible that there was some mistake when preparing the one sample with high
cytotoxicity. Indeed, when only the two lower fluorescent signals are taken into
account, cell death drops to 4.5 %, which is still higher than the results obtained in
the first experiment but significantly lower than 13 %. In contrast, the remaining
well shows cell death of 30 %, which is higher than all other measurements.
Looking at one of the wells with lower cell death under light microscopy, one
can see that the culture is still confluent, in agreement with the first result (image
shown in the annex).

In summary, the cytotoxicity experiments to test PVP-OD show high amounts of
cell death for concentrations equal or higher than 0.33 mg/ml, reaching a close
to 100 % at 1 mg/ml. The fluorescent readings above 0.66 mg/ml seem to be
hindered by the pH change of the cell culture, so it is impossible to determine how
much cytotoxicty is caused by the change in culture conditions and how much is
caused by the addition of the polymer. Nonetheless, given the high fluorescent
values at 0.66 mg/ml, it seems that pH is unaltered at such concentrations, so
cell death can be attributed to PVP-OD. 0.1 mg/ml seems to have no effect on
the confluence of the cell cultures, despite one sample showing strangely high
fluorescence, so it can be considered as a threshold between safe concentrations
and cytotoxic concentrations.

442 KKKAs

There have been reports of cationic molecules exhibiting cytotoxicity due to cell
membrane disruption [26, 85], so it was necessary to test the short cationic pep-
tide that has been used throughout this project. The results clearly show that the
amount of cell death caused by the different tested concentrations is negligible to
the point that all cell cultures remained fully confluent after addition of the pep-
tide. Not only are the levels of cell death are low, but they are lower than the
negative control in which no peptide was added. This suggests that the small per-
centages of cell death are not caused by KKKAs and they are probably a results
of the normal live cycle of cells in a confluent culture and of external factors in-
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duced during the experiment, such as the strength of the pipetting. Considering
everything, it seems safe to conclude that the cationic peptide used for building
the DNA nanocarrier is not toxic for fibroblasts in this concentration range. The
difference between this peptide and other cationic compounds that have shown
toxicity could be caused by the difference in size and overall charge. KKKA;5 is a
small peptide with only four charges, so it seems plausible that its effects are lower
than those of large cationic peptide such as PEI or poly(L-lysine), which are bigger
and carry a lot of charges [85].

4.5 Electroporation of fibroblasts

The different electroporation attempts that were tried were not successful, the
expectation being that a good percentage of cells found in the culture would
be able to produce GFP. The images taken with fluorescence microscopy do not
show any fluorescent signal in the cells that are attached to the wall and have
regular fibroblast shape. The only observed signal comes from cells that have
are not completely attached to the wall and do not have the typical elongated
shape. This suggests that the cells are either dead or undergoing apoptosis. To
understand these results, it is necessary to consider the size of the plasmid that
is being used, which is close to 10 kilobases. Large plasmids such as this one
tend to have lower transfection efficiency compared to smaller ones due to the
need of creating bigger pores in the cells to fit the plasmid. Moreover, it has been
reported that different ends of large plasmids can enter different pores on the
same cell membrane, making full internalization impossible and leading to cell
death [71]. The size of pores depends directly on the strength of the electric field
applied to the cells, which becomes stronger by increasing the voltage, and by
increasing exposure time. Exposure time increases with sample resistance and
electroporator’s capacitance, but only the latter can be changed easily. Therefore,
capacitance and total applied voltage were increased for the second and third
attempt. An increase in these parameters usually leads to higher levels of cell
death but, after the second electroporation, the cells reached confluence within
two days.

In the third try, after increasing capacitance to ten times what it was orig-
inally, there was some signal, but only in cells that looked apoptotic. This
could mean that the electroporation was able to create pores big enough for
the plasmid to go into some cells, but the treatment was too harsh and they
could not live long after. In contrast, cells that did not have big holes formed
in their walls remained healthy and took the shape of normal fibroblasts. Even
if this is the case, it is obvious that transfection efficiency is very poor at best.
Assuming that the observed signal was indeed GFD, it is possible that more
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DNA is necessary to see widespread transfection. Only 4 ug of plasmid were
used for each experiment, but some authors use higher amounts [86]. 4 ug was
selected as a tradeoff between having enough genetic material and reducing the
expenditure of DNA stock, but it may have been insufficient after all, considering
that not even all of the apoptotic cells showed strong fluorescent signal, indi-
cating that many cells could not survive electroporation nor internalize pCas9-GFP.

It seems that exposure time was too long for the porated cells to survive
during the third attempt, so it could be beneficial to lower capacitance to a middle
ground between the first and third experiments while increasing voltage further.
This would increase the amount of pores formed and the speed at which they grow
and reduce cell death. Other strategies could be used to improve electrophoresis.
For example, during the third attempt, for 5 minutes after the electroporation
took place, the cells and plasmid solution was put on ice. This is supposed to
slow down the recovery of the membrane without the need of maintaining a
constant electrical current [61]. This incubation time could be increased up to 10
or even 15 minutes, increasing the chance for a plasmid to enter the fibroblasts.
Another option to improve efficiency could be to apply the ideas proposed in [71],
where they used small plasmids that do not generate expression in human cells
but that can help larger plasmids enter. Although the exact mechanism is not
known, it was found that the transfection efficiency of large plasmids containing
the Cas9 gene (just like pCas9-GFP)improved when small plasmids between 1 and
5 kilobases were mixed with the larger ones, with the best results corresponding
to 3 kb long plasmids.

4.6 Transfection of pCas9-GFP by nanocarriers

The different attempts to use the synthesized nanocarrier to deliver the plasmid
pCas9-GFP showed similar results to those obtained in electroporation, as the only
green fluorescent signal was found in cells that had lost their typical elongated
shape, indicating that they were undergoing apoptosis. At first, a small amount
of DNA and polymer solution was used, but no signal was observed in any of
the samples, suggesting that a relatively large amount of DNA is necessary for
widespread transfection. Because of this, a second experiment was performed
increasing the amount of DNA to 1,33 ug per well, hoping to see some GFP signal.
However, the amount of polymer solution necessary for condensing this DNA
was calculated to be 150 ul, based on the estimation that PVP-OD concentration
was approximately 5 mg/ml (the estimation was made by taking the amount of
PVP-OD dissolved during EDC/NHS coupling and the final volume of the dial-
ysed sample). This poses a new problem because, upon addition of this quantity
of polymer solution, the final concentration of PVP-OD in each sample was above
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1 mg/ml, which is considered a toxic concentration for fibroblasts based on the
results from CytoxONE experiments. This explains the high levels of cell death in
the cultures that were used to do this experiment. Interestingly, this are also the
samples that show higher levels of GFP signal. Although quantifying expression
numerically is impossible due to the aggregation of apoptotic cells in clumps, the
amount of such clumps that showed some signal was higher than for any other
tested condition. It seems that some cells internalized the nanocarriers and started
producing GFP before apoptosis began. This would mean that more nanocar-
rier concentration leads to higher transfection, but at the cost of too high cell death.

In order to avoid the adverse effects of high concentrations of PVP-OD, an-
other sample was prepared where the concentrations of DNA and polymer were
reduced to a third of what it was in the previous experiment. On top of that, and in
order to try and compensate for the lower amount of plasmid, free cationic peptide
was added at a concentration of 5 mg/ml. As it has been mentioned earlier in
this report (section 1.2.3), the addition of free positively-charged molecules can
mediate endosomal escape inside cells, improving the transfection efficiency;
but this has been tested in cationic polymers carrying several charges, not short
peptides. The results show that, although some cells did internalize the plasmid
and produced GFP, the majority did not. That ones that did produce GFP appear
to be apoptotic, just as in the previous experiments, but the cultures are confluent.
The small amount of cell death could be attributed to the concentration of
PVP-OD, which is lower than in the previous experiment but still within the range
that can cause some level of cytotoxicity. However, this does not explain why
only dead cells show GFP expression. Another explanation for this result could
be the effect that culture medium has on cells. It is common to add antibiotics to
cell medium to avoid bacterial growth, but it has been found that they can also
negatively influence mammalian cells [87, 88]. It is therefore possible that, upon
addition of the nanocarriers, several internalization processes started in the cells
that later expressed plasmid and penicillin entered in the cell with them, leading
to high cell death among the cells that did take up larger amounts of nanocarriers.
Penicillin toxicity may have also played a role in the mortality of cells transfected
by electroporation.

In summary, the GFP expression induced by the synthesized nanocarriers is
far from ideal. Only high amounts of DNA (and therefore polymer) can induce
expression, but at the cost of causing high levels of cell death. Despite this, the fact
that some levels of GFP could be seen indicate that this delivery vehicle actually
has the potential to mediate gene internalization in human cells. Moreover, the
ability of PVP-OD to condense DNA is directly dependant on how many peptides
are coupled to each polymer molecule. In this work, the PVP-OD that was used
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had only 20 % acrylic acid substitutions, but some other versions have up to 95
%. Because of this, EDC/NHS coupling could be used to create PVP-OD that
carries more positive charges. This would make it possible to use a lower amount
of polymer to condense the same amount of DNA, mitigating the problem of
cytotoxicity.

4.7 COMSOL simulation of microchannel

In this section, the results obtained from different simulation will be analysed and
discussed, and a conclusion will be made on whether the developed COMSOL
system is a good predictor of how a microfluidic in vitro testing device might work.

4.7.1 Porous solid wall

The generation of a wall with random pores with determined size range was
achieved by creating a COMSOL method. However, particles much bigger than
the pores are able to cross the wall during simulations, even if it should not be
physically possible. This result does not correlate well with the real behaviour
such a system would have, as one would expect to see a sieving effect, with parti-
cles smaller than the pores being able to pass through and those bigger than that
rebounding or sticking to the wall. The reason for the inability to model this siev-
ing effect is found in the way that the particle tracing module calculates particle
trajectories. The particle diameter is used to calculate other parameters such as the
drag force that the particles feel inside a flow, but it is not taken into account when
determining the position. For this module, particles are points in space that suffer
different forces depending on the set diameter [89]. Because of this, the points
that represent particles can move freely across pores, despite their diameter. This
shortcoming of the particle tracing module makes it incompatible with the desired
sieving properties of the membrane, hence the need for the probabilistic model
that has been developed.

4.7.2 Probabilistic model

Before discussing the performance of this model, it is important to consider that it
is associated with a higher computational cost due to the fact that Matlab Livelink
needs to be called every time that a particle hits the membrane, instead of simply
using the particle tracing module on its own. Another difference with the pre-
viously discussed model is that the flow is different at the membrane and in the
space below it. In this probabilistic model, the membrane is invisible for the fluid
flow module, allowing liquid to flow across it freely and creating a current that will
drive the particles towards the membrane. This was a necessary change because,
if the membrane was considered a solid wall, the flow would not be able to go
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through and the flow velocity at the membrane would be zero due to the no-slip
boundary condition. This would make it impossible for particles to reach and cross
the membrane. As a consequence, the liquid does not go through specific small
local currents through pores, but there is a larger current across the whole mem-
brane. This behaviour is less realistic compared to the porous solid wall model,
but it is necessary to cause many particles to reach the membrane and study the
validity of the probabilistic model. The rest of the flow is consistent with the ex-
pectations for laminar flow in these conditions, with a higher velocity in the center
and zero velocity at the walls due to the no-slip boundary condition.

Comparison of extreme cases: Insulating wall, porous membrane and fully per-
meable membrane

Comparison of these three cases serves as a basic control on the quality of
the model. In principle, one would expect that, when the membrane crossing
probability is zero, no particles will be found in the compartment below the
membrane. When the particle has pores of a size comparable to the particle sizes,
some of them will certainly cross, but not as many as when the wall is fully
permeable. In the first case, some particles that reach the membrane will rebound
instead of passing through, but that should not happen in the fully permeable
case. After running the three simulations, both the distribution of particles across
the geometry and the amount of particles found below the membrane show the
expected behaviour, with a clear increase in membrane crossing for the fully
permeable case compared to a normal porous membrane, while no particles are
able to cross when the membrane is changed for an impermeable wall. These
results prove that, in broad terms, the probabilistic model of the membrane
follows the expected behaviour, as it is a middle case between the extremes of a
wall and a fully permeable membrane. Nonetheless, this is only a preliminary
study to ensure that the model does not have any fatal conceptual error, and the
true performance of the model can only be validated with the other simulations
that have been carried out.

Effect of flow velocity on membrane crossing

The velocity of the flow is one of the most important parameters when using a
microfluidic device for testing delivery. For once, it is one of the parameters that
can be more easily controlled by means of a pump, allowing for a large range
of velocities to be tested. Therefore, being able to optimise this parameter can
help reduce the amount of times a experiment must be repeated. Because of
this, knowing whether this COMSOL model can capture the differences caused
by changes in speed is very significant. The results show a clear trend: the
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slower the flow, the more particles are found below the membrane. Moreover,
the amount of particles that can be found in the geometry at the end of the
simulation also grows as velocity decreases. This trend is specially obvious when
comparing the slowest velocity tested, 50um/sec to the fastest, 5 mm/sec. In
the former, almost 3000 particles are found under the membrane at the end
of the simulation time, while very few particles are found there for the latter.
Moreover, at 500 seconds, the distribution of particles across the geometry shows
a very small amount of particles for the highest speed. This is explained by
the fact that the velocity is too large compared to the length of the channel,
and the particles are able to travel in very few time steps from the inlet to the
outlet. That also explains why most particles accumulate in two places at 500
seconds. There is a group at the inlet (particles that have been generated in
the last time step) and another one close to the outlet. As for the other tested
cases, the distribution is more similar to what was seen in the previous simulations.

The changes in particle behaviour and distribution can be explained with
two reasons. On one hand, it is to be expected that there will be less particles in
the geometry at any given time if the speed is very high because they reach the
outlet after a short time. Similarly, particles can never accumulate in the section
below the membrane. Most likely, some particles do cross the membrane, but
they are quickly returned to the upper channel by the strong flow, before the next
released particles can reach the membrane. For the slower flow velocities, there is a
certain accumulation below the membrane, as particles are not removed as quickly
and, eventually, an equilibrium between the amount of particles crossing from the
upper to the lower section and the particles crossing back to the upper section is
established. Another possible explanation for the radical differences in particle
distribution comes not from the physics, but rather from a simulation parameter:
the time step. During these simulations, a time of 500 seconds was simulated with
a time step of 1 second. That means that every one second of simulation new
particles appear at the inlet and the position of particles is recorded. This time
step should be small enough for the simulation to be accurate while maintaining a
reasonable computational cost (simulations still take several hours, but a normal
home laptop with 16 GB of RAM can handle them). However, a time step of one
second might be too large for the highest speed. At a speed of 5 mm/sec, a particle
can travel from the inlet to the outlet in one step, ignoring the current that leads
some particle to the membrane. This problem is mitigated because COMSOL is
able to automatically calculate some intermediate steps when necessary, although
that causes the computation time to increase significantly, as simulation time went
from around 2 hours for the two slowest flow velocities to about three hours for
the second highest and to close to seven hours for the highest speed simulation.
Nonetheless, this problem with the time step could still play a role in keeping the
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amount of particles below the membrane so low.

Effect of particle size on the model

So far, in all of the simulations, the size of the particles have remained constant,
with a average diameter of 1ym and standard deviation of 0.1ym. When a
porous membrane was used, the size of the pores followed the same distribution
as the particles. However, a porous membrane should be able to sieve smaller
particles while making those bigger than the pore diameter rebound. In order
to check if this behaviour is represented in the probabilistic membrane model,
three simulations with different particle sizes but same pore diameter were
performed. Given that the average size of the pores is 1um, it is expected that,
in the simulation with largest particles, little membrane crossing will take place
and for the smallest particles there should be a very large amount crossing to the
lower section of the geometry. Despite these expectations, the results show that
the difference between the cases with particles of 1 and 0.1ym are very small in
terms of particle distribution while the simulation with bigger particles showed
that the rate of membrane crossing was lower but still significant. For example,
the amount of particles below the membrane at the end of the simulation is higher
than some of the cases tested before, when the particles were smaller but the flow
was faster.

Understanding the results for the bigger particle simulation requires some
knowledge of how a normal distribution works. In this case, there is a particle
diameter normal distribution with a mean of 2um and a standard deviation
of 0.2um. In any Gaussian curve, 68.2 % of the area under the curve is found
withing the mean plus/minus 1 standard deviation. 95.44 % of the area under
the curve is in the range of 2 standard deviations and at that point, the diameter
range goes from 1,6um to 2.4um. This means that there is a probability for some
particles to be small enough to cross the membrane, which is approximately 2.33
%. Moreover, a bigger particle will also move slower in the flow, so it will allow
for a higher rate of accumulation below the membrane. It would be interesting to
do a simulation with a radius that is way bigger than the pore size and therefore
should have zero probability of crossing the membrane. Unfortunately, higher
radius increase computational cost to the point where the computer crashed
during the simulation. Using a more powerful computer, one could test this more
extreme case to assert the sieving properties of the membrane. As a substitute to
this simulation, the function that calculates the probability can be used in a 1000
step loop in Matlab for a mean particle radius of 10ym. When this is done, all of
the probabilities are calculated to be zero, suggesting that this membrane could
prevent very large particles from crossing. Nonetheless, this should be tried with
the whole COMSOL model in order to make sure.
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Anther interesting piece of these results is how little difference there is be-
tween the normal and smallest particles simulation. Both the distribution and
the plot showing the amount of particles below the membrane are very similar,
despite the fact that smaller particles should have a higher chance of crossing
the membrane when they reach it. These results for the smallest particles can be
explained as a tradeoff between two different effects. On one hand, and as it has
been stated above, it is more likely for particle to cross, but they also move faster
in the flow, which causes them to cross back to the upper section and then be
removed from the outlet. This last effect seems to be enough to counter-balance
the increase in crossing probability due to size. It is important to consider
that, because a coverage of 50 % has been used throughout the simulations, the
maximum crossing probability has an upper bound, leading to smaller differences
between the normal and small cases.

4.7.3 Finals remarks about probabilistic membrane model

The results obtained from the various simulations indicate that the probabilistic
model can be used to reproduce the behaviour of particles crossing a porous mem-
brane. All of the observed phenomena could explained and justified. Moreover,
thanks to its ability to capture the sieving properties of a porous barrier, it is a
superior system to simply creating a wall with holes, as it was originally intended.
This, combined with the freedom of design that COMSOL confers, will allow any
user to rapidly screen different setups and geometries for microfluidic chips that
could be used to test DNA delivery systems in different scenarios that imitate in
vivosystems better than 2D cultures.

4.8 Future work

This thesis has started the development of a new DNA delivery system, but the
results obtained only represent the beginning of something that could be a much
longer project. The nanocarrier formed with PVP-OD and KKKA5 has shown
potential to be used in gene delivery, as it has been able to produce moderate
amounts of expression and some of its properties such as the size appear to be
optimal. The next step in this project could be to try to overcome the high toxicity
caused when GFP was expressed. As proposed above, this could fixed by using
PVP-OD coupled to more cationic peptides, which would reduce cell death while
still condensing a large amount of DNA. This modified version of the polymer
should then be tested to ensure that the aggregates it forms are similar to those
observed in this work before testing them in fibroblasts again. Parallel to this
process, a control for GFP expression should be prepared to be able to evaluate
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the performance of the nanocarrier compared to other available gene transfection
methods. It could be tried to tune electroporation, or some other commercially
available system could be used, such as Lipofectamine 3000 (ThermoFisher).

After high levels of safety and transfection efficiency have been achieved,
the developed COMSOL model could be used to test different designs for mi-
crofluidic chips where the nanocarrier can be tried. Thanks to the availability of
technologies such as 3D printing and different materials, many designs for the
chip geometry and nature of the membrane could be created. By screening the
different options, one could reach an optimal design with the desired properties.
One possible example of this could be to make a membrane that protects cells
similarly to the endothelium found in blood vessels with a fluid velocity that
resembles that of blood flow.






Chapter 5

Conclusion

In this thesis, a new DNA delivery system has been developed using the am-
phiphilic polymer PVP-OD, which has been given the ability to condense DNA
after coupling it to the cationic peptide KKKAAAAA, forming structures similar
to polyplexes. Thanks to the different AFM experiments, it has been confirmed
that, when plasmid DNA that includes the gene for GFP is mixed with the modi-
fied polymer, nanocarriers with sizes in the range of a few tens to couple hundred
nanometers are formed, and their properties appear to be adequate for gene de-
livery. After testing the cytotoxicity that the different components of this system
cause in human fibroblasts, the nanocarriers have been tested in vitro as transfection
agents, but high levels of expression remain to be seen. Only when high amounts
of DNA are delivered can one see widespread GFP production, but this implies
that toxic levels of PVP-OD need to be delivered as well. Despite these results, this
new delivery system still holds promise as a viable DNA delivery vehicle thanks
to the studied properties and the advantages that it may have compared to tradi-
tional polyplexes. Finally, the model of a microfluidic chip has been developed in
COMSOL Multiphysics with the hope that it will aid in the design of a microflu-
idic in vitro testing system where the nanocarriers can be tried in in conditions that
more closely resemble in vivosystems. The different simulations performed with
this model indicate that it is a good tool that could be used in the future to reduce
time and cost of designing a system like this.
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Appendix A

Supporting figures

The images that have been added in this appendix are complementary to the ones
that have been shown in the Results chapter. It is not necessary to see these figures
to understand the results obtained in this thesis, but rather they are provided to
reinforce their validity.
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Figure A.1: Light microscopy images of two wells after addition of PVP-OD and 24 hour incubation.
To the left, a ell here a concentration of 4 mg/ml was added, but fluorescent signal was low. To the
right, a well with concentration of 0.66 mg/ml, where fluorescent signal was the highest.
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Figure A.2: AFM images of an aggregate observed when mixing 15 ul of DNA solution (concentra-

tion 5 ug/ml) and 15 pul of cationic peptide solution. Near the aggregate, some DNA chains can be
observed indicating that condensation is not complete.

‘ oy gl : ©
01 2 3 4 5 6 7 8 9um 0 05 1,0 15 20 um

Figure A.3: AFM images of the aggregates observed when mixing 15 ul of DNA solution and 30 pl
of polymer solution.
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Figure A.4: AFM images of the aggregates observed when mixing 15 yl of DNA solution and 15 ul
of polymer solution and incubating at 41 °C.
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Figure A.5: Results of the last electroporation experiment (capacitance 50000 uF and voltage 500 V.
To the left, there are light microscopy images, and to the right there are the corresponding areas
when imaging green fluorescence.)
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Figure A.6: Above, images corresponding to the nanocarrier trasnfection experiment with 1,33 ug of
DNA per well. Below, images corresponding to the experiment with 0,45 ug/ml and free cationic
peptide. To the left, there are light microscopy images, and to the right there are the corresponding
areas when imaging green fluorescence.



Appendix B

Original codes for COMSOL simu-
lation

Random porous wall generator (COMSOL Method):

with(app.mainWindow());

set("title", "");

endwith();

model.component("comp1").geom("geom1") lengthUnit("mm");
model.component("comp1").geom("geom1").create("rectanglel”, "Rectangle");
model.component("comp1").geom("geom1").feature("rectanglel”).set("size", new
double[]100.0, 20.0);
model.component("comp1").geom("geom1").create("rectangle2”, "Rectangle");
model.component("comp1").geom("geom1").feature("rectangle2").set("size", new
double[]50, 15.0);
model.component("comp1").geom("geom1").feature("rectangle2").set("pos”, new
double[]25, -15.25);

model.component("comp1").geom("geom1").create("rect", "Rectangle”);
model.component("comp1").geom("geom1").feature("rect").set("size", new dou-
ble[]50, 0.25);

model.component("comp1").geom("geom1").feature("rect").set("pos", new dou-
ble[]25, -0.25);

double coverage = 0.5;

double current = 0.0;

double pos = 0.0;

double w = 0.0;

intind = 1;

model.component("comp1").geom("geom1").selection().create("csell”,  "Cumula-
tiveSelection");
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model.component("comp1").geom("geom1").selection().create("csel2”,  "Cumula-
tiveSelection");

while (current < 0.5)

pos = 49*Math.random()+26;

w = 0.7+0.3*Math.randomy();
model.component("comp1”).geom("geom1").create("rect"+ind, "Rectangle");

model.component("comp1").geom("geom1").feature("rect"+ind).set("size", new
double[]w, 0.25);
model.component("comp1").geom("geom1").feature("rect"+ind).set("pos", new

double[]pos, -0.25);
model.component("comp1").geom("geom1").create("rectA"+ind, "Rectangle");
model.component("comp1").geom("geom1").feature("rectA"+ind).set('size”, new
double[]w, 0.25);
model.component("comp1").geom("geom1").feature("rectA"+ind).set("pos”, new
double[]pos, -0.25);
model.component("comp1").geom("geom1").feature("rect"+ind).set("contributeto",
"csell");
model.component("comp1").geom("geom1").feature("rectA"+ind).set("contributeto”,
"csel2");

current = current+(w/50);

ind++;

model.component("comp1").geom("geom1").create("dif1", "Difference");
model.component("comp1").geom("geom1").feature("dif1").selection("input").set("rect");
model.component("comp1").geom("geom1").feature("dif1").selection("input2").named("csell");

model.component("comp1").geom("geom1").run();

Probability calculator based on particle and pore size:

function prob=WallProbability(C,mupar,sigmapar,muhole,sigmahole)
gauss=@(n)exp(-0.5 * ((n - muhole)./sigmahole).A2)./ (sqrt(2 * pi). * sigmahole);
x = randn(1)/3;

Yy = mupar + 5 x sigmapar  x;

prob = C x integral(gauss,y, muhole + 5 x sigmahole);

if (prob < 0)

prob = 0;

end

end
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Figure 1.1:
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2019.d0i:10.1002 /jbm.a.36614.url:https: / /pubmed.ncbi.nlm.nih.gov /30665262 /
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