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1 Introduction

The Artificial Intelligence (AI) and Machine Learning (ML) fields have gained huge popu-
larity in recent years. And it will not stop there as the advances in hardware and computing
power will keep pushing the progress even further, allowing for broader industries’ implemen-
tations of autonomous systems. As a matter of fact, according to Gartner, AI advancement
will generate a $2.9 trillion of commercial value in 2021 [1], however apart from solely con-
tributing to the economic value, machine learning can be a powerful tool in tackling societal
and environmental problems, such as pollution and climate change [2].

As ML is a hot topic, so is a topic of sustainability. Denmark is making an effort to
become a greener country, by taking part in following the 17 Sustainable Development Goals
(SDG) proposed by the United Nations to achieve sustainability by 2030 [3]. Among the 17
SDG’s, there is a particular one of number 14 - Life Below Water, which aims at reducing
water pollution, among others, as around 8 million tons of plastic ends up in the Ocean
every year (60-80% of all garbage debris). Around 80% of all marine trash originates from
land and waterways connected to the Ocean, such as rivers and canals [4]. 38% of waste in
the waterways are consumer-related plastics, such as drink bottles and wrappers [5].

One of the contributions to this goal has been made by GreenKayak, Denmark based
non-profit, with an attempt to reduce waste volumes in Copenhagen harbour by lending
kayaks for free in return to collected garbage [6]. Recently, 2020 Ren Havn event (Danish
for 7clean harbour”) took place aiming at raising awareness and collecting trash from the
Copenhagen canal, where approximately 120 kg of trash was collected by 80 volunteers in
collaboration with various organisation contributing with kayaks to gather the waste(Kayak
Bar, Kayak Republic, Green Kayak, GoMore and Goboat)[7].

Another example of contributing action is the initiative made by the city authority
in collaboration with World Wide Fund (WWF) and canal tour boat operator Stromma to
install ”floating garbage bins” called Sebians [§]. These devices can suck litter into a catch
bag using a submersible water pump that has a capacity of 25,000 liters per hour and can hold
up to 1.5 kilos of waste. It is expected to collect around 1.8 tons of waste annually, where the
most often caught objects are cigarettes butts (29% of all rubbish caught), plastic fragments
(28%), food wrappers (26%), foam particles (5%), bottle caps (4%), straws (2%), and cans
and plastic bags (1%) [9]. However, how can a pressing issue of water pollution be improved
without hand-picking and identifying every particle of litter manually? The motivation for
the project is to research the possible ways of how to contribute to the solution.

The project is tapping into the field of machine learning to explore the problem of
object detection task in the underwater environment. Even though computer vision has been
successfully applied underwater for inspection, monitoring and mapping, object detection has
not been researched well enough [10]. The goal is to equip an underwater drone with a neural
network model for object detection capabilities to identify litter objects in real-time. The
idea includes experimenting on different approaches and architectures to propose a working
prototype system to identify, recognize and detect objects of interest in the sub-water context.

The above stated leads to the problem space of the project that is defined in the problem
formulation below. Additionally, three sub-research questions are presented to break down



the entire problem into fewer smaller areas to address the project.

1.1 Problem Formulation

"How to develop an object detection system that would perform real-time underwater
analysis to detect and identify objects of interest within the underwater environment?”

The following sub questions were formed to guide the research and development process
for the project and proposed prototype system.

e How can machine learning algorithms be utilized to perform underwater analysis?

e How to develop a system architecture that would employ underwater drone for the
object detection task?

e How to approach the problem of computer vision in rough underwater environment?

1.2 Report Structure

In the following section the structure of the report is presented, explaining the reader what
can be expected in each chapter and the flow of the project. The report starts with Introduc-
tion of the topic of artificial intelligence and machine learning, followed by the motivation
for the project and problem formulation. Consecutive chapter of Methodology depicts the
process model of the research and development, describing how the research was conducted.
As well as the chapter explains the interconnection of the system components and the pro-
cess of evaluation of the system. Subsequently, moving on to the State of the Art chapter,
it describes the underwater vehicles types, outlines the research on machine learning, object
detection, neural networks and existing solutions of similar systems. The following Anal-
ysis chapter narrows down the findings of the previous chapter to decide upon the choice
of the algorithm most preferred for the project. As well as draws upon data preparation
and requirement specifications for the system prototype. System design chapter presents
the system overview and component intercommunication, followed by the Implementation
chapter, where water drone assembly and model implementation are described. Finally, after
experiments’ and testing stages are laid out, there is a discussion on the results and future
improvements, followed by the Conclusion on the problem formulation.



2 Methodology

The chapter describes the process of conducting the project, providing an overview of
methodological approaches taken as well as the process behind conducting analysis and the
development of the prototype. The details are summarised and described in the following
process model and secondary research chapters.

2.1 Process Model

The point of departure was to establish the road-map for the project. To do so an appropriate
process model had to be chosen to aid in identifying the scope of the research and the
development goals for the prototype. Since the project is ought to be experimental and
analytical i.e. with no user involvement it was decided to derive the requirements from the
research.

Therefore, two methodologies served as an inspiration for the process model, namely
Iterative Waterfall model [11] and Prototyping method [12], as it is necessary to scrutinize
the best suitable system design for the task at hand (as explained in Chapter [4).

The traditional Waterfall model [13] follows a linear development sequence, where
each subsequent phase is completed before the next phase begins. The phases include Re-
quirements, Design, Implementation, Testing and Maintenance. Each phase is comprised of
different tasks and activities, which cannot be altered after the phase is completed. Com-
pared to classic Waterfall, iterative model provides room for making changes in a form of
feedback paths from each phase to the preceding phase. In this case if an error was made
during some stage of the project it can be easily traced back and corrected.

The approach of Prototyping suggests first, to determine the objectives, then to follow
the cycle of three stages Develop, Refine, Demonstrate with multiple iterations through the
cycle to achieve desired outcome. The final stages include testing step and implementation
of the prototype system, as shown in Figure [I]

Test —Jp Impement

Figure 1: Prototyping method. Taken from [14)]

Two methods were combined and modified to address the needs of the project associ-
ated with both prototype development and report writing. The resulting process diagram is
presented in Figure [2] illustrating the flow of work.
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The approach taken was to split the entire workflow into various areas this project is
touching upon. The identified research areas include examination of different underwater
vehicles, research on neural networks and machine learning algorithms, research on imple-
mentation frameworks and available tools, as well as different existing approaches and state
of the art technologies that are already adopted.

The initial phase was to iterate between research and analysis to gather knowledge on
the topics related to the project. As an outcome a set of requirements has been identified
and different designs of the systems were recognized.

[ Research areas J

Figure 2: Overview of the Process Model

For the next phase, project development began with the Develop, Refine and Demon-
strate cycle, as can be seen in Figure[2] For this step a hands on approach was carried out to
learn about machine learning and different implementation frameworks. For this purpose a
cloud setup was utilised to get acquainted with the flow of training, validating and observing
the working principles of ML models. The following iterations included implementation of
the models on a local machine and on EDGE GPU device, to conceptualize on the most
suitable system design. Various iterations helped to refine the existing requirements and
gather additional ones.

The next phase follows with Design, Implementation and Testing. Where first con-
sists of the outline of the chosen design, where the overall system architecture is presented
together with the system components and relationship between them. Second delves into
the implementation process of the chosen framework for the prototype. Finally, third phase
includes evaluation of the prototype system, with reflection on the results and potential
improvements to the system.

2.2 Secondary Research

The goal of the secondary research was to gather materials associated with the problem
formulation of the report and the scope of the project. In order to find relevant articles,
white papers and books techniques such as keyword search and cross referencing were used.
The tools that were utilised include AAU Library [15] and Google Scholar [16]. The list of
keywords was composed based on the project scope and defined research questions. Exam-



ples of keywords include neural networks, computer vision, image classification and object
detection.

2.2.1 Data Collection

The aim of the project was to identify the litter objects in the underwater environment with
the aid of Machine Learning. For the purpose to train a model for this task relevant data
sets have been identified with the research on existing solutions and by separate search on
the web. It is worth to mention that the decision in the beginning of the project was not
to create data from scratch but rather find a suitable data sets instead. The findings were
summarized and presented in the Chapter [4.3] describing the usability of each data set as
well as considerations on the relevancy to the project.

2.3 Requirements and Prioritization

To aid in the process of system development and to define the desired functionality of the
prototype, Software Requirement Specifications (SRS) technique was utilised. Requirements
were mainly derived from the secondary research and observations of conducted experiments.
For the final solution requirements have been adjusted through various iterations of experi-
menting and research. The obtained requirements served as guidelines for the prototype de-
velopment decisions specifically in Chapter [5] and Chapter [6] where the final system solution
is proposed. Moreover, typical software development requirements fall into two categories:

e Functional - "requirement that specifies a function that a system or system component
shall perform” |17, p. 195]

e Non-functional - "software requirement that describes not what the software will do but
how the software will do it” |17, p. 293]

Additionally, requirements have been prioritized with the MoSCoW method [18]. Tt
suggests to classify the set of generated requirements by importance using a four level scheme
which is Must, Should, Could and Won’t. The prioritization is needed due to time constraints
posed on the development process, where tho focus is on developing the main functionality
first to achieve a working system.

Must have are considered essential for the system and have to be included in the final
prototype, otherwise if at least one is not delivered, the whole system can be considered as
a failure.

Should have are considered as important as Must but can be postponed due to time
constraints during the development making the system still viable.

Could have are considered desirable but less important than Should. If the devel-
opment time-frame is tight, requirements from this category are considered first to be left
out.

Won’t have are considered not important and can be excluded from the prototype
development, however, they should be addressed in later stages of development as future
improvements.



Finally, a table was composed with the specified requirements that can be seen in
Chapter [4.5] The table consists of four columns that show ID - sequence number of the
requirement, Description - defines the requirement, Source - points to chapters where the
requirement comes from and MoSCoW prioritization - importance of the requirement.

2.4 Testing and Validation

In order to finalize the system solution and evaluate its performance, testing phase should
be conducted on the developed prototype. It was decided to carry out multiple testing
scenarios to analyze behaviour of the system in different environmental conditions. The
experiments ought to be performed in artificial setting (laboratory) and in a realistic setting
in a real-world environment.

First of all, the staged experiments were carried out to generalize on the developed
prototype operation and decide whether its performance is satisfactory to be executed in the
real world. For this case three scenarios were introduced posing different level of constraints
on the developed system. First scenario depicts general operation of the detector system
without any restrictions. Meaning the system is tested above water without interference of
image quality and light conditions. Second scenario includes application of slight constraints
where the system is introduced to the water context and is tested in the clear water setting.
Third performed experiment poses high constraints on the system where the water turbidity
is high as well as low light conditions apply.

It is worth to mention that the system was tested with two different models utilised
for object detection, one of which is YOLOv3 and the second is YOLOv3-tiny. Both models
have been evaluated and the results compared in Chapter [7.2] Additionally, it should be
said that the system did not undergo the real world experiment stage due to limitations
described in Chapter [7.1]



3 State-of-The-Art

In this section main research topics are presented, which consist of three parts, namely
research on Underwater Vehicles, Machine Learning and Existing Solutions. The first part
describes different types of vehicles in the underwater context as well as background and
purpose of their usage.

Machine Learning topic is dealing with identification of the available approaches, algo-
rithms and tools that potentially could be used to bring intelligence to the device, to achieve
the goal of detecting and identifying the objects of interest underwater.

Finally, research on existing projects is presented in order to find out how the problem
of underwater object detection is dealt with, which technologies are utilized and identify the
challenges that may appear in such projects.

The aim is to establish the general knowledge needed to shape the project. Together
they form the base for the different parts of the project and guide the reader through the
project’s development flow.

3.1 Underwater vehicles

Underwater vehicles are generally classified into three categories which are DSVs, AUVs and
ROVs. The choice of particular vehicle over another depends on the given mission. The tasks
vary according to the mission requirements, such as maximum depth, endurance in range and
time, and needed sensors; the optimal human role in command and control; available power;
cost and a number of other criteria considered for the successfully fulfilling the mission goals
[19, p. 18-19]. Following in the section each type of vehicles are presented, with few examples
from every category. Additionally, Table [I] is provided for a quick comparison overview of
the devices and a visual summary of the findings.

DSVs

ROVs AUVs

Untethered undersea vehicle, may be
totally reprogrammed and

equipped with decision aids

Untethered, human-occupied, Tethered, self-propelled vehicle

DEFINITION free-swimming, undersea vehicle with direct real-time control to opcratft autr)nomously;'
or operation may be monitored
and revised by control
instructions transmitted by a data link.
DEPTH Many to 1,000 m Very many to 500 m Several to 1,000 m
Few to 3,000 m Many to 2,000 m Few to 3,000 m
Very few to 6,000 m Few to 3,000 m Very few to 6,000 m
One to 6,500 m Few to 6,000 m
One to 11,000 m
ENDURANCE
. Normally 8 hours, 24 to 72 hours Indefinite, depending on 6 to 4,8 hours of propulsion
Time A May sit on bottom for extended
max reliability and operator endurance :
periods
Limited in distance from host ship 350 kH.l demonstrated; near-term
Range <50 kmm potential 1,500 km,
by tether . ‘
depending on energy source
11 to 45 kg (25 to 100 1b);
|4 =4 =4 =4 - bl
PAYLOAD 1 to 3 people, 45 to 450 ke (100 45 to 1,590 kg (100 to 2,000 Ib); adaptable to measuring equipment,

to 1,000 Ib); adaptable to tools and sensors

adaptable to tools and sensors

tools, and sensors



SUPPORT
Ship
Handling Systems

Navigation Systems

Most DSVs require large ship
support; ship size varies with DSV size

Depend on DSV size

Relative to seafloor or surface
vessel

Direct human observation and

Depends on ROV size and mission
requirements

Depends on ROV size

Relative to surface/seafloor

Real-time feedback to operator,

Medium—depends on AUV size and
mission requirements
Similar to ROVs, depending on AUV

size
Seafloor and inertial navigation

Potential for automated
operations, ability to operate with

STRENGTHS . . long endurance capability, or without human command
manipulation . .
low- cost per operating hour and without tether;
minimum surface support
Real-time feedback to controller
LIMITATIONS Large size, ng,%lt, and cost due Tether cablg put()ntlally limits Energy supply
to manned requirements maneuverability and range
Bandwidth of data link
Limited mission time Capacity of internal recorders
Potential personal hazards Limited work function complexity
Table 1: Comparative capabilities of undersea vehicles. Taken from: (19, p. 20]

DSVs or Deep Submersible Vehicles. These are an example of a conventional sub-
marines which were dominating ocean exploration starting from 1960s. These vehicles are
operated by an on board crew, typically accommodating one pilot and one or two observers.
The large size of the ships, hence stability, makes them perfect for tasks such as observation,
manipulation and sampling and vital tasks where human presence is required on site.

Advantage of DSVs are benefits from human’s high-resolution, three-dimensional ob-
servation capabilities and full visual depth of the field, augmented with video cameras for
close-up inspection, which is still superior to the modern observation remote sensors |19,
p. 19-20].

However, human presence on board and the ship sizes increases costs of handling and
support of the vehicle. Firstly, a mother ship has to be on-site to deploy and retrieve the
submersible as well as provide logistical support during the mission both for the vehicle and
the crew. Secondly, there is no real-time data exchange between the submarine and the base
station as the observers on-board are collecting information and storing it locally during
the mission (such as gathered minerals/materials, video/image footage, etc.). Acquired data
becomes available after successful return and further analysis. Thirdly, battery power is an
issue taking into account the ship size and human endurance, where life support for the on-
board crew has to be maintained throughout the mission as well as emergency life support
must exceed mission time significantly in case of any sort of failure, resulting in the reduced
mission times |19, p. 20-43].

Nevertheless, as with other technological advances, the innovations in energy storage,
propulsion, manipulators and composite materials is contributing to the utility of DSVs up
to this day, making possible record breaking deep-dive expeditions consisting of a single
crew member. One of such examples is a DSV Limiting Factor, Triton [20] 36000/2 model
submersible which reached a maximum depth of 10,928 meters, outperforming any previous
manned dive by 16 meters [21].



Autonomous Underwater Vehicles Contrary to other vehicle kinds, these type
of underwater vehicles are self-guiding and self-powered with no physical connection to the
operator. Unlike ROVs who have limited range of operation due to its tether, AUVs can
freely glide from the surface to the depths.

Main power consumption of AUVs is to enable the thrusters to move the vehicle around,
as well as powering on-board sensors and maintain the navigation and positioning functions.
An additional power supply has to be provided for an AUV to power up the device at least
for 24 hours in case of emergency, allowing to retrieve the device [22, p. 44-47]

Typical use sensors on an AUV is to map the ocean floor, data collection, pollution
prevention, record environmental information, sense what humans have left behind, identify
hazards to navigation and geological exploration. Since AUVs have faced technological chal-
lenges and applications, their development was slower comparing to ROVs. However, with
the rapid evolution of battery and AUV technologies, and contribution to AUV development
these devices gain a potential of new tasks and applications.

Main challenges faced by AUVs are connected with operation in underwater environ-
ments. These include communication, localization, and navigation due to the impossibility
of relying on radio communications and global positioning systems due to signal propagation
in such environments [23]. A notable example of an AUV is the submersible glider ”Scarlet
Knight”, the first AUV to cross Atlantic Ocean. The device was launched from New Jersey,
USA and over the course of 221 days successfully reached the coast of Baiona, Spain. The
data gathered by the device contributed to the understanding of the effects of climate change
on the ocean [24].

Remotely Operated Vehicles In comparison with DSVs, are connected to the
Control station (e.g., vessel or a platform) on the surface by a tether that carries control
signals, power and feedback data for the vehicle. As the name implies, these vehicles are
remotely operated which significantly reduces their cost removing the need for a human life
support functions, making these devices ideal for operating in dangerous and radioactive
environments(e.g, mine defusing, work with radioactive components, inspection of nuclear
power plants).

Typical advantages of ROVs are stronger power, stable signal transmission, convenient
recovery [25, p. 173]. They are inherently suited for working for extended periods, performing
local surveys, operating in high-risk areas, and passing large quantities of real-time sensor
information back to a surface support vessel. However, due to the tether connected to the
support craft, ROVs are subjected to mostly vertical operation and are limited in speed and
distance, making them less suitable for large area surveys [19, p. 25].

As these vehicles were initially introduced in 1950s by the military, in 70s they started
to gain popularity and were further developed by the industrial sector. Due to technical inno-
vation, these devices became more available and popular for various applications. Significant
part of which is scientific use such as ocean exploration and educational purposes.

ROVs range in size from light and medium weight to heavy work-class devices. Large
ROVs found a niche in the offshore oil and gas industries and in the communication industry
for underwater manipulation, cable burial, and inspection tasks [19, p. 21]. These type of



devices can carry much higher payload and tools, but also require heavy equipment in order
to deploy the device in the water. Whereas, light and medium ROVs are mostly used
for surveying, exploration and sampling tasks. These devices are typically equipped with
thrusters, battery, lights, manipulators and sensors for sample collection. Additionally, they
have a video camera or at least a still camera in order to transmit videos or images back to
the support ship.

BlueROV2 The BlueROV2, an example of Remotely Operated Vehicle, is an afford-
able high-performance underwater robot with open-source electronics and software. Which
is mainly used for a wide range of applications, such as research, explorations, inspections
and adventuring.

The basic complication of the device consists of a ROV equipped with camera and
lightning. With an HD (1080p, 30fps) wide-angle low-light camera optimized for use on the
ROV. It is attached to a tilt mechanism allowing the pilot to look up and down. And a set
of two or four lumen lights, providing 1500 lumens each with dimming control to brighten
the underwater depths [26]. More detailed technical specifications are provided in Table .

H Parameters Value H
Length 457 mm
Width 338 mm
Height 254 mm
Weight in Air (with Ballast) 10-11 kg
Weight in Air (without Ballast) 9-10 kg
Thrusters T200
Maximum Rated Depth 100 m
Onboard Computer Raspberry Pi 3B

Table 2: BlueROV2 Technical specifications. Taken from:[27]

The device connects to the ground control station, consisting of a PC with configured
software to monitor the drone, gamepad controller, used to navigate the device. And a battery
to power up the ROV, with different power supplies recommended for best performance.

ArduSub Project A fully-featured open-source solution for remotely operated vehi-
cles and autonomous underwater vehicles. Being a part of ArduPilot [28] project it provides
extensive capabilities for operating ROVs, including depth and heading hold, autonomous
navigation and feedback stability control. It works with Ground Control Station and pro-
vides interoperability of software components to perform monitoring of the vehicle condition
and use of assets such as simulations, log analysis tools and higher level APIs for control and
management of the vehicle [29], basically serving as a ”brain” of the ROV.

10



QGroundControl Is a user interface for operating the ROV. It is a peace of software
that is installed on the Ground Control Station enabling a user of the ROV to send commands

to the vehicle, receive data from the device, as well as monitor the condition of the device
[30].

Flight Time
00:00:00

AUSTRALIA

Figure 3: QGroundControl home screen. Own screenshot

Companion is a Companion Computer which runs software that relays communi-
cation between the autopilot and QGroundControl via an Ethernet cable. Additionally,
software installed on the Companion streams HD video to control station [30]. Presented in
the Figure [4] below, one can find how the components are connected and operate with each
other.
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Topside Computer
ip 192.168.2.1

\ Raspberry Pi
! ip 192.168.2.2
|

Figure 4: Diagram of the software components and their interactions. Taken from: [@/

3.2 Machine Learning overview

Machine Learning is a sub-field of Artificial Intelligence (AI), with a focus on algorithms and
statistical models. It’s purpose is to enable systems to perform tasks automatically without
explicit instructions relying on patterns and inference. ML approach is to train a general
purpose learning machine to predict the outcome by utilising a large data set , p. 206-208].

The typical classification falls into four broad categories, Supervised learning, Semi-
supervised learning, Unsupervised learning and Reinforcement learning. The choice of im-
plementation approach varies by the type of problem to be addressed and the desired goals.

Supervised learning is the process when a model is trained to make predictions
with the data set that is well known and well defined, and the outputs are labeled. In this
case the model is continuously trained until it achieves the desired level of accuracy for the
prediction and can be corrected when those predictions are wrong. The resulting trained
model would be used to make predictions for the new Inputs which were not present in the
training data set [32, p. 20-22].

Unsupervised learning The data set used for training is unlabeled and less well
defined. The goal of the model in this case is to find similarities in the training data, like
patterns or structure, and to cluster the Outputs , p. 22-24).

Semi-supervised learning In this case the training is performed on the mixed data,
utilising both labeled and unlabeled examples. Apart from making predictions the model
must learn the structures to organize the data , p. 209-210].
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Reinforcement learning Unlike supervised and unsupervised learning, this method
infers optimal sequential decisions based on previous actions, providing feedback and guiding
the learning algorithm. An example of reinforced learning, is an agent navigating in an
environment with the presence of obstacles that have to be avoided , p. 210-211].

3.3 Neural networks and Deep Learning

Deep learning, also known as feature learning, uses input features and maps them to an
output p. 1-8]. The mapping happens in between, where multiple connected hidden
layers, consisting of multiple neurons, which are processing the computations, and when
combined are designated to learn the relationship between the input features and the output
. There is a myriad of problem types that could be solved with Deep Neural Networks
(DNN), such as classification, clustering and vision. However, DNN should be designed
specifically to solve a particular problem type. In its simplest form the Neural Network
consigning of input Layer, single hidden layer and an output layer, can be seen in Figure [3]

Simple Neural Network Deep Learning Neural Network

@ Input Layer (O Hidden Layer (@ Output Layer

Figure 5: A simple Neural Network vs Deep Neural Network. Taken from:

Typically, there is a number of hidden layers, each packed with multiple neurons.
Each neuron has associate weights, which are summed together and passed to the activation
function. There are many types of activation functions such as Sigmoid, Tanh, ReLU and
Softmax, which are presented in Figure [6]

Sigmotd is an activation function used for making binary predictions. Its takes the
input of a real number and returns the output in ranged between 0 and 1 p. 5-6].

Tanh function is similar to Sigmoid, but unlike the latter it bounds the output to the
range -1 to 1. It is mostly utilised when the desired output can be negative, hence the range
start -1 p. 7).

Rectified Linear Unit or ReLU is another type of activation function which gained
popularity due to its performance. It performs a threshold operation to each input, where
values below 0 are set to 0 and activates the neuron if the output for the input is 1 ,
p. 8-10].

Softmax used in the output layer of a neural network, it calculates probabilities of
each class from a group of different classes, by producing an output values ranging between
0 and 1, and the sum of probabilities equals to 1 p. 8].
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Figure 6: Example of the activation function graphs. Taken from: [37]

Activation functions are considered a part of hyper-parameters within a neural net-
work. These are parameters that define the structure of the network and the training of
the algorithm [36]. Other related parameters include number of hidden layers, which can be
increased until the error is adjusted(increasing accuracy). Contrary a low number of layers
can lead to underfitting. Dropout, a technique to avoid underfitting, sets the probability of
the value being passed to the next layer [38]. Batch size is the number of samples used to
train the network for one iteration. A number of iterations is called epochs, when data is
shown to the network while training. The learning rate which defines the permutations in
the weights of the model [39].

3.4 CNN

As traditional NN approaches fall short in processing diversity of images, Convolutional
Neural Network (CNN) prevails in image and video processing applications. CNNs are
widely used for the image recognition, object detection, and tracking tasks of computer
vision.

The approach it takes to analyze densely populated images is to model smaller pieces of
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information and combine them using deep networks across multiple layers. There are three
types of layers in CNNs, which are:

e Convolutional Layer
e Pooling Layer

e Fully connected layer

Input Image Filters Convolution Layers ) .
Pooling Flattening

[ e = - |
L
L= A = N =
o= o~—~ooo
e OO e

oulpul layer

hiddan layer 1 hidden layar 2

Figure 7: Example of Full CNN. Taken from: [@/

Convolutional and pooling layers aid in feature extraction and final classification is
done by the fully connected layer. The layers in CNN’s are set to three channels, hence the
set dimensions height, width and depth. Neurons of one hidden layer are not fully connected,
but are only connected to a part of neurons of other layer.

Convolutional Layer produces feature map by applying a fixed size filter to the entire
image, adding stride and zero padding. The resulting matrix is passed to the activation
function , p. 64]. Pooling Layer is responsible for dimensionality reduction, decreasing
the parameter count, optimizing the feature map size to ensure key information about the
image is kept , p. 65]. In Fully Connected Layer neurons have full connections to all
the activations in the previous layer as well as full connections to the output layer, where
desired number of outpus is generated , p. 63-64].

3.5 RNN

Recurrent Neural Networks is mainly used for sequential data and natural language process-
ing, in applications such as machine translation, image captioning and sentiment analysis
, p. 273-278]. Its special feature is in internal memory, which can remember key details
about the input, thus increasing accuracy of the next prediction. Unlike feed-forward neural
networks, such as CNN| information in RNN is time stamped(remembers position of the
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sequence) and fed cyclically in a loop, using current input and the learnings from the inputs
received previously, when making a decision, as shown in Figure [§. Meaning input weights
are attached to both present and past inputs of the network, allowing to provide an output
for each timestamp|41} p. 66-68].

(% o 0, Tﬂ
l/o,f)l’}-v d —»257» S
1 J

Unfold w w

U U

x X
Figure 8: Example of a simple RNN with time layered representation. Taken from:[45]

However, there are practical issues in training a recurrent neural network, such as the
vanishing and exploding gradient problems [42, p. 274]. To overcome these shortcomings
Long Short-Term Memory (LSTM) is employed stretching the classic RNN’s short-term
memory and Gated Recurrent Units (GRU) which decide on importance of data and whether
it should be retained [42, p. 292-297].
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3.6 Computer vision

Artificial Intelligence

Machine Learning

Computer Vision

Figure 9: Relationship of topics. Taken from:[44]

Even though CV is field of study that has been around for years, it is still a developing area
as there are various challenges related to making computers understand the context of what
is shown to them. Complexity of visual perception persists in variety of orientations that an
object may have, light conditions, occlusion from other objects etc. and the abundance of
meaningful information that might be extracted for a certain purpose [45, p.15-17].

Being a broad area of study Computer Vision has many applications, often specializing
in a particular task or domain. Typical tasks of CV include such examples[46, p. 3-10] as:

e Identify features present in the image, such as edge detection.

e Classify objects present in the image, assigning label to an image(person, furniture
item, etc.)

e Classify images with localization, recognize an object together with the location of the
object in the bounding box.

e Object detection, identifying all the objects present in an image together with their
locations

e Semantic segmentation, detecting different objects present in the picture at the pixel
level, resulting with regions of different classes of objects.
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3.6.1 Object detection

Vision based object detection has had major attention in recent years due to its’ prospects
of transforming the industries (such as an introduction of autonomous cars), thus putting a
lot of pressure and resources in research and development for such systems to be robust[47].
Object Detection algorithms function as a combination of image classification and object
localization, allowing for semantic understanding of real world images and videos. Its’ goal is
to identify all objects present in the image with labels and bounding boxes. Object detection
is divided into two types: classification problem based, such as RCNN, Fast RCNN, Faster
RCNN, and regression problem based, like Yolo and SSD.

Figure 10: Overview of Object Detection field. Taken from:[48]

3.6.2 Region-based Convolutional Neural Network

CNN had a classification problem due to using the Exhaustive Search technique, where a
sliding window of different scales is applied on the image to make region proposals. As
it is slow and computationally expensive to run multiple generated patches through entire
network. The approach taken by RCNN employs the object proposal algorithm Selective
Search, which reduces the number of produced Regions of Interest to around 2000, which
are then fed into CNN producing a feature vector for each proposed region. The final
classification of an object is done by Support Vector Machine (SVM) and localization with
bounding box regression. For final output, to all scored regions Non-Maximum suspension
is applied to eliminate duplicates and propose the final detection candidate[49].
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Figure 11: Architecture of RCNN. Taken from:@/

Non-Mazimum suspension checks the overlapping regions computing loU, rejecting the
ones lower then the set threshold and ensures an object is detected only once. Intersection
over Union (IoU) compares two bounding boxes, ground truth and the one predicted by
algorithm resulting with a IoU value, that shows overlap of the two boxes.

Although, the original RCNN algorithm is computationally slow and expensive, there
are newer architectures that improve the performance, such as Fast RCNN and Faster
RCNN. Each next version is addressing the shortcomings of the previous approach.

3.6.3 You Only Look Once

YOLO family is a series of end-to-end deep learning models designed for fast object de-
tection. YOLO is general purpose detector that detects various objects simultaneously.
It is considered one of the most popular algorithms, due to fast performance architecture.
Base YOLO network processes images in real time at 45 fps, and a fast version with smaller
architecture performs at 155 fps on a GPU

The object detection in YOLO is re-framed as a regression problem, thus changing
the approach compared to more recent methods[53]. There is no regional proposal step like
in R-CNN. Instead, the entire image is split into a grid of set size. Taking into account
the contextual background information, for each grid cell the network predicts fixed amount
of bounding boxes along with their confidence and class probabilities from full image in
one evaluation. As YOLO sees the entire image during training and testing, it implicitly
encodes contextual information about classes as well as their appearance and the presented
background. Finally, non-max suppression algorithm removes the duplicate overlapping
bounding boxes and generates final prediction for each class. There are different versions
of YOLO family of networks, such as YOLO v2[54] and YOLO v3[55], YOLO v4[56], which

differ mainly in performance and accuracy increases.
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Figure 12: YoloV3 network architecture. Taken from:

3.6.4 Single Shot Multibox Detection

The SSD approach is based on feed-forward convolutional network, which produces a set of
bounding boxes with fixed size as well as confidence scores for object classes present in the
boxes|[58].

In SSD Regional Proposal Network is eliminated. The dropped accuracy is compen-
sated with multi-scale features and default bounding boxes. SSD object detection is composed
of two parts, where one extracts feature map and other applies convolutional filters to de-
tect objects. For the feature extractor a default convolutional network is used called
VGG-16. Then convolutional layers are added to create the grids used for the classifi-
cations/predictions. More specifically, allowing to extract features on different scales and
progressively decrease the size of the input to each subsequent layer. By combining predic-
tions from multiple feature maps with various resolutions helps to identify small and large
objects. Similar to YOLO, the predicted objects have multiple bounding boxes per object,
which are compared in the final step with ground truth bounding boxes. The final step is to
apply non-maximum suppression to produce the final detection.
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Figure 13: Architecture of SSD. Taken from:[60]

3.7 Machine learning Tools

For the purpose of developing the prototype a Machine Learning model has to be selected.
There are many open-source libraries available with large communities and great deal of
documentation. A summary of most relevant existing tools and frameworks is presented
bellow, identifying key features appropriate for the development stage.

PyTorch is an open source machine learning end-to-end framework developed and
maintained by Facebook. Popular among academic research. The ecosystem of tools and li-
braries around the framework enables supporting development in areas from computer vision
to reinforcement learning. PyTorch includes distributed training, supporting asynchronous
execution; Dynamic development, allowing manipulation with computational graphs on the
go; Integration with various cloud providers. With the release of PyTorch 1.5, new and
updated APIs enable C++ frontend API parity with Python|61].

Is the preferred tool for academic research.

Provides a low level API.

Provides access to pretrained models, allowing to modify and expand.

Allows to create custom expressions.

TensorFlow is an open-source, end-to-end platform, used to build and deploy ma-
chine learning models. It provides a library of functions that allow to build architectures in
much less time[62]. TensorFlow models can be created and deployed on various platforms,
such as Node.js, browser, mobile and EDGE devices(Android, iOS, RPI). At the time of
writing this report, the stable available version of TensorFlow was 2.2.

Two abstraction levels are provided, the Sequential API and Subclass API. Where
former provides a more user-friendly approach for inexperienced users allowing to build
a model by putting together building blocks. Whereas, latter provides a more advanced
approach for experienced users to develop the models, allowing to create custom layers,
activation functions, and training loops|63].
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Enables creation of machine learning systems and neural network models.

Enables fast and distributed training.
Provides different level APIs.

Provides a variety of pretrained models.

Provides extensive system customization.

Keras is a deep learning API written in Python. It was developed with a focus on
user experience, fast prototyping and modularity. Keras is built on top of TensorFlow 2.0
taking full advantage of its platform deployment capabilities. Its models can be exported to
JavaScript to run in the browser as well as to TF Lite becoming available on Android, iOS,
and embedded devices[64]. Keras offers consistent and simple APIs, while minimizing the
number of actions user needs to perform, it also provides clear and actionable feedback on
user error encounters. Keras offers high customization in the form of modules, allowing to
tailor building blocks(such as layers, optimizers, activation functions) of the model according
to own needs|64].

e Provides high level API with a user friendly interface

Enables fast prototyping

Optimized to work with smaller data sets.

Usable on a variety of back-end systems

Supports customization of various layers(dropout, pooling)

3.7.1 On the Cloud

There is a number of online Machine Learning services, also known as MLaaS, where big
companies provide data, computational power, etc. These services speed up the process of
training models or suggest pre-trained models;

Google AutoML Vision There are two solutions provided by particular vendor,
AutoML Vision|65] and AutoML Video Intelligence. The main difference is in data used
for the model training. The first one allows training based on images, whereas the second
enables utilisation of videos. The platform supports Single-label classification, Multi-label
classification and Object detection tasks. Similarly for video input Classification and Object
tracking is supported. It is possible to utilize labeled videos, providing an associate CSV, or
unlabeled videos while utilizing the proposed labeling tool.

The whole process consists of 5 steps, import, label(filter), train, evaluate, and use/deploy.

For the import, various labeled pictures have to be uploaded. The supported formats
are available such as JPG, PNG, GIF, BMP, ICO, and ZIP. In case cloud storage is used,
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it is required to have a CSV file with image paths. Optionally, users can specify Train,
Validation and Test split.

After data has been uploaded, it can be modified by adding new labels or manipulating
the images/videos(relabel, remove, edit). For the training process the desired hardware has
to be selected, defining model optimization(High accuracy vs Fats prediction) and node
budgets(depends on image count).

The platform provides a comprehensive overview of the model, showing precision and
recall scores, as well as adjustable confidence threshold level and confusion matrixes for the
model evaluation.

Additionally, the platform provides several deployment options, where it is possible to
export the model as a TF Lite(for EDGE & mobile), TensorFlow.js(browser & Node.js), Core
ML(iOS devices), Coral(TPU-based EDGE) and a Docker container(convenient packaged
interconnection).

In case of Video Intelligence three types of the results are provided. Labels for the new
input video, time period when object is present in the video and a confidence score of the
prediction.

Azure Iot EDGE Developed by Microsoft, Azure IoT EDGE is a fully managed
service built on Azure IoT Hub. It allows to deploy workloads such as Artificial Intelligence,
Azure or other services, custom code to run on EDGE devices via standard containers|66).

The offered architecture consists of three components: IoT EDGE modules which are
containers running Azure or 3rd party services or custom code deployed on the device locally.
[oT EDGE runtime manages the modules deployed to each device and cloud-based interface,
which helps to manage and remotely monitor IoT EDGE-enabled devices.

Additional features:

Container managements system

Zero-touch provisioning with edge devices

Supports various SDKs (in C, C#, Node, Python, and Java)

Tools for module development(coding, testing, debugging)

AWS SageMaker is another Machine learning service provided by Amazon[67].
They offered various tools to work with algorithms and models for Computer vision, Natural
language processing, speech recognition, as well as image and videos. They provide services
to create, train and deploy machine learning models in the cloud as well as on embedded
systems and edge-devices.

3.8 Existing Solutions and Research papers

In the following chapter a research on existing solutions has been summarized. The most
relevant articles have been reviewed and presented for the readers’ convenience. As the
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focus of the report is on image recognition in a video stream, the research has been narrowed
down to services and principles satisfying aforementioned task. The papers are classified
into categories, namely object recognition approaches with single data-set, OR approach with
multiple data-sets and comparison of various state-of-the-art algorithms for object detection.
For readers convenience a summary of research papers is presented in Table |3| below.
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1.Applying Machine Learning Using Custom Trained Convolutional Neural
Networks on Sub-sea Object Detection and Classification The aim of the presented
white-paper was to create three different data sets which were used for training the chosen
algorithm, implement a convolutional neural network and compare the resulting data sets
on the same benchmark. The created data sets were divided into above water, below water
and hybrid, where the last is a combination of the other two [68, p. 29].

The discussion held in the paper describes difficulties of detection and classification of
sub-sea objects, as it ought to be more error prone and complex in underwater environment
comparing to above water. This is true due to few challenges such as availability of the oper-
ational domain training data and rough environmental conditions where device is operating.
The paper provides an overview of the evolution of image recognition and object classifica-
tion and some simple methods formerly used. Main problem these methods faced in previous
years was due to low computational power and availability of data sets for analysis.

A breakthrough came in 2012 when ImageNet held a competition where a number of
approaches were presented to correctly classify objects in images [68, p. 5]. The most accurate
approach was presented by [69] as referenced in[68, p. 3] with the use of convolutional neural
network to classify objects in images with a single label.

Further development in the field led to detecting several objects at once, also taking
into account their position. Regional - Convolutional Neural Network (R-CNN) was a step
forward, outperforming other algorithms by 30%. Drawback however was in its processing
speed which took around 13 secs on a powerful GPU. Its successors, Fast R-CNN[50] (2015),
Faster R-CNN|[51] (2017), and Mask R-CNN|70| (2020) reached performance of 7 frames per
second (FPS) with mAP of 73.2% on a powerful GPU[68| p. 6].

Alternative approach arrived with YOLO algorithm (2015) followed by YOLOv2 which
yielded 78.6% mAP at 40 FPS, and YOLOv3 which had little improvement in accuracy.
Latter two algorithms are considered state-of-the-art in real-time object detection because
of their increased accuracy and higher speed.

Finally, authors present the methods chosen for implementation of their detectors(YOLOv2)
and go into details comparing and evaluating the performance of the trained neural network.
It is worth mentioning that images were manually labeled and used for training selected
algorithms, with resulted Average Precision scores of 36%, 77%, and 92% was achieved for
each data set, above water, below water and hybrid respectively |68, p. 57

Outcome The report provided a nice base knowledge of deep learning approaches and
the development of image recognition techniques over the years. As authors have chosen a
specific algorithm to train a neural network, the discussion on the working principles of the
algorithm was beneficial, it was also worth to get an insight on acquisition of the used data
set (including the work behind it, data preparation, labeling and annotating the data ) and
further evaluation of the results achieved by implemented detectors with these data.

2.Robotic Detection of Marine Litter Using Deep Visual Detection Models
The authors of the paper are dealing with the problem of pollution with plastic debris
in underwater environments. They believe that AUVs equipped with the detection and
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removal mechanisms could contribute to the solution of the problem. Therefore, they are
investigating the plausibility of real-time detection of underwater trash using deep-learning
visual detection, while examining the performance of currently available methods.

The challenges identified for the task consist of Light conditions in shallow waters;
Changing turbidity of the water; Variety of debris - and Condition; Dissolution of the
trash/materials, all of this implies the complexity of the problem. To restrain the prob-
lem authors focus on single type of material chosen for the purpose - plastic.

The goal of the paper is to evaluate the accuracy and performance of a number of deep-
learning algorithms (YOLOv2, Tiny-YOLO, Faster RCNN and SSD). Additionally, evaluate
different training techniques on a particular network (YOLOv2) and to produce a unique
dataset for training the deep visual detection models for the task |71} p. 2].

First step to fulfill the purpose of detection of underwater trash with deep-learned
appearance model a large annotated type-specific dataset is required. Authors have identified
two possible data sources: where one is video annotation database provided by The Monterey
Bay Aquarium Research Institute (MBARI) who have conducted a 22-year survey on trash
accumulated across the sea bed off seaboard of the United States of America [72] and second,
made by Japan Agency for Marine Earth Science and Technology(JAMSTEC), who has made
a dataset of deep sea debris available online as part of the larger J-EDI (JAMSTEC E-Library
of Deep-sea Images) dataset. It contains type-specific debris data in a form of short video
clips, dating back to 1982[73]. Second data set was chosen and processed resulting with a
final training dataset to be composed of 5,720 images with resolution of 480x320 pixels. For
evaluation of the model 820 images were collected and annotated, its worth to mention that
the testing set was carefully selected in order to be challenging for detectors, so as to provide
realistic evaluation of performance of the detectors in real life cases|71} p. 5]

In terms of evaluation, three different hardware types where used to indicate how the
models could be expected to perform, which are: offline manner - GPU(Nvidia 1080), real-
time on robotic platform - embedded GPU(Nvidia Jetson TX2) and lower power robotic
platform - CPU(Intel i3-6100U).

The results provided in the white paper point out that Faster RCNN stands out in
terms of accuracy, but falters in inference time. YOLOV2 shows a good balance of accuracy
and speed, while SSD provides the best inference times on CPU. In case performance is the
primary consideration, however, Tiny-YOLO outpaces all other algorithms significantly on
the Jetson TX2.

The paper is concluded with considerations that it is plausible to use visual deep
learning models in real-time for the purpose of collecting trash debris.

3.Underwater Object Recognition Based on Deep Encoding-Decoding Net-
work Authors are proposing a new deep learning architecture with convolutional encoding
and decoding features for object recognition task. The proposed framework takes a pre-
trained convolutional model, AlexNet trained on ImageNet task, transfers the knowledge of
the two first layers to the model for underwater detection task. The proposed encoding-
decoding is used to finetune the features. The resulting convolution-deconvolution network
[74, p. 4] is employed for image classification.
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As for dataset, the Fish4dKnowledge project was used|75] which contains 23 classes of
fishes manually labeled by marine biologists. As an additional contribution from the authors
served data augmentation, to increase amount of training data. Following the reference of
[76] they have applied a horizontal mirror, crop, down-sampling, and affine transformation.
This was done to simulate the movement of the target object and its appearance in the
camera, taking into account its distance, movement directions and appearance angle.

The resulting experiments showed positive outcomes, where high accuracy of the model
was achieved. This implies that the approach and modifications proposed by the authors
have had positive impact on the overall model performance.

4.Man-Made Object Recognition from Underwater Optical Images Using
Deep Learning And Transfer Learning Another similar example can be seen in the
work made by [77] . They discuss the challenges of optical object identification in an under-
water environment, where poor image quality is the main influencing factor affecting optical
image analysis. Additionally, there is a lack of large-scaled labeled data for training deep
learning models with underwater images, which is one of the prerequisites for estimation of
parameters when training deep learning models. Therefore they present a development ap-
proach of a novel recognition system for man-made objects from underwater optical images
with the help of deep learning and transfer learning. They hypothesise that it is possible to
recognize underwater man-made objects using pretrained model with labeled in-air images
of man-made objects. Therefore, during the training phase the in-air large-scale dataset
of labeled images is combined with unlabeled underwater objects. The resulting framework
can successfully classify the underwater man-made objects with robustness|77, p. 1853] They
combine two approaches of color transfer method|[78] and turbidity simulation[79] to imitate
the underwater appearance on in-air images. Following the theory of transfer learning[77],
the input of labeled in-air images is used as source domain and unlabeled underwater images
are assigned as target domain. The proposed framework consists of 5 convolutional layers
and 3 fully connected layers. Classifiers are implemented by fully connected layers at the end
of the network. The feature vector generated by the last fully connected layer is processed
by the softmax function, while 28 the vector of probabilities represents the final prediction
results of the categories|77, p. 1853]. The dataset used for the experiments was taken from
amazon.com|[67] containing 2817 images of man-made objects, with 31 categories consisting
of 36 to 100 images per category, where presented objects have irregular forms and shapes
and are captured from different angles. Three experiments were conducted in comparison
to the AlexNet (CNN) where 1st showed an accuracy of 55.7% when training data from
the same domain were used. However, when training data and test data were generated
by different imaging systems the performance of AlexNet dropped significantly, 17.33% and
38.50% for the 2nd and 3rd experiment respectively. The accuracy increase from experiment
2 to experiment 3 is justified by the ability of the proposed framework to transfer the knowl-
edge learned from the source domain to the target domain, that is, from the in-air images
to underwater images|77, p. 1855]. The results indicate that introducing transfer learning
to a CNN model eases up the need to explicitly collect and annotate underwater images for
training the model.
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5.Transferring Deep Knowledge for Object Recognition in Low-quality Un-
derwater Videos The authors of the paper are looking into the field of underwater ecosys-
tems exploration. They are trying to solve the problem of moving object detection under-
water with the help of Deep CNN, transfer learning and data augmentation to achieve a
real-time fish detection and tracking framework from video monitoring systems of AUVs.
The challenges in this context are the following: Traditional interest point detectors fall
short and produce weak descriptors due to low illumination in the environments and thus a
low contrast background; the object of tracking may appear to be in different shapes from
various camera angles due to its free moving environment; underwater videos are typically of
low resolution and low saturation resulting in a limited discriminative information of objects
to be recognized from the videos; there is an insufficient amount of context data available,
needed for training of data-hungry CNNs for a specific task of underwater recognition. The
proposed framework attempts to overcome the aforementioned challenges by utilizing data
augmentation, prior knowledge and transfer learning for a deep CNN model. The idea is to
utilize a well trained deep CNN and transfer it to new tasks (UnderWater-CNN) in different
domain (Fish4Knowledge). By fine tuning the parameters for target domain and performing
data manipulation on the training set it is possible to design a real time recognition system
for underwater videos. Data augmentation in this case means the performed manipulations,
such as horizontal mirroring, crop, sub-sampling 29 and affine transformation, with the tar-
get domain data set, to increase the amount of limited training data and as a result to
improve the models performance. On top of that, due to different operational domains, the
CNN model learned from ImageNet cannot be used as a feature extractor for underwater
videos/environment. So the authors propose to recognize the knowledge from the source
domain as prior values for the parameters of the target CNN model[76, p. 8]. The problem
of moving objects in the video is dealt with the help of background modeling approaches,
most typical example is to take a sequence of frames comparing them and identify where
significant change happens. The ViBe[76, p. 10] - background subtraction method used as
the object detection algorithm. A problem with ViBe is it may produce false positive patches
in the video feed but this issue is handled by the classification model of UW-CNN, which was
enhanced with additional categories to distinguish the objects, such as stones and corals.

6.Investigation of Vision-based Underwater Object Detection with Multiple
Datasets The authors of this paper similarly investigate the prospects of vision-based
object detection algorithms|10| in underwater environments. They use multiple data sets
of images made underwater by different research groups on various depths. They have
presented a new algorithmic sequence, based on salient color uniformity and sharp shapes of
the objects. Highlighted challenges for computer vision are depletion of light under water and
challenging operating conditions. Object detection approaches based on feature extraction,
such as feature constellation methods were proved to be unreliable in underwater conditions.

7.Reveal of Domain Effect: How Visual Restoration Contributes to Object
Detection in Aquatic Scenes The papers investigates an issues within visual restoration
and object detection as the essentials of underwater robot perception. Visual restoration is
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suggested to address the issues and improve domain specific video quality for subsequent
image processing of aquatic scenes. The contribution from the paper is summarized accord-
ingly: at first quality-diverse data domain is constructed with filter-based restoration(FRS)
and GAN-based restoration(GAN-RS which is a learning based scheme), both for training
and testing; following with the analysis of single stage detectors such as SSD, RetinaNet,
RefineDet and DRN, and their performance on different data domains, both within-domain
and cross-domain analysis; following with the real-world experiments of performance of on-
line object detection[80, p. 2]. Underwater Robotic Picking Contest 2018 (URPC2018) was
used as the data source for the project. Containing 2,901 aquatic images for training and
800 samples for testing, with four categories(labeling), such as “trepang”, “echinus”, “shell”,
and “starfish”. From this set 3 data domains were composed: 1) original data set with test
set and train set; 2) train-F and test-F sets, where all samples were processed by FRS; 3) All
samples restored by GAN-RS, producing train-G and test-G data sets. Additionally, a mix
of all training sets was composed. Furthermore, degenerated visual samples were restored in
datasets F and G. The results of the experiments showed that accuracy decreases with the
rise of restoration intensity as well as false positive results increase with the improvement of
domain quality, thus recall efficiency is steadily reduced with increasing restoration inten-
sity[80, p. 6]. Another highlight of the results is the notion that low-quality samples mixed
with high-quality cannot be learned properly[80, p. 7]. However, visual restoration seems to
be of an importance to tackle the problem of domain shift.

8.Robust Underwater Object Detection with Autonomous Underwater Ve-
hicle: A Comprehensive Study The paper dives into investigation of problems affiliated
with underwater challenges posed onto object detection task carried out by AUVs. Therefore
they introduce a study on various underwater object detection techniques, comparing con-
ventional methods and existing deep learning approaches, while defining the requirements
for the solution to be real time and robust while maintaining reasonable accuracy|81].

The paper follows with comparison of trending underwater detection methods described
in detail, with an in depth discussion of each approach presenting advantages and disad-
vantages. Moreover, authors are investigating previously utilised frameworks along with
conducted experiment results and utilised data sets.

The paper is beneficial for the project as it lays out a setting for computer vision, that
gives a good starting point for further research and provides a comprehensive overview of
methods for object detection as well as a brief look on the possible problems associated with
the data sets and solutions on how to address them.

9.Research On Underwater Object Recognition Based On YOLOv3 The
paper describes a comparison of two state-of-the-art algorithms, Faster R-CNN and YOLOv3
to experiment and evaluate their performance on underwater image dataset. The focus of the
paper is on locating and identifying sea cucumbers, sea urchins and scallop. The results show
the performance increase of YOLOv3 in comparison to Faster R-CNN, which is indicated by
higher mean Average Precision (mAP) being 6.4% and higher recall rate (Recall) of 13.9%
and increased detection speed(FPS) of 12 FPS compared to Faster R-CNN[82].
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The paper goes into in-depth discussion on Faster R-CNN and YOLOv3 working prin-
ciples, underlying architecture and experimental results, providing an overview and compar-
ison of the two methods. The key takeaway is that YOLOv3 algorithm has outperformed
opposing Faster R-CNN in terms of mAP and Recall and the detection speed can meet the
real-time performance requirements. Whereas algorithms accuracy should be improved by
utilising image enhancement techniques.
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4 Analysis

The following chapter is evaluating the information gathered in Chapter 3| First, three pos-
sible system architectures are considered with evaluation of which approach is more suitable
for real-time object detection. Second the available object detection methods and algorithms
presented in Chapter and Chapter [3.6.3] are compared, deciding which is more suitable
for the system. Third, the availability of data sets and their usage are evaluated. Finally,
data preparation is described, required for the preparation step of the model.

4.1 System architecture

The following chapter presents the consideration between different architectures, that are
possible for the system. There are four major steps that need to be considered to prepare a
machine learning model: processing input data, training a deep learning model, storing the
model and deploying the model, where the most computationally expensive is the training
part. However, diverse approaches can be taken, there are some benefits and drawbacks in
each of the methods.

Cloud

."’?

Figure 14: Architecture proposals for the system.

1. EDGE setup with a drone In this case the model is deployed on the GPU
accelerator device attached to the drone, where all the processing and computation happens
within the device. The drones’ video feed will be used directly for the input to the object
detection model, which in turn will produce final detection.

33



One of the main problems with particular approach is in the hardware limitations.
In this case with Jetson NANO (provided by AAU), the device where model is deployed
is not powerful enough for retraining the model, it has to be trained using other means
and later redeployed on the device every time additional training is conducted. Moreover,
this approach is highly dependent on the performance capabilities [83] of the accelerator
device which in turn might not meet the processing requirements needed for the optimal
performance of the model.

In this case, it is required to upgrade the hardware to improve performance, which is
not always possible considering the limited physical space on such devices. However, it is
possible to increase performance with a hardware accelerators, that are made specifically
to perform functions more efficiently than it is possible to achieve with software. Tensor
Processing Unit (TPU) is an example of a hardware accelerator[84] designed specifically
to accelerate artificial intelligence applications, such as machine learning, NN’s and vision
tasks. Benefit of particular approach is that it is possible to achieve real-time detection
as the whole system is unified and the processing is done by internal components without
employing external resources.

2. Local Machine implementation: One of the options is to deploy the model
locally on the computer device, that is going to host the model and run the object detection.
In this case, training process and evaluation is performed on the device itself, as well as
processing for the object detector is dependent on the device’s hardware. The device running
on CPU will not have a significant performance for the task, as neural networks require major
computational resources. Instead, a GPU should be used to amplify the speed of the model,
to achieve higher frame rates[85]. Additionally, following local setup allows to choose the
most suitable framework for the development, instead of, for example, being locked with a
particular choice that the cloud vendor has made available. Moreover, local implementation
does not limit with the choice of the models as it can be an end-to-end method, or a black
box algorithm.

3. Cloud setup implementation: Another approach is to make the system architec-
ture cloud-based. Meaning the entire process will happen on the cloud platform, including
training, processing input and storing the model. The deployment of the model is also pos-
sible at the cloud but it results in a web based object detection application. The benefits of
particular approach are for example, vast infrastructure of cloud vendors. The provided ser-
vices aid in the complete process of model preparation, including evaluation and monitoring
of the model. As well as provide computational resources, allowing significantly reduce train-
ing time by selecting high-end hardware virtualization. However, using such services and
hardware is usually adds up in cost, it is still a good option for prototyping while choosing
pay-as-you-go|86| option.

The drawback of deploying a model in the cloud means that the input needs to be
transferred over the network for processing, which would result in processing overhead, such
as computation time and/or bandwidth, which is already a major disadvantage. Additionally,
potential problem appears in the ability to freely modify the algorithm, where not all cloud
vendors allow to tune the underlying algorithms.

The above presented possibilities are all suitable for the task of object detection, the
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specific choice however, depends on the particular application at hand. As the goal of this
project is to build a neural network for underwater object detection, as stated in Chapter
[1.1] the local approach shall be taken due to freedom of choosing appropriate algorithms and
tools for the task, as well as ability to tune the algorithms.

4.2 Object detection methods

The following chapter describes the consideration between different algorithms for object de-
tection task, identified in the Section[3, Chapter [3.2 The reviewed algorithms are elaborated
on to determine the most suitable choice for the project.

Faster RCNN
As defined in Chapter the R-CNN is computation and time consuming to train due to
2000 region proposals for a single image and additionally, spending 47 seconds for processing
each test image[51]. Therefore, particular method is not going to be considered for the
project, along with its successor Fast R-CNN. Instead, Faster R-CNN will be evaluated
whether it suits the project.

The architecture of Faster R-CNN can be appreciated in Figure [15, Faster R-CNN is
essentially RPN and Fast R-CNN. An input image is fed to the convolutional network to
produce feature map. Instead of Selective Search applied to feature map to predict region
proposals, RPN is used. The predicted region proposals come out different sizes and are
reshaped by Rol pooling layer, which in turn further classifies the image in proposed region
as well as predicts offset values for bounding boxes|87]

Ultimately, Faster R-CNN achieves 5 FPS on a GPU and state of the art accuracy
of 73.2% mAP on PASCAL VOC 2007 and 70.4% mAP on 2012[88, p. 2]. Despite the
high indicators on accuracy, the frame rate is not suitable for real time application, thus
alternative methods should be assessed[51].
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Figure 15: Left: Region Proposal Network. Right: Architecture of Faster R-CNN. Taken
from: (51|
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YOLOv3

Contrary to Faster R-CNN, YOLO excels in speed at the cost of accuracy. As men-
tioned in Chapter [3.6.3] base model is processing images at 45 FPS and Fast YOLO can
reach 155 FPS. One of the benefits of YOLO, as a single shot detector, it looks at entire im-
age once, as a result generating fewer false positive opposed to region proposal methods[88].
One of limitations for this algorithm is that each grid cell predicts two bounding boxes and
can have only one class, this puts strong spatial constrains on bounding box predictions,
thus confining amount of nearby objects the model can predict]53]. Additionally, the model
struggles to generalize objects with new and/or unseen aspect ratios and configurations,
because it learns the predictions from bounding box data[53]. It is worth to mention, that
region based algorithms use mean Average Precision (mAP) score to compare performance,
but Single shots use Awverage Precision AP. The difference is that mAP is just averaged
values of different class AP’s. The performance of YOLOv3 can be seen in Figure [16]

backbone AP AP(,U AP7 5 APS AP M AP I.

Two-stage methods
Faster R-CNN+++ ResNet-101-C4 349 55.7 374 15.6 38.7 50.9
Faster R-CNN w FPN ResNet-101-FPN 36.2 59.1 39.0 18.2 39.0 48.2
Faster R-CNN by G-RMI Inception-ResNel-v2 34.7 55.5 36.7 13.5 38.1 52.0
Faster R-CNN w TDM Inception-ResNet-v2-TDM | 36.8 57.7 392 16.2 398 52.1

One-stage methods
YOLOv2 DarkNet-19 21.6 44.0 19.2 5.0 224 355
SSD513 ResNet-101-SSD 31.2 504 333 10.2 34.5 49.8
DSSD513 ResNet-101-DSSD 332 533 352 13.0 354 51.1
RetinaNet ResNet-101-FPN 39.1 59.1 423 21.8 42.7 50.2
RetinaNet ResNeXt-101-FPN 40.8 61.1 44.1 24.1 44.2 51.2
YOLOvV3 608 x 608 Darknet-53 33.0 579 344 18.3 354 41.9

Figure 16: YOLOv3 Performance comparison with state-of-the-art detectors. Taken
from:[55]

SSD

Single Shot Multibox Detector is addressing problems present in YOLO by incorporat-
ing anchors adopted in Multi-Box method, multi-scale representation and RPNJ[88|. Similar
to YOLO, SSD is trained end-to-end, but contrary to YOLO, ground truth data in SSD is
assigned to specific outputs in the fixed set of detector outputs. Unlike YOLO, SSD predicts
different feature maps of different scales and separates predictors for different aspect ratios.
The scale is handled by predicting bounding boxes after multiple convolutional layers, since
each layer operates at a distinct scale various size objects can be detected.

In addition to being an object detector that can be integrated into systems needing
detection components, the network also classifies the detected objects[58].

The network has significant improvement in speed for high-accuracy detection (59 FPS
with mAP 74.3% on VOC2007test, vs. Faster R-CNN 7 FPS with mAP 73.2% or YOLO 45
FPS with mAP 63.4%)[58].

All things considered, the suitable choices for the system would be to use either YOLO
or SSD, where in case of YOLO, detection operates faster but with lower accuracy and SSD
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is slightly behind in speed but excels in accuracy.

4.3 Data preparation

For the purpose of training and validating the machine learning algorithm a data set has to
be prepared. It has to be constructed in a way for the model to understand the semantics
of underwater environment as well as learn the object of interest to be detected. In the
following chapter a summary of various open-source data sets identified in the Chapter
has been composed, while explaining their purpose and usability for the project.

Fish4Knowledge is an entire project framework which focuses mostly, among other
things on: methods for capturing, storing and analyzing massive amounts of domain specific
data. The open source data set they provide is manually labeled and consists of 23 classes
of objects, being different species of fish[89]. The data set consists of 17 videos, where each
is 10 minutes long with resolution of 320x240 and 25-bit color depth at a frame rate of 5
fps|90]. The consisting data include presence of domain specific features, such as dynamic
background, high water turbidity, low contrast and crowded scenes. However, the ground
truth is only available for a specific set of frames which are the most populated by objects
of interest. The ground truth data is available in XML format with listed objects for each
frame and their contour information with coordinates. Even though data set is focused on
fish species and movement, it is of a particular interest for the project due to the reasons of
availability of domain specific features which may help to train the model for the underwater
object detection purpose. Additional appealing option is the XML formatted labels, that
reduce the work needed to construct a custom data set from scratch.

JAMSTEC E-library of Deep-sea Images Also being publicly available, this
database is a collection of deep-see videos and images of type-specific marine debris data,
offering around 38 thousand hours of videos and 1.5 million pictures. The data have been
accumulated by various dive surveys and are dating back to 1982[73]. Useful point is that
the data is classified by shape and material, that could be valuable for this project. Addi-
tionally, there are types of seabed sediments defined for the data that could contribute to
the context learning. However, the data is not labeled[73].

Amazon data set The particular data set is a composition of all products sold by
Amazon[91]. Different type of data sets offered, consisting out of images, review data and
ratings of items, there are also smaller subsets for experimentation for each product category.
The appealing point in the data set is that the present objects are captured from different
angles, as identified in the Chapter However, due to the nature of the data being mostly
text information, this data set was not considered for the purpose of this project.

COCO[92|

The focus of the data set is on object recognition in the context of scene understanding,
hence the name Common Objects in Context. The data set contains 80 object classes,
with 328 thousand images with 2.5 million labeled instances. Data set is suitable for image
recognition/classification, object detection, segmentation, and captioning[93]. It is one of the
most popular data sets for training deep learning applications, due to being well documented
and segmenting images into categories and object, while additionally providing machine-
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readable context captions and tags. Particular data set could be potentially used for this
project as a starting point, due to its properties.

ImageNet It is a large data set of images organized similar to WordNet hierarchy.
Based on concept known as synset, meaning synonym set, it is utilised to provide around
1000 images for each synset. Images in the data set are human-annotated and quality-
controlled. The total amount of images is around 14 million, 1 million of which is with
bounding box annotations and 1.2 million have SIFT features[94]. The data set is a good
starting point for the prototype system, due to its size and providing a well maintained
annotations.

PASCAL VOC Being a set of data sets, used in Pascal VOC challenge, it provides
standardised image data sets for object class recognition as well as a common set of tools
for accessing the data sets and annotations. Enables evaluation and comparison of different
methods. Often used to benchmark implementations of different models|95].

Open Images Data set V6 Possibly the largest image data set with object location
annotations. The data set contains around 9 million images with image-level labels, object
bounding boxes, object segmentation masks, visual relationships, and localized narratives.
Additionally, there are 16 million bounding boxes for 600 object classes over 1.9 million
images|96]

For the data preparation step, it is essential to define what data will be used for training.
It is considered a common practice to use pretrained models and retrain them using images
for a specific domain at hand|97, p. 8] However, there is not always a prepared data set
available and in such case, a custom data set has to be made. Moreover, both images and
videos can be used for training the model. In both cases, the data has to be annotated.
Meaning the objects in the images have to be identified and noted, so that the computer
model understands and recognizes the object during training. Some available data sets
already have this part covered. However, in case of custom objects to be used, they have
to be annotated manually or using available labeling tools, identifying position(bounding
boxes) and the label(object class). The annotation comes in a separate file, usually XML or
CSV, containing the reference metadata of the object, such as position and label.

Based on the evaluation above, it can be concluded that there are available data sets
for the purpose of object detection in underwater environment. Even though they are not
specifically designed for the task at hand, there are some good options for base model such
as Open Images, ImageNet and COCO which can be used in combination with J-EDI and
FishjKnowledge to understand the semantic context of the environment.

4.4 Evaluation metrics

To perform an evaluation of the model different evaluation metrics should be considered.
These include Precision, Recall, True Positives and False Positives, Intersection Over Union
(IoU) and Average Precision (AP), to name a few. In the following Chapter these concepts
will be considered for general understanding and future evaluation of the model.
Intersection over Union measure is the constituent principle for most metrics, therefore
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it should be looked at first. The definition of Intersection Over Union (IoU) is an overlap
area between the ground truth and predicted bounding boxes divided by the area of union
between them. Prediction is considered to be satisfactory when the resulting score is higher
than 0.5 threshold[98]. This metric determines the amount of correctly made prediction and
the amount of false positive results.

e True Positives are the correct detections where IoU is greater or equals to the 0.5
threshold.

e False Positives refer to erroneous detections where the IoU is bellow the threshold.
e False Negatives refer to an undetected ground truth bounding box.

e True Negatives are not considered for object detection task as there are infinite amount
of bounding boxes in an image that should not be detected.

Furthermore, the assessment of object detection methods is based on the relationship
of Precision and Recall, where Precision is defined as “the ability of a model to identify only
relevant objects|99, p. 3] and Recall is the ability of a model to find all relevant cases|99,
p. 3]

The relationship between the two can be viewed as a trade-off, while improving one
metric the other decreases and vice versa. It is important to find right balance for the given
task, whether it is high recall so the detector finds all ground-truth objects or high precision
that only relevant objects are identified|100].

The Average Precision (AP) is another metric often used in object detection contests,
such as [93]. It is defined as area under the precision-recall curve, and is calculated by
averaging over multiple IoU values. Such approach yields better localization for object
detectors [93] In turn, mean Average Precision (mAP) is calculated average for all AP values
over all classes|101, p. 158-162].

The mentioned metrics aid in the process of analyzing the performance of the models
and serve as a tool to compare them They are used not only at inference time but also in the
training phase, to analyze how well the model underwent the training cycle. For example,
tuning the precision-recall values on the trained model helps to achieve the desired outcome
from the model depending on the task, however, a good object detector is considered when
its threshold values vary while precision and recall stay high. For this project acknowledged
important metrics that should be used include IoU, precision, recall, AP and mAP.

4.5 Requirement specification

In order to build a system prototype and have a basic working functionality defined for the
future chapters of design and implementation, requirements have been composed according to
description in Chapter [2.3] The requirements are stemming from literature review, Chapter
[3.8 and Chapter[d] Typically the number of requirements for similar projects has to be much
greater, but due to limited resources and project size it was decided to limit the amount.
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Jointly functional and nonfunctional requirements form a list of (17) entries, as seen in Tables
& B} Requirements that are the most important for the working prototype are presented
in the chapter below.

ID Description Source MoSCoW

RQ-1 | The system must be able to use video feed from the drone as input Section [1.1 Must
for object detector.

RQ-2 | The system must be able to detect object of interest from the Section (1.1 3.1 Must
input.

RQ-3 | The system must be able to detect objects within range of defined Section 3.85; Must
classes. 9

RQ-4 | The system must show the confidence score of the identified ob- Section |3.8 Must
jects.

RQ-5 | The system must draw bounding boxes for each detected object. Section |3.8 Must

RQ-6 | The performance of the system should be able to meet real time Sectlonlﬁ 5 Should
requirements. 9

RQ-7 | The system should show FPS of the incoming stream. Section Iﬁ| Should

RQ-8 | The system should identify multiple objects from the input. Section |3.6.1| Should

RQ-9 | The system should be able to perform in rough underwater con- ;O Should
ditions. T

RQ-10 | The system should detect objects in different orientations. Section |3.6} |3.8/2 Should

RQ-11 | The system could have possibility to save and store frames of 'Section ﬁ . Could
identified objects. Exepriment observation

RQ-12 | The system won’t detect objects partially buried in the ground. Section |3.8|2 Won’t

Table 4: Functional requirements of the system along with their source, description and pri-

oritization.
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ID | Description Source MoSCoW

RQ-1 | The system must be able to provide detection feedback to the Section (3.8 Must
user.

RQ-2 | Data augmentation techniques should be applied on the training | Section [3.1f[3.8,3;|3.8,7 Should
data to improve performance of models.

RQ-3 | The model should be trained utilising transfer learning method. Section |3.814; [3.815 Should

RQ-4 | The model should be fine-tuned for bottle detection task. Section |3.813;3.8/4 Should

RQ-5 | The system should operate with at least 20 FPS. Section ﬁ 0 Should

Experiment observation

Table 5: Nonfunctional requirements of the system.
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5 System Design

The chapter presents the proposed design of the system, where underwater drone is equipped
with the object detection model. The decision making process was based on the requirements,
specified in Chapter as well as Chapter First, the system overview is presented with
an architectural diagram, followed by the explanation of the system components and their

interconnection.

5.1 System overview
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Figure 17: Overview of the system. Diagram contains picture from:

The proposed system overview can be seen in the Figure The whole system can be
logically divided into three units, namely Underwater drone as an input source for the
model, Machine Learning framework which performs the object detection on the input and
the Mediator that handles the connection for the data flow. The system is going to be
implemented locally on the PC, which acts as a middle link between the units. The drone is
going to serve as an observer and will be responsible for the input to the machine learning
algorithm. While being equipped with a camera and connected to the control station PC
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with a teather, the drone will be submerged into the water. With the stream continuously
running, the drone will transfer the feed to the control station PC.

The other important unit is the Machine Learning Framework. It provides neural
network model for the object detection task and a toolbox that enables evaluation of the
model.

Finally, the Mediator is the connection link between the entities. First, it hosts connec-
tion to the drone as well as runs a Python script where the model is deployed. Additionally,
PC provides the system with computational power coming from the connected GPU to speed
up the processing of the object detection.

The Python script is composed of two major parts, where first is managing the in-
coming video stream and second is running the object detection model, that applies object
recognition on the video feed from the drone, showing the detection results.

5.2 Components and interconnection

Various components are included in the system to interconnect together. The drone is
running various libraries to manage communication among the drones components as well as
communicate with the control station PC. For the projects interest only relevant ones will be
described. The main task for the drone is to perform visual observation, for that it utilises
a mounted camera connected to the Raspberry PI inside the drone. The RPI is running a
raspivid, a tool for capturing video with a camera module. The output from the tool is a
raw footage that is encoded into h.264 format and sent over to another enclosed library -
Gstreamer. It receives the footage, packs it and sends over a udpsink to the control station
PC and to ground control station software, detailed architecture of the connection can be
seen in Figure 4l Additionally, the split connection settings that enable second stream to
control station PC can be viewed in Figure [I9

In turn, the first part of the script on control station PC, is performing receiver oper-
ations. It captures the stream from the Gstreamer and utilising OpenCV library transforms
the stream into a numpy array.

The second part of the script performs the necessary configuration to perform object
detection. The procedure includes defining the input source, loading of the model with
necessary configuration files and processing of the input before final results are displayed. In
the following Chapter [6] the working principles are described in detail.
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6 Implementation

The chapter presents the implementation process behind the proposed system prototype.
First, the development of the prototype was divided into different stages. First, it was
necessary to assemble the drone and connect it with the control station. Second, was the
implementation of a state-of-the-art object detector YOLOv3 with OpenCV in Python.
Third, where the whole prototype system was assembled. The implementation decisions for
every stage are summarized and described, together with screenshots of the corresponding
code examples and building process.

6.1 Building the drone

The drone comes in a form of disassembled parts and has to be built from scratch. The
process of assembly is relatively straightforward. It consists of 2 major parts: building the
device and setting up the software. There are various guides on the web which cover the
process. [REF: https://bluerobotics.com/learn/bluerov2-assembly/ |

Figure 18: Left:Electronics enclosure. Right: Enclosure mounted on the frame with thrusters

The device construction starts with assembling the frame, and attaching a wa-
tertight container(battery enclosure), where in the future the power unit will be situated.
Following, is to attach cabling for thrusters, lights, power supply and tether cable to the
electronics enclosure capsule. It is worth to mention that drones produced from 2019 are
shipped with preconnected microprocessors. The final step consists of mounting the electron-
ics enclosure onto the frame, together with all the connected thrusters, lights and thether.
Finally, fairings and buoyancy can be attached to the frame along with ballast, making the
drone ready for the dive.
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Software setup is also covered extensively by the official producer and can be famil-
iarized with at: . In order to operate the ROV, QGroundControl has to be installed on
the topside computer enabling communication with the drone. Moreover, QGroundControl
is a Ul tool for managing, monitoring and operating the ROV. On the first setup, the drones
sensors have to be calibrated with the software and the thruster configuration has to be
adjusted.

© | & 192.168.2.2:2770/camera

ArduSub Companion Computer Setup

Companion Version: 0.0.20

Camera Setup

Streaming Settings

Active Camera: /devivideol -
Format: Hze4 -
Frame Size: 800x600 -

Frame Rate (FPS): 15 -

gstreamer options:

h264parse
queue
rtph264pay config-interval=10 pt=96

I
I
!
I multiudpsink clients=192.168.2.1:5600,192.168.2.1:4777

Default gstreamer options Apply gstreamer options

Figure 19: Drone’s Camera settings view.

To run the object detection software on the drones’ camera feed, the settings for the
camera have to be adjusted. By default there is a single video feed channel coming from
the drone to the topside computer and it is reserved for QGroundControll software. It is
required to split the channel to be able to use it for object detection. For that Gstreamer
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options have to be updated. Instead of using the default udpsink to specific IP and port
address, multiudpsink is defined with additional IP and port, as can be seen in Figure [19]

6.2 Implementing the model

To build the system prototype it was decided to use the official YoloV3 model pretrained
on the COCO data set[103]. The implementation was done in Python, utilising OpenCV
library for video processing and frame manipulation. A script was composed particularly for
object detection task which was initially performed on webcam feed. The code begins with
importing the necessary libraries. Such as numpy for array manipulations and cv2, an open
source library for computer vision and machine learning.

First the models parameters are initialised with weights, configurations and class
names. The pretrained weights used for the prototype have been trained on MS COCO
data set. The configuration of the model contains the entire information about the setup
of the neural network, such as batch size, learning rates, activation functions, number of
hidden layers and configuration of each particular layer, to name a few. The class names file
contributes as name implies with classes that the model is trained on and can identify.

Figure 20: Code sniped for network initialization

The next part is to read the input from the video feed and process each frame. It
is done through blobFromImage function which converts the input to blobs for the neural
network. It scales the image pixel value and resizes the image, without cropping, to a certain
size of 416x416. Mean substraction is not performed, hence the zero range, as seen in the
Figure 21} The resulting blobs are set as an input to the network.

Figure 21: Code snippet of blob function
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In the next step, in Figure 22] the last layers of the network are identified. For that
purpose the getUnconnectedOutLayers function is utilised that returns the names of the
unconnected layers, which are the last output layers. Then the forward function is utilised
to get the output from the identified output layers.

Figure 22: Code snippet of assigning output layers

The following for loop shown in Figure [23]is processing the candidate objects, resulting
with arrays with number of classes and 5 elements, where 4 represent the center coordinates
of the bounding box and its height and width, and the last element shows the confidence of
a bounding box enclosing an object. Box with the highest confidence score gets assigned to
the corresponding class. The corresponding class_id’s, bounding boxes and confidence scores
are appended to the arrays.

Figure 23: Code snippet of a candidate calculation

The accumulated possible predictions are cut down by the confidence threshold com-
parison of NMSBozxes function, in Figure [24] Meaning, when the confidence of a bounding
box is less then the set threshold, the box is dropped and not considered for prediction,
reducing number of overlapping boxes. With lower threshold there is less accuracy on de-
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tecting overlapping objects, with threshold to high, multiple bounding boxes appear for a
single object.

Figure 25: Code snippet of visualise final detection

The final 7f’ statement, in Figure [25, checks if there are any objects identified, by
comparing the lenght of indexes variable. The flatten function transforms the initial 3 chan-
nels into a single channel and assigns a label to the object identified with highest confidence
score and an associate correctly assigned bounding box. Methods cv2.rectangle draws the
bounding box on the frame and cv2.outText places the label and confidence of the object
detected. In addition, in Figure 26] frames per second are calculated and displayed within a
frame. The script is running in a loop that will break the transmission of the frames when
an assigned key will be pressed.

Figure 26: Code snippet of FPS visualisation

6.3 Final Assembly

Next step was to utilise the video feed from the drone’s camera and apply object detection.
For this purpose a Python script was utilised which employs the Gstreamer library. It is used
by the Raspberry PI on the drone to interface the video frames from the camera, encode
into h.264 format and send over the UDP socket to the topside computer’s software.

A problem was encountered while performing the implementation on Windows PC. The
Gstreamer library used for operating streaming media on from the drone, required special
installation in order to work properly. More specifically, the compatibility of versions for
different tools and libraries was required. A particular version of the Gstreamer library is
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compatible with particular version of Python. On top of that, another SDK of specific version
was required for Gstreamer to correctly interoperate with Pythons development environment.
Thus, a decision was made to switch to a different OS, like Linux, which ought to be more
user friendly.

The script was reconstructed on Ubuntu 20.04 operating system and after successful
configuration of the needed dependencies, Gstreamer library was operating correctly. From
there it was possible to prepare the script to produce a video stream from the drone. As a
base, a Python script was used, provided in the documentation of the drones software ,
therefore its not going to be described in detail.

Figure 27: Left: Gst to OpenCV convertion function. Right: Gst ‘start’ and ’callback’ func-
tions

Figure 28: Code snippet of Gst streaming script

In general, the script defines video capture class constructor for BlueROV. The main
idea is that the stream from the drone is encoded, packed and sent by Gstreamer library and
needs to be converted to OpenCV in order to manipulate the frames for object detection.
The receiver script is responsible to initialize pipeline and sink where video will be buffered.
Next the frames are received, decoded and finally converted to OpenCV.

In order to run object detection model on the drones video feed the scripts were com-
bined together. The sender script had to be updated to capture the pipeline prepared
for object detector. The Video class is modified to point to video source, defined by the
port=4777 variable, as shown in Figure 20f Additionally, the input frame sizes are adjusted
for the object detection mode used, then the model is initialized as described in Chapter [6.2
Implementing the model.
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7 Testing and Evaluation

To evaluate the performance of the system prototype the testing of object detector in three
separate experimental settings is described in the following chapter. Additionally, a discus-
sion on identified implications is provided. Finally, the chapter is concluded with possible
future improvements identified during the various stages of the project.

7.1 Experiments and Results

In order to test the performance and evaluate the system, three experiments were conducted.
Even though the model did not undergo the training step on a custom data set, the perfor-
mance of the a generic model pretrained on COCO data set will be evaluated instead.

Limitations: There were some limitations in the testing step of the project. First issue
appeared with the topside computer. The dead battery issue and lack of access of power
source for the laptop prevented from performing experiments in an real world environment.
Secondly, the experiment was expected to be performed in the university’s premise, however,
due to Covid-19 virus threat it was not possible to utilise provided facilities. Additionally,
the lack of necessary equipment to submerge the drone into the water have led to replicating
the set up is a staged environment. Thirdly, since the object detector is deployed on a
local machine with only CPU support, the observed models inference did not meet real time
performance. To achieve better results a high-end GPU hardware needs to be utilised. In the
light of the issues described the experiment is going be performed in a staged environment.

The used equipment includes a transparent plastic tank(dimensions - 56x39x42cm/651)
filled with water. The drone is positioned right in front of the water tank. And finally an
objects of interest(plastic bottles) that are going to be shown to the camera for detection.

The hardware utilised for the experiments includes a Lenovo Thinkpad T570 running
Intel(R) Core i7-6600U CPU@2.6GHz processor, and a BlueROV2 underwater drone.

Two models have been observed, YOLOv3 and Tiny-YOLOv3. The difference between
two is the latter is a more lightweight model, specifically designed to run with devices with
constrained computational resources, such as mobile devices, or microprocessors. However,
the speed of the model compromises accuracy significantly as was observed during the ex-
periments. The benchmark of YOLO model presented in Figure [29, shows the comparison of
performance for state-of-the-art object detection models on a high-end hardware, described
in [53] p. 1], for comparison.
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Performance on the COCO Dataset
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Figure 29: YOLO benchmark on COCO dataset. Taken from:[105]

First test is made above water, where the generic model should perform the best as it
was trained on a data set of common objects in context as described in Chapter thus
not being subjected to the constrains of underwater environment. In this case, it is expected
for the system to perform exceedingly compared to the following experiments.

}FPS: 0.69 == | == =S

Figure 30: Single object positions for test detection

Few variants of the setup have been done. First, placing a single objects in front of the
camera for detection, while changing its position, distance and perspective.

In the first experiment, the object is detected with higher accuracy in the upright
positions. It is interesting to note that the object being in horizontal position is only detected
when facing left, as seen in Figure[30] While the object was not positioned vertically, detector
struggled to identify the bottle. The observed results point out that there was insufficient
data of object orientations when training was performed.

Similar results are produced when multiple objects are placed for detection. Even
though three out of four bottles were identified with adequate accuracy, the produced re-
sults shown in Figure indicate the struggle of YOLO detector to distinguish multiple
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Figure 31: Experiment 1: Above water detection

overlapping objects, where the bounding boxes are wrongly positioned for the two hori-
zontally placed object. Moreover, in a multiple object setting various false positive results
are produced, shown in the Figure Some individual features of the bottle object are
recognized by detector as a different class assigning wrong label. It is assumed that such
result occurs due to the context nature of YOLO detector as described in Chapter [3.6.3]
Even though there were errors in bounding box localization’s and object recognition, the
detection model was able to successfully identify the object of interest in most cases.
Second experiment is performed with the clear water setting. In this case the per-
formance of the system will be examined in regards to the minor environment constrains,
such as slight water turbidity and object position, so that it has lose movement within the
environment. The Figure 32| shows a screenshot from the drones camera where the bottle is
being placed into the tank and gets detected with 70% precision and around 0.6 FPS. It can
be observed that while the person is submerging the object into the tank, the detector does
not recognize the hand of the person and does not produce a label for it. The screenshot on
the right, in Figure shows the submerged bottle object being detected with high precision
of 95% at 0.94 FPS on a CPU. Here the water tank was intentionally placed at a distance
from the camera, so that the transparent object merges with the background and becomes
barely visible, in order to impose additional complications for the detector. Even though the
object is recognized with high precision the localization of the object is erroneous as only the
sticker on the bottle is detected but the edges of the bottle itself are not recognized. This
reinforces the notion of known problem of object detectors struggling to distinguish edges

|104] of objects in challenging environment.
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Figure 32: Ezxperiment 2. Placing the ob-
Ject Figure 33: Ezxperiment 2. Object detection

The third experiment is performed as closely as possible to the real environmental con-
straints, such as low light conditions and high water turbidity. To achieve such constraints,
as close as possible to real life context, water tank was filled with murky water.

It is worth to note, that as experiment proceeded, it became apparent that when drone
placed directly underwater detector would operate differently. Here, however, its’ strong
headlights needed for low light conditions reflected from the container affecting the purity
of the experiment.

Nonetheless, the results of the experiment, presented in Figure[34] point out localization
problems, where among three screenshots only the one on the right has more accurately
identified bounding boxes, covering most of the objects’ surface. In the second screenshot,
position of the bottle impacted the recognition and only one out of two objects was detected
successfully. It is also worth to note that even though two objects are tightly positioned
together, in the picture on the right, both are detected, though with overlapping bounding
boxes.

Additionally, among three presented results, objects were recognized with relatively
high accuracy 84%, 96%, 99% and 97% respectively, while maintaining FPS at 0.7.

".?bottlé PR

Figure 34: Dirty water experiment
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7.2 Discussion

Model Training Implications

While defining the requirements for the system prototype it was mentioned that "The
system must be able to detect objects within range of defined classes” (in Chapter , Re-
quirement number #3), which was limited in this project case to be a single class Bottle.
However, the model was not limited to only that class intentionally. For the sake of the
experiment to be more real-life like, more diverse cases should be identified, like in Figure
310l

Meaning, that specific context of litter pollution is very diverse and complex. There
are different classes of garbage present, as mentioned in Chapter 1}, such as bags, bottle caps,
cans, cigarette butts and unusual objects as refrigerator|7]. Not to mention the variety of
the same litter type: even a simple object as bottle can have meridian shapes, forms, colors,
etc. The model should be able to recognize this heterogeneity.

Therefore it gives an insight for the future improvement on how to address model
training phase. It is purposelessly for this context(underwater litter pollution) to gather
the data set with a particular object, instead a general purpose model proves to be more
advantageous, while being supplemented with diverse data from different contexts, angles
and domains in order for the model to exceedingly perform in real world scenario.

YOLOv3 vs YOLOv3-tiny Implications
Each experiment was conducted in two iterations, where two models have been observed,
namely YOLOv3-416(called "base” further on) and YOLOv3-tiny. The idea was to compare
the working capacity and performance of both models, as the tiny version should operate
much faster, while compromising 40% in mAP score in comparison with the base model, as
identified in benchmark results shown in Figure 29

In fact, during the first experiment the base model did not exceed the speed of 1.3
FPS while exhibiting acceptable accuracy on the hardware defined in previous Chapter [7.1]
However, the tiny version maintained the speed of 8 FPS though the accuracy drop was
noticeable, the model performed decently.

Nevertheless, during the second experiment when the first constraints were introduced
the tiny version of the model experienced a substantial performance drop. It was determined
that the accuracy of tiny model was significantly lower compared against the base model.
Unfortunately, the model could not recognize the object at all, therefore it was decided to
drop the tiny version and continue the experiments with only the base model.

7.3 Future improvements

The following chapter presents the potential improvements and additions to the system
identified during various stages of the project development. The enhancements presented
refer to separate components of the prototype as well as the processes of their preparation.

o4



7.3.1 Data preparation and utilization of data augmentation techniques

One of potential improvements to the system that should be considered is a thorough data
preparation step. As it was observed in the experimental phase, as well as pointed out by
identified research the object detection is strongly dependent on the data utilised for training.
The problem in question is not only the sufficiency of the data, but also its quality and proper
application. As seen in Chapter utilization of various data augmentation techniques
(such as Horizontal mirroring, Affine transformation, Sub-sampling, etc) pointed out by
[74],[77],[76],|80] improves detection capabilities greatly and thus should be incorporated
into the system, especially while dealing with complex environments such as underwater
domain.

7.3.2 NN Model training with modern techniques

A substantial part of the system involves the choice of the underlying model and the training
process of it. Firstly, it was identified to be a good practice to chose a pre-trained general
purpose model as a base model and apply novel learning techniques such as transfer learning
and deep learning. The suggested approach is identified to contribute to the certain task the
model is ought to solve as well as increasing its performance for the given task. Approach
identified in |71],[74], [77],[76], suggests to incorporate a number of interconnected NNs to
raise the accuracy and precision of the identification and detection.

7.3.3 Functional performance

Since the proposed system is only a prototype with limited basic functionality, including top
of the line components to the system would increase its efficiency. The proposed system is
utilising a CPU for inference that is not designated to perform complex computations, thus
not being able to meet the real-time requirements. This could be addressed by incorporating
a powerful GPU accelerated hardware that would drastically boost the computational speed,
therefore increasing the performance of the detector.

The model used for the system prototype was not trained specifically for the task at
hand, as mentioned in earlier Chapters. Therefore, this area would be one of the points of
improvement to the system. By utilising a number of data sets from different domains, such
as underwater data for context, data set of man made materials for diversity in conjunction
with the techniques mentioned previously it would contribute to the improved performance
of the NN.

Additional, improvement to the system prototype would be incorporation of the eval-
uation functionality. It enables the assessment of the network performance during training
process as well as compares the operation to the benchmark results.
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8 Conclusion

The project carried out to investigate the possibilities of underwater object detection and an
attempt to create a system prototype to perform underwater analysis of debris in real-time.
The main problem formulation that guided the flow of the project goes as following;:

"How to develop an object detection system that would perform real-time
underwater analysis to detect and identify objects of interest within the
underwater environment?”

Additionally, to the main research question, three sub-questions were introduced to
outline the project scope and set up the scene for the prototype development. The an-
swers to each research question jointly provide a comprehensive answer to the main problem
formulation.

e How can machine learning algorithms be utilized to perform underwater analysis?

The project has succeeded to utilize the machine learning algorithm to perform the
underwater analysis, namely the object detection task to identify litter objects in underwater
setting. The proposed system utilised YOLO model and was able to classify and localize
single as well as multiple objects from the input, while providing satisfactory accuracy of the
predictions. Even though, the conducted experiments showed the potential of the system
to perform the object detection task underwater, the system failed to meet the real time
requirement due to hardware limitations. Additionally, the system was not tested in real
world environment.

e How to develop a system architecture that would employ underwater drone for the
object detection task?

To develop a system architecture for such solution it was required to apply knowledge
from different areas, such as Machine Learning, Neural Networks, implementation frame-
works and tools, existing solutions and state of the art technologies as well as Computer
Vision field. Additionally, three possible solutions were identified on how to incorporate an
underwater drone BlueROV2 into the system prototype, which are cloud, edge and local
setups. All three solutions are possible in practice to build a satisfactory prototype, while
some approaches have drawbacks and pose different limitations, the local implementation
was chosen as a candidate solution due to freedom of choice of algorithms, frameworks and
possibility to tune the algorithm according to the posed problem.

e How to approach the problem of computer vision in rough underwater environment?

To address the challenges of computer vision in rough underwater environment a re-
search on existing solutions was conducted, where various approaches to the problem were
acknowledged such as data augmentation, transfer learning and deep learning. Various meth-
ods were identified for image processing and enhancement such as Horizontal mirroring and
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down-sampling. However, a novel approach was not proposed as it was out of scope of the
project.

In conclusion, it can be said that the main research question was answered successfully
with the aid of the sub-questions. The project concluded with a partially working prototype
system that although did not meet real time performance capabilities and was not tested in
real world setting nevertheless showed satisfactory performance in the laboratory setting.
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