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Dansk Resumé  
 

De seneste års fremskridt indenfor autonome har revolutioneret den moderne slagmark og metoder til at 

føre krig. Alt peger på, at dødelige autonome våben vil blive den nye standard i aktive krigszoner i en nær 

fremtid. Udviklingen indenfor særligt informationsteknologierne driver denne udvikling fremad, og 

maskinlæring har løftet potentialet for kunstig intelligens til nye højder. Med sådanne muligheder, 

kommer der også store udfordringer. Konsekvenserne af disse teknologier vil ikke kun være moralske og 

etiske, men juridiske, politiske, fænomenologiske, sociale, psykologiske og meget mere. Men centralt i 

diskussionen er der opstået spørgsmål om ansvar. For hvem er ansvarlig for selvtænkende teknologier? 

Hvad sker der, når et teknologisk system opfører sig uforudsigeligt eller (i menneskeligt perspektiv) på 

ulogiske måder? Vil robotter en dag stå foran en domstol for deres handlinger, eller er ansvaret kun 

menneskeligt? - Dette er nogle af de spørgsmål, der stilles i debatten om autonome våbensystemer i dag. 

Denne afhandling er ikke et forsøg på at løse alle disse udfordringer, men er en eksplorativ rejse ind i 

felten omkring autonome våbensystemer. Ved hjælp af en aktør-netværks teoretisk og 

postfænomenologisk forståelse forsøger denne afhandling at fremme forståelsen for, hvordan denne 

emergerende teknologi medfører forhandlinger og translationer på kryds af store aktør-netværk, samtidig 

med at den forsøger at præsentere en teoretisk ramme for videre undersøgelser ind i dette komplicerede 

felt. 
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0. Preface (Motivation) – Who am I to Write This Thesis? 
 

The goal and purpose of this thesis and my approach originates in several reasons and because of this, I 

feel that it is only fair that I reveal my motivation and framing to the reader, before embarking into this 

report in earnest. My motivation and framing of this report did not appear to me in the dead of night right 

before I had to finalize my master’s thesis, rather, this thesis is the result of an ongoing literature study, 

that I have been undertaking both consciously and sub-consciously for about a year now, - perhaps even 

longer. My interest in military matters and technology is something that have followed me for longer than 

I can remember, if not to mention my relations and prior experiences with the Danish military. These 

important life experiences have left me with a keen interest in the workings of military technologies and 

organization.   

 

During my childhood, I always had an interest in and connection to the Danish military. Much of my family 

were in or currently are in the Danish military. My father was a sailor in the Danish navy, when he met my 

mother, and so I grew up listening to many of his stories.  My uncle on my mother’s side, who I have spent 

many days admiring, has sailed all his life in service of the Danish navy, and he has also been a key figure 

in a line of many more military figures, whom I have grown up loving and admiring. As such, I cannot deny 

that I have always had an admiration of the Military, perhaps even a romantic perception on some parts. 

And as a young man at the age of twenty-one, I even volunteered for her Majesty’s the Danish Royal Life 

Guard, an act which had many detrimental consequences on my life, but which is still something that I will 

never come to regret.   

 

During my limited service, I had an accident which would impact me on a scale I could have never imagined 

beforehand. I was on an exercise, when my spine could not handle the weight of my gear and the physical 

stress, that I put on it. My vertebra dislocated and my life changed forever. I went from a physically healthy 

and fit soldier to a bedbound and broken individual. It is not difficult to say, that the time right after this 

accident was some of the hardest days of my life. Nevertheless, I had to acknowledge that my life was 

changed, and that a new reality gazed me in the eyes, one where I could no longer remain in the military, 

and where I would not get to live out the dream I had first imagined.   
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Perhaps some of the guardsman’s “discipline” or “pride” was still left in me, or perhaps it was simply plain 

stubbornness, but I was not ready to just stay in that state. I went through therapy and rehabilitation, I 

trained and exercised every day,as I was determined to find a way back to life, and so I did. And this is the 

short story of how I ended up as a student of techno-anthropology at the university of Aalborg. While I 

was rehabilitating and receiving treatment, I realized, that I would have to find a new way in life, and so 

began my studies in the summer of 2015. And though I never lost my interest in the Military, its 

technologies, or its matters, I found new perspectives, thoughts, and interests in the world of academia, 

which would have otherwise eluded me. It is ironic to think, that without this fateful accident, I would 

probably never have found any interest in academia nor later been able to go on and gain an academic 

internship at the Royal Danish Defense College (RDDC). I would never have been able to combine these 

two worlds, that I find so interesting and which have inspired me in so many ways. The world of military 

and the world of academia. And even though my vertebrae are now somewhat back in their place more 

than five years after the accident, I never expected to find myself writing a master’s thesis. 
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1. Introduction 
 

The idea of automating warfare is an ever-expanding notion, perhaps as old as war itself. But as military 

technology advances at an accelerating rate, new and unexplored dilemmas emerge at an even faster 

pace. It was in February 2001, that the first Unmanned Aircraft Vehicle or UAV: RQ-1 Predator drone - was 

successfully armed and tested with Hellfire missiles. It was quickly deemed a success, and the RQ-1-

predator not only shifted its attributes away from reconnaissance, it was modified in a way that changed 

its very function and essence. Replacing Reconnaissance with Multipurpose; the RQ-1 was transformed 

into the MQ-1, and at the same time marking an important transformation in modern warfare (Sharkey, 

2009). As such, when the United States and its allies invaded Iraq in 2003, armed MQ-1 Predator drones 

began flying through the skies of the Middle East, supporting the war on terror. Though it was only a few 

at first, by 2010 these numbers had increased to several thousand unmanned aircraft, and though the 

type of drones were numerous and varied both in size and weaponry, several Predators, or the latter and 

perhaps even more famous model:  ‘MQ-9 Reaper’(s), were in the skies at all times (Cullen 2011, 17). 

Critics and sceptics of these war machines argue, that this transformation of the RQ-1 Predator into the 

MQ-1 should be regarded as a: “historic revolution in warfare” and that it should be viewed as: “the most 

important weapons development since the atomic bomb” (Singer 2010, as cited in: Cullen 2011, 17-18). 

As such, the advancement from the Predator to the Reaper heralds a new age; an age where autonomy 

and computer intelligence will soar, and responsibility for war actions will become ever harder to 

apportion (Cullen 2011, 19; Noorman & Johnson 2014, 51).  

 

Since the evolution of industry, machines have become able to remove and eliminate tasks, which were 

inherently performed by humans. In our modern era, this includes war machines, and therefore also the 

Predator- and Reaper drones, however, even as the Reaper is capable of maintaining several tasks by 

itself, it is fundamentally reliant on the operator and pilot to choose, activate, and initiate its functions. It 

is not autonomous, though it can act and perform numerous actions on its own (Cullen 2011, 35-45 & 47-

48). But, if the Reaper, and other drones like it, are not autonomous per se, why is there then a highly 

contested discussion on autonomous military technology surrounding the use of these drones? 
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As cars, phones, airplanes, household equipment and other technologies become “smarter” and 

incorporate increased intelligence as well as further autonomised systems, it becomes continually 

evident, that the future will be filled with systems capable of removing human involvement altogether. 

Intrinsically, military technologies are likely to follow this trend, - if not lead it. Progressively more 

intelligent and autonomous systems are potentially the fighters of tomorrow’s war. These systems might 

come in physical forms as machines, actively changing the physical world around them, but they can also 

come in the form of algorithms designed to control, flood, or stir friendly and/or enemy networks and 

change the flow and understanding of information (Scharre 2015, 3-4). As technologies incorporate new 

and greater levels of autonomy, the paradigm of controlled unmanned or remotely piloted technologies 

have the potential to quickly shift towards uncontrolled autonomous machines. It is not hard to imagine 

a future, where a pilotwill have the ability to oversee or control a “swarm” of military vehicles, - if the 

pilot is even needed at this point (Scharre 2015, 4). Although the Reaper-drone by itself only accounts for 

a fraction of the potential complications, which autonomous military technologies might present, it has 

become part of a representation of future military robotics. Even though it constitutes partially 

autonomous technology, it becomes a fact, that unmanned aerial vehicles are presently the driving force 

of military robotic systems, and as such, the Reaper, Predator, and other military drones easily becomes 

the center of discussion (Bieri & Dickow 2014).  

 

While much of the focus has been with the Western Nations, especially American usage and development 

of autonomous technologies during their deployment in the Middle East, recent history calls for a change 

in focus as other powers of the world have been successfully attaining, developing, and using unmanned 

and/or autonomous technology. One need not look long at the world map to find military powers with 

capabilities either on par with or close to the United States of America. China, Russia, Israel, India, Turkey 

and many more (Arkin 2017, 38-39) have shown themselves as key players on this growing list of countries, 

which all utilise and develop unmanned and/or autonomous weapons systems successfully. This only 

serves to mark an even greater need for knowledge on the implications of these technologies, and even 

though the International Committee of the Red Cross (ICRC) raised concerns in 2011 about the ethical, 

legal, and societal challenges which autonomous weapons systems might produce (ICRC 2011, 36-42), 

debate is still fervently ongoing on the very fundamentals of the presented concerns. Scientific and public 

debate is unending, and as advances in robotics, sensors, computer systems and more keep leading to 

even more sophisticated autonomous technologies, new guidelines and doctrines are sought and 
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explored (Yde 2016, 1; Nørgaard  2019, 21; Noorman & Johnson 2014, 51-52; Boulanin 2015). But, as these 

technological advancements have the potential of changing and reforming the very shape and 

understanding of warfare, this subject is under constant scrutinization, critique and evaluation. New 

Perspectives, arguments, and understanding are constantly being added within the field of autonomous 

weapons. As such, this thesis is not an attempt at discovering the “truth” about autonomous weapons 

technologies. This thesis is an attempt to examine and discern how some of these debates about 

autonomous technologies are understood, represented, and discussed. This is all done in an attempt to 

further the understanding of the consequences of what these technologies might bring, as well as how to 

face some of these effects.  

 

 

1.1 From Autonomous Weapons to Lethal Responsibility 
 

With the advances within autonomous technologies, it is no longer hard to believe, that Lethal 

Autonomous Weapons Systems (LAWS) could become a standard in active warzones in a near future, if 

not tomorrow. The introduction and evolvement of drone technology, machine-learning, improved A.I., 

and other contemporary information- and communication technologies (ICTs), the possibilities of war-

machines have reached an all new high. But as should be evident by now, these possibilities have led to 

hard questions and impasses have emerged. The effects of these new technologies are not only moral, 

ethical, and technical, but also legal, phenomenological, social, psychological, political, and much more. 

The challenges emerging around these technologies can truly be labeled as wicked1, with no single 

solution or simple answer available. Central to the discussion are the issues of responsibility and 

accountability. Who stands responsible when technology acts on its own? What happens if a technological 

system behaves and decides for itself in unpredictable or (in the eyes of humans) in illogical ways? Will 

robots one day stand themselves in front of a court for their actions or is responsibility inherently human? 

– These are some of the major questions being asked in the debate about autonomous weapons systems 

today (Noorman & Johnson 2014, 51-52).  

 
1 In this sense, wicked refers to the idea of a wicked problem, which is an often-used term used to describe 
problems that is difficult or impossible to solve because of incomplete, contradictory, and changing requirements 
that are often difficult to recognize. 
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However, if we cannot hope to fathom all the potential consequences of these types of autonomous 

technologies and their effects, shouldn’t we then simply abandon their usage? – This is a well-used 

(Sparrow 2007; Sauer 2016; and Surber 2018) and a fairly recognized and discussed argument (Thurnher 

2015; and Geiss 2016), which might at first seem to be a straightforward solution, as if we merely legislate 

against any type of autonomous machine or system, we could perhaps avoid the wickedness of this 

problem altogether. The coalition “Campaign to STOP killer robots”2 is a key example of the opposition 

that has formed in recent history as a result of the evolvement of these technologies. They are a 

community that includes many organisations, experts and movements, and have managed to gain various 

influence in the arena(s) surrounding autonomous weapons technologies with their goal of establishing a 

complete and indefinite ban on autonomous weapons3.  But, as with many things political, legal, - if not 

to say human; the simple answer might not be so simple after all. Though many parties (mostly NGOs) are 

in fact pushing for state parties to negotiate and adopt a pre-emptive ban on autonomous weapons 

systems, only a few states have expressed a readiness for this discussion so far (Boulanin, 2015). Most 

states  are still determining their positions on the matter. Though generally states wholly agree that the 

usage of Lethal Autonomous Weapons Systems that cannot comply with international law should be 

avoided, which also goes to restate the importance of the Geneva Conventions Article 36 of Additional 

protocol I (Boulanin, 2015)4. As such, this thesis is not an attempt at solving all of the problems described 

above, the goal is instead to firstly understand the emerging controversies and how they are represented 

across the scientific and political field, and as such rather an endeavor at sorting and exploring the 

“battlefield” consisting of definitions, discussions, interpretations, and understandings surrounding 

autonomous weapons systems. Subsequently, in this report I seek to add a Science- and Technology 

Studies lens to the discussion of autonomous weapons systems in an effort to provide a theoretical 

framework, that might help reveal unexplored avenues of handling the emerging controversies of 

autonomous weapons systems. I do this by combining an Actor-Network Theory framework with notions 

from Postphenomenology. Though these two theories come from two distinct traditions, which explore 

the world in fairly different manners, it is my belief, that a methodologically reasonable framework can 

be achieved. My hypothesis is that these two theories does not necessarily contradict each other, rather, 

I believe that when applied in the right manner, they can provide new unexplored understandings. In 

 
2 https://www.stopkillerrobots.org/about/#about  
3 For more information on their full program, see: https://www.stopkillerrobots.org/learn/#problem  
4 See also: United Nations’ CCW report(s) “Convention on Certain Conventional Weapons” for more. 

https://www.stopkillerrobots.org/about/#about
https://www.stopkillerrobots.org/learn/#problem
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many cases, these two theories would create conflicting analytical perceptions, but it is my intention to 

explore, through a functional and pragmatic usage, whether an advantageous combination is feasible. As 

such, I attempt in this thesis to first apply an Actor-Network Theoretical lens to understand and investigate 

the relations and worlds of autonomous weapons systems. On the background of this analysis, I then 

apply a postphenomenological embodied analysis to better understand how these technological relations 

mediate human understanding and action.  

 

 

2. Problem Area 
 

Based on the background described above, this thesis seeks to explore how the socio-technical world(s) 

of autonomous weapons systems constitutes itself, as well as exploring the emerging controversies and 

how the different representations of the field influence these controversies. This study aims to accomplish 

this by applying an Actor-Network Theoretical and Postphenomenological combined approach, which will 

challenge the limits and potentials of both theories. As such, the following Research Question has been 

developed:  

 

How does the socio-technical field of autonomous weapons systems constitute itself, and how does the 

constitution affect the perspective on the controversies of autonomous weapons systems? 

 

To help answer this research question, I have constructed the following sub-questions: 

1. How does the representations of autonomous weapons systems affect users of the technology? 

2. Can the postphenomenological understanding be combined in a reasonable fashion with Actor-

Network Theory to explain moral action and perception? 
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2.1 Autonomy in Action: When Autonomy Becomes Weaponized 
 

But, before I start this process, I wish to outline some of the current popular represented understandings 

of autonomy in technology. Movies, documentaries, Science-Fiction and more have excitedly told stories 

of autonomous technologies which revolutionizes or transforms the very worlds in which they are 

presented (examples are: Terminator 1984-1991-2003 etc., Blade Runner 1982, 2001: a space odyssey 

1968, and many more). And though these technologies might at first have seemed unattainable, the 

beginning of the 21st century has told a different story as autonomous technologies have truly started to 

see the light of day. The media and scientific communities seem to both eagerly carry this concept 

forward, despite the enduring debates and controversy revolving around this type of technology. Though 

many scientists and engineers differ much on their perspectives of the possibilities with autonomous 

technologies, various types and prototypes have emerged over the recent years. 

 

While autonomous technologies come in many shapes and functions, with some of the most prominent 

being within logistics and transportation, other technological products have recently managed to gain 

unprecedented traction, popularity, and notoriety within both media and scientific communities. The star 

of these discussions has also managed to gather several names, which are being used almost 

interchangeably: Autonomous Weapons Systems (AWS), Systems With Autonomous Attack Capabilities 

(SWAACs), Lethal Autonomous Robots (LARs), and Lethal Autonomous Weapons Systems, (LAWS) or, as 

they are also often referred by sceptics and opponents: “Killer robots” 5, are an actual and very 

controversial topic presently, and not something which is only ascribed as part of ‘science fiction’ any 

longer. As such, politicians, NGO’s, experts and more have formed many discussion forums on this subject.  

 

Although, controversies surrounding evolvement of military technology is nothing new, and have often in 

the past as well as in the present been followed by numerous normative questions about the very nature, 

meaning, and consequence of these weapons (Nørgaard 2019, 20-21). These same questions are found in 

the discussions about autonomous weapons, but this debate seems almost as fervent when compared to 

 
5 That “success has many fathers”, can also be said about the referring of these autonomous technologies. As such, 
I, in this report, view these terms as interchangeable, and though I will mostly use the term Autonomous Weapons 
System/s (AWS). I will at times also use other terms when this stimulates understanding or furthers the narrative. 
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many former or other current military technology discussions. Often being compared or analogized to 

that of the atom bomb or other doomsday scenario weaponry (see e.g.: Sparrow 2007; Singer 2010; 

Coeckelbergh 2013; Sauer 2016).  

 

Katrine Nørgaard (2019) describes the debate on the utilisation of military robots as a battle of two 

technopolitical narratives, which both expresses vastly different perceptions on the future consequences 

of this technology (Nørgaard 2019, 20-21). These two narratives each try and shape the understanding of 

how these technologies will come to be used as well as what consequences might follow. On the one side, 

we find a narrative supporting military technological advances as a gateway into safer and more controlled 

warfare, where the risks of war will be minimized, as robots will replace humans on the battefield. 

Collateral damage will become rarer than ever before, combined with unprecedented situational 

awareness, control, and direct efficiency; warfare will become a completely different and more controlled 

setting. This is the narrative, which technological optimism attempts to advocate (Nørgaard 2019, 20). On 

the other side of this debate is a quite different story: With the dehumanization of warfare, through usage 

of autonomous military technology, we will not come to realize minimizing consequences and effects of 

armed conflict, rather, “killer robots” will lead to further destabilization, militarization as well as igniting 

arms races at an unprecedented level on a global scale. This narrative is instead labeled as technological 

pessimism (ibid.) and these two conflicting narratives can be found throughout much of the literature of 

AWS and other autonomous technologies. This depiction of two narratives or “camps”, with vastly 

different opinions on AWS and other autonomous technologies, also appears to be something that goes 

beyond just one author’s perception and is instead fairly accepted within the literature surrounding 

autonomous weapons technologies. It is one of the few normatives, which can be easily and formally 

identified relatively equally across scientific literature revolving around these technologies (see for more: 

Bieri & Dickow 2014; Geiss 2015, 3-6; Yde 2016 1-5; Scharre 2015; Williams 2015; Scharre 2016 6-8; 

Boulanin 2016; Arkin 2017; Bode & Huelss 2018 397-398; Graae 2019 9-12).   

 

However, as Nørgaard also argues, both the narrative of technological- ‘optimism’ and ‘pessimism’ 

appears guided if not to say dictated by an underlaying principle of technological determinism, which 

causes these technologies to be represented as if the result of a natural linear progression or 

development. There is an internal logic that technology is always ‘going forward’, as well as a perception 
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of technology as a regulating- or influencing factor to societal change (Nørgaard 2019, 13-21; see also: 

Graae 2019, 8-12 & 34-39; Noorman & Johnson 2014, 51-52), - and per se; co-regulating the very nature 

and/or understanding of warfare. As such, whether supporting the ‘dystopian’ or ‘utopian’ future, the 

deterministic belief produces a narrative where technological development is perceived as a “train which 

cannot be stopped” (Nørgaard 2019, 20).  

 

Nonetheless, even if this technological train keeps going or not, the understanding of- and position on the 

very definition of autonomy is not homogenous, rather, different experts, states parties and 

organisations, such as the International Committee of the Red Cross, have different views on the meaning 

of autonomy (Boulanin, 2015; Williams 2015, 27). This entails, that even the boundary between 

automation and autonomy is an ongoing discussion as well, making it difficult to define a clear distinction 

based on policy or scientific definitions (Boulanin, 2015; Nørgaard 2019b, 99). In truth, even the very 

notion of autonomy as an attribute is exceedingly underspecified and hard to define. In humans autonomy 

is often viewed as going hand-in-hand with the concept of free will. Autonomy relates to the ability to 

carry out choices, make decisions, and being able to establish one’s own rules and morality. ‘How 

autonomy comes to be, what it actually is?’ and ‘can we even understand it in ourselves?’ – are questions 

in a highly contested, protracted, and antiquated, yet ongoing philosophical debate across numerous 

fields (Noorman & Johnson 2014, 52-53). Making it no wonder as to why technological autonomy is an 

even trickier and obscure dilemma to comprehend. As such, it is also not the goal of this thesis to unravel 

the definition of autonomy and solving its underlaying dilemmas, instead this thesis focuses on exploring 

how the controversies around this term emerge in an STS-fashion.  
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3. Adding an STS-Theoretical Understanding 
 

In the following, I wish to outline my theoretical understandings and the concepts which act as a 

foundation for my interpretation and investigation of autonomous weapons technologies. My theoretical 

understandings are constituted by several notions from Actor-Network theory as explained and defined 

by Bruno Latour and Michel Callon, and I combine this with key concepts and understandings from 

postphenomenology as presented by Don Ihde and Peter-Paul Verbeek.  

 

3.1 Actor-Network Theory – a Language, a Lens, and a Method 
 

My theoretical framework is, as mentioned, partly constituted by Actor-Network theory (hereinafter also 

referred to as ANT) which relates , as the name implies, to the study of actors and the networks in which 

these emerge. I do this mostly with the understandings and inspirations from Bruno Latour and Michel 

Callon; two of the key figures of ANT.  

 

Actor-Network Theory originates from the science of sociology, and builds on a material-semiotic6 

understanding, in which human actors and/or non-human actants7 are explored and researched through 

their relations in networks consisting of heterogenous relations. The networks consist of many varying 

entities, human as well as non-human, all connected in various degrees of stability, power, and magnitude 

(Jensen 2003, 2-7). As such, ANT provides a language capable of identifying and describing agency 

between humans and non-humans equally in this network of entities. This is a particularly useful 

characteristic, which is suitable for exploring autonomous technologies. ANT’s practical use for “opening” 

up a field overflowing with various actants, both in terms of size and power, describing these and their 

 
6 Material-semiotics is applied as a framework within many different STS-genres. Though it differs in its use 
between traditions, it implies that relations between entities, which can be both human and non-human, should 
be perceived as equally and simultaneously material (it follows the things, and how they are shaped by their 
relations) and semiotic (how concepts and their relations and meaning are related). It assumes that there is no 
single social structure or form of patterning because these material and social networks come in different shapes 
and fashion. For more, see e.g.: http://www.heterogeneities.net/publications/Law2019MaterialSemiotics.pdf  
7 In the literature of ANT, "actants” are often used interchangeably with the human “actor”. This is because of 
ANT’s non distinction between human, object, or hybrid. As such, actant can be used to describe all of the entities 
equally without the need to distinguish. In this report, I also use actant interchangeably with the term for human 
actor. 

http://www.heterogeneities.net/publications/Law2019MaterialSemiotics.pdf
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relations is important in attempting at properly understanding and portraying the network surrounding 

autonomous technologies. As such, ANT was also my initial theory for exploring this field and how the 

various actants relate to each other.  

 

Actor-Network Theory does not just focus or address one “world”, but rather concerns itself with multiple 

overlapping worlds, as such, relative size of an actant or even a network does not matter and can fluctuate 

between being microscopic to infinite. Across these “worlds”, in which the networks constitute 

themselves, all relations between actors and actants are perceived as performed, which relates to ANT’s 

semiotic origin. Everything is seen only in relation to something else, and they should and can only be 

understood in this fashion (Law 1999, 3-4). This is also one of Actor-Network Theory’s inherent flaws, as 

it can be a challenging feat to determine a single unanimous understanding or definition of ANT, and as a 

result ANT comes in numerous forms and has been used in many different ways (Jensen 2003, 4-9; Law 

1999, 10-12).   

 

In Actor-Network Theory, all entities are perceived as agents of change and mediation, and only through 

exploring their relations and by following and describing the networks, in which these emerge, can we 

gain an insight into the multiple heterogenous social worlds that exists around these. These networks 

then themselves consists of the same human and/or non-human entities, as well as hybrids hereof (Jensen 

2003, 8-9). The world, as understood through the lens of ANT, is then an unstable one, as all entities are 

in constant battles, and where the victors are never unshakeable, as their very foundation builds upon 

their interconnectedness to each other. This is why Torben Elgaard Jensen (2003) expresses  that ANT is 

not about reasonable negotiation, but rather that:   

 

“Actor-Network Theory is on the bottom line not about fair tradeoffs, rather it is about 

parasitism. An actor-network is a chain of connections, where advantages are 

systematically distributed in one direction, so that a few actants enable themselves to 

speak for the many” (Jensen 2003, 9). 
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I will return to this statement by Jensen, but firstly, I will expand on an important ontological 

understanding within ANT.  

 

 

3.1.1 Generalized symmetry  
 

Generalized symmetry is a notion conceived by Michel Callon, which embraces that both social- and 

natural sciences as equally disputable and ambiguous (Kroustrup & Olesen 2007, 73-74). It is an essential 

constructivist framework for understanding how phenomena should be viewed and understood in an ANT 

analysis. In Actor-Network Theory, all phenomena are perceived as in constant confrontation, as none of 

them are “truer” than the others. This means, that social and natural phenomena are not stable 

actualities, but are instead negotiable “truths”, which help form our understandings and ordering of 

phenomena around us. Because of this, society cannot be regarded as a stable entity, rather, it must be 

viewed as unstable and unresolved (Kroustrup & Olsen 2007, 74). By following this notion, ANT creates 

an analysis open to controversies and interchanging understandings of what is social and natural, where 

nothing is perceived as certain or stable. This ANT analysis then bases itself upon identifying the relevant 

actants by describing their relations to each other, through observing how they engage, translate, 

negotiate, consolidate, and even combine in different ways, all in an attempt to map and understand what 

is happening.   

 

An example of this is when Bruno Latour and Steve Woolgar (1979) conducted a study on the construction 

of scientific facts in their volume ‘Laboratory Life’. In their work, they showed how scientists in a 

laboratory performed, negotiated and constructed different scientific facts, and Latour and Woolgar even 

went as far as to show, how the facts, that they presented in their volume were constructed in the same 

manner (Jensen 2003, 9-10). Latour and Woolgar discovered that facts were constantly negotiated by the 

researchers in the laboratory through different means, but often by using references, citations or using 

scientific instruments in scientific discussions (Latour & Woolgar, 1979, 86-87). Their detailed analysis of 

the laboratory showed that none of the negotiated facts were independent, constant, or certain. In short, 

this means that even in the scientific or socio-technical world, which Latour and Woolgar explored, facts 

were not stable, but instead negotiable. Central to this construction process is the focus on the idea of 
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inscription devices, which act as a medium to understand and interpret reality (e.g. calculator or 

measurement tools). The inscription will then be transformed into expressions and meanings and are 

likewise applied in constructing facts (Jensen 2003, 10-11; Latour & Woolgar 1979, 45-ff).  

 

In the same manner, in this report, I explore the negotiation and construction of facts surrounding 

autonomous weapons technologies. Though I am not in the laboratory with the scientists, I do see 

comparatives to Latour’s and Woolgar’s studies, and I find that mimicking their concepts and analysis in 

part can help me identify and understand the mobilisation of both human actors and non-human actants 

in this socio-technical scientific setting, that I’ve embarked upon. Actor-Network Theory offers a lens and 

language which allows for a deeper investigation of how the phenomenon of emerging autonomous 

weapons technologies affects the socio-technical world. But, to help use ANT to accomplish this, I also 

look to Michel Callon’s notion of Four Moments of Translation 

 

 

3.1.2 Callon’s Four Moments of Translation  
  

Translation as a notion origin from Michel Serres, who defines it as a form of mediation, which both 

furthers and interferes with a given signal, message or understanding. In this sense, translation can either 

help order or disorder given understandings, etc. (Jensen 2003, 8). Translation in terms of ANT is used to 

describe the way an actor or actant associates with other actors in the network. The actant gain strength 

through its association with other actants, and the strength becomes visible through its ability to set itself 

up as a spokesperson for the many (ibid.). As such, the translation process refers to the idea, that a 

connection is made between two or more actants, which were not there beforehand.  

 

Jensen (2003) presents a few examples of successful translation processes as: a politician speaking on 

behalf of their electorate, a scientific report which states certain facts, and a wristwatch which shows time 

(Jensen 2003, 8). In all of these examples, the actants are only stabilized through their further affiliation 

with other actants. The clock is stabilized through a beforehand set of rules relating to the function of 

time and the measurement of same, which it then becomes the spokesperson for. The science report is 
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stabilized through reference to other science reports, articles as well as the report’s own inquiries, 

experiments, and results. Hidden in the network surrounding the politician is a landscape of election 

campaigns, ideology discussions and understandings, stakeholders, meetings with electors and more. As 

such, these examples can in themselves also lead to further actants, who are involved in different ways 

and who are also part of other networks and so forth.   

 

Through exploring these relations between actants and describing their respected networks, ANT, 

understood in this way, provides a keen insight into the (in)stability of networks consisting of humans and 

non-humans alike (Jensen 2003, 8-9). This returns us to the fact, that all actants in ANT are agents of 

change. All actants: human as well as non-human - can employ a program or anti-program, which in turn 

results in negotiations, alliances, stability and/or instability. As such, processes of translations help 

stabilise the network(s) through extending statements, thereby folding the heterogeneous actors and 

actants, and redefining relational definitions between all entities in the respected networks. Latour 

defines statements as: “anything that is thrown, sent or delegated by an enunciator” (Latour 1991, 106). 

This is why, that through exploring the processes of translation, we may find a network’s ordering effects 

(Law 1992, 386).   

 

Michel Callon then further details this process by dividing it into what he describes as four moments of 

translation. The first moment is named problematization and involves how the actant or actants tries to 

dictate reality and its underlying problems in certain ways, as well as how these should be addressed 

(Callon 1986, 6; Jensen 2003, 18-19). Callon’s second moment is called interessement, and it describes the 

moment, when an actant attempts to lock other actants into defined roles, which will in some manner 

assist the problematized programme. As such, interessement is about redefining the identities of the 

actants surrounding a network, removing their competitive connections to other problematizations of 

other networks or actants. It is about establishing devices or alliances, which can then separate the inter-

essed actants and all other agents or entities who might define their identities in other ways, than what 

is wanted (Callon, 1986, 8-9). Callon describes it quite clearly: “Interessement is the group of actions by 

which an entity […] attempts to impose and stabilize the identity of the other actors it defines through its 

problematization.” (Callon 1986, 8).  Thirdly, are what Callon names the moment of enrolment, where 

actants negotiate, determine, and test their identities. Callon uses the neutral term of enrolment to 
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encompass all types of actants, and then uses this term to describe the many ways a programme can make 

actants take on a specific wanted role (Jensen 2003, 20). This is done through different types of 

negotiations which might come in forms of tricks, seduction, physical violence or other.   

 

“Enrolment does not imply, nor does it exclude, pre-established roles. It designates the 

device by which a set of interrelated roles is defined and attributed to actors who accept 

them. Interessement achieves enrolment if it is successful. To describe enrolment is thus 

to describe the group of multilateral negotiations, trials of strength and tricks that 

accompany the interessements and enable them to succeed.” (Callon 1986, 10)  

 

As such, enrolment is dependent on interessement, but interessement is also only a success if enrolment 

is achieved. The fourth and last moment, which Callon defines, is the moment of mobilization, where a 

spokesperson (human or non-human) establishes itself as the voice of the many. If mobilization is 

successful, then an actant becomes a representative for a tacit mass of other actants in the network 

through its connections, aligning understandings and meanings with its own. Though, this should not be 

seen as an end result, but rather as a still negotiable role, which can be opposed at any given time and as 

such is neither stable nor given. (Callon 1986, 12-15; Jensen 2003, 20).   

 

Finally, these four moments of translation, which Callon describes, additionally allow for an understanding 

of how Obligatory Passage Points (hereinafter also referred as OPP) emerges. OPP refers to access points, 

which must be passed in order to achieve a “goal”, “need” or even sometimes simply understandings 

(Kroustrup & Olesen 2007, 78). An OPP can therefore also be interpreted as a core argument of a program, 

which can help align actants and their roles. As such, an OPP can be anything from ideologic, technological, 

human, or hybrid in nature. By following translation processes, we can then likewise follow an OPP, and 

better understand how these helps align actants towards a unified goal or understanding, thereby 

stabilising itself and the network surrounding it. Even so, translation processes should never be 

understood or perceived as final or complete, but rather be regarded as a continuous negotiated process, 

which will interchange between the different moments all the time (Kroustrup & Olesen 2007, 78, Callon 

1986, 17-19).  
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As Callon himself describes it: “Translation is a process before it is a result” (Callon 1986, 19). 

 

 

3.2 The Postphenomenological Turn: Ascribing Intentionality to 

Technology 
 

The other half of my theoretical framework derives from Postphenomenology (hereinafter also referred 

as PP). Here I borrow most of my understandings from Don Ihde and Peter-Paul Verbeek, whom by many 

are regarded as pioneers within this theoretical setting. Postphenomenology has, with its inter-relational 

ontology and its understanding of humans, technologies and their connection to the world, an interesting 

view on the functions of the world and how it operates. In many ways, postphenomenology and Actor-

Network Theory shares similar thoughts and frameworks. Both agree that human and world cannot be 

separated: “When something in the world changes, so does the human change” (Ihde 2015, iv).  But they 

differ clearly in the philosophical traditions from which they have emerged. Where ANT draws its notions 

from semiotics, postphenomenology rather works in the world of embodiment analysis of human action 

and perception (Ihde 2015, iv), which leads to quite different potentials and limitations within the analysis 

and findings.  

 

Postphenomenology draws its roots from phenomenological thinkers such as Husserl, Heidegger, 

Merleau-Ponty and others (Verbeek 2008). These early 20th century thinkers started to truly define 

‘classical’ phenomenology as we know it today, working with understanding how humans and the world 

“truly” interact. And though these 20th century thinkers are often credited for defining phenomenology, 

it has come in many guises before throughout history. It is during the latest decades however, that a 

newer approach of working with phenomenology has emerged; namely postphenomenology. Largely 

because of Don Ihde’s phenomenological analyses of human-technology relations, a new approach to the 

analyses of the social and cultural role of technology has surfaced (Rosenberger & Verbeek 2015, 9-13). 

Ihde began to use the term inter-relational ontology as a way of combining Heidegger's dasein or “being-

in-the-world” and Husserl’s intentionality. Through this, Ihde’s focus shifted the very role of material 
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technologies; he referred to these as mediating rather than fixed (Ihde 2015, xii). Ihde himself explains it 

as: 

 

“Human-technology-world became the formalism expressing this inter-relationality. 

Humans actionally using technologies mediatingly relate to a world. What was to become 

my “phenomenology of technics” began here with a descriptive analysis of embodiment, 

hermeneutic and background relations.” (Ihde 2015, xii) 

 

Through this formalism, Ihde succeeded in creating a tool for analysis that exceeded where classical 

phenomenological approaches had fallen short. Classical phenomenology is criticised by many, including 

Rosenberger, Verbeek and Ihde, for its view of technologies as something which ‘alienates’ humans from 

being human. This kind of analysis did bring technology into an important role of its time, as it allowed for 

an analysis of the social- and cultural role of technologies, but phenomenology began receiving significant 

criticism for being too ‘romantic’. It lost touch with the actual roles, which technology had in regard to 

humans (Rosenberger & Verbeek 2015, 10). As such, postphenomenology distanced itself to be rid of this 

classical romanticism, while still analyzing and describing the world from a “close distance”, something, 

they argue, that normative sciences cannot accomplish. Normative sciences will rather always look on a 

phenomenon from a “far” distance and as such only reveal a reduced world. Whereas 

postphenomenology takes us closer and “takes us back to the things itself” (Rosenberger & Verbeek 2015, 

10-11). 

 

“It is precisely this claim to regain access to an original world that is richer in meaning 

than the world of science and technology, that postphenomenology refutes. Rather than 

thinking in terms of alienation, it thinks in terms of mediation. Science and technology 

help to shape our relations to the world, rather than merely distancing us from it. This 

perspective of mediation embodies a reinterpretation of the foundations of 

phenomenology.” (Rosenberger & Verbeek 2015, 11) 
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Even though I am not exactly investigating autonomous technologies at a “close physical distance” in this 

report, I still see many favourable analytical avenues by adding a postphenomenological lens as well. By 

first using an ANT-interpretation to understand the relations and “worlds” surrounding autonomous 

technologies, postphenomenology, with its focus on human-technological mediation, offers a theoretical 

framework which allows for a conceivable interesting and pragmatic analysis of how the technology might 

meditate the world to the individuals affected by this technology directly. By using ANT to firstly gain 

insights about the background and the translations and orderings surrounding autonomous technologies, 

I can then further add a postphenomenological analysis of how the world comes to be mediated and 

understood through the usage of AWS. Of course, this will only be in a limited fashion, but by combining 

these to theories in this manner, I believe a pragmatic and useful theoretical framework will come to 

fruition. 

 

3.2.1 Technological mediation 
 

By adding a postphenomenological understanding, technology is thus ascribed the role of mediators of 

human practices, morals, and choices. Not in the aspect that technology controls human action, but that 

it is through our interaction with technology, that new understandings arise which in turn leads to 

different and perhaps unexpected actions. Peter-Paul Verbeek (2006) elaborates, that technology should 

not be viewed as only functional or neutral instruments, but rather as mediators for human understanding 

and choice. This mediation happens through interaction with technology in specific contexts. As such, 

technology does not gain a role as leading or demanding human agency, rather it allows and implies 

various kinds of action. The technology also “disappears” from human attention pre se, as we instead get 

focused on the very practices, which the technology enables and facilitates. Instead of acting with the 

technology, humans are acting through technology and thereby creating their very relation to the world 

(mediated by the technology) (Verbeek 2006, 3). The technology becomes ‘embodied’ by the user, and by 

acting through the technology, the world becomes reshaped or mediated (Rosenberger & Verbeek 2015, 

14). 

 

“Technological mediation is precisely this capacity of technology: technologies can 

mediate between humans and reality, by establishing specific relations between both. This 
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phenomenon of technological mediation has two dimensions, each of them pertaining to 

one aspect of the relations between humans and reality. First technologies help to shape 

how reality can be present for human beings, by mediating human perception and 

interpretation; second, technologies help to shape how humans are present in reality, by 

mediating human action and practices. The first dimension can be called hermeneutic, 

since it concerns meaning and interpretation; the second is pragmatic, since it concerns 

human activities.” (Verbeek 2006, 3) 

 

It is through this distinction quoted above, that Verbeek then splits mediation into two distinct 

dimensions, the hermeneutic and the pragmatic. This distinction allows for an analytic perspective into 

different users’ mediated perception and interpretation (the hermeneutic dimension) of the world. Whilst 

also allowing for an analysis of the mediated effect which technology has on users’ agency, action, and 

practice (the pragmatic dimension).  

  

FIGURE 1. (Verbeek 2006, 3) 

 

Expanding on Ihde’s human-technology-world analysis, Verbeek added his two dimensions and named 

them perception and action, in turn allowing for an even further understanding of humans, technology 

and their interconnectedness to the world. It is through this framework that Verbeek goes on to talk about 

technological intentionality, which describes how the technology mediates certain actions or 

understandings. Verbeek relates this to what Latour and Akrich defines as ‘scripts’ (Verbeek 2006a, 4; See 

also Latour 1992, and Akrich 1992). The technology becomes a script for human action and instructs users 

how to use it and/or how to interpret it. An example of this are speedbumps, - they cause drivers to slow 

down their vehicles for safety reasons. As such, speedbumps mediate through two different aspects. 
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Firstly, they make drivers perform an action: ‘slow down to ensure safety’, - this is the pragmatic 

mediation. But this action is only a result of an interpretation or perception of the world. The speedbump 

changes our perspective of the road and our possibilities. Drivers interpret the speedbump as a sign of: 

‘danger is ahead, if I do not slow down’, - this is where the hermeneutic mediation can be identified. This 

is the essence of technological intentionality. Technologies change our action and perception of reality 

through hermeneutic and/or pragmatic mediation. 

 

But in postphenomenology, technology does not always have a single way in which it is used or even 

conceived. In fact, it is the exact opposite. Technology in itself can be perceived and used in a variety of 

ways. Technology is something which we design and use for own goals and reasons but is also conceived 

as non-neutral and determining for human action and perception. This is the reason why Ihde created the 

notion of multistability in the 1980’s (Rosenberger & Verbeek 2015, 25-26; See also: Ihde, 1986 or 2012). 

Multistability refers to the concept, that technology can have multiple purposes and interpretations. The 

technology might have been developed for specific situations or causes, but instead ends up getting used 

in totally unexpected ways (Verbeek 2006, 5). These unintended uses of a technology might lead to many 

different scenarios. The technology might mediate very differently than originally intended , though it 

need not be either wholly in a positive or negative way. Verbeek explains this with the usage of two 

examples: 

 

“The energy-saving lightbulb is a good example here, having actually resulted in an 

increased energy consumption since such bulbs often appear to be used in places 

previously left unlit, such as in the garden or on the façade, thereby canceling out their 

economizing effect (Steg 1999; Weegink 1996). Second, unintentional, and unexpected 

forms of mediation can arise also when technologies do get used in the way their designers 

intended but meet unforeseen use practices. A good example is the revolving door which 

keeps out not only cold air but also wheelchair users.“ (Verbeek 2006) 

 

These two examples from Verbeek really illustrates how technology can lead to unintended actions and/or 

perceptions regarding technology. To better understand how technological intentionality might occur, 

postphenomenology attempts to understand the relations between human and the technology which 
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mediates the world. To accomplish this, Ihde made an addition to his human-technology-world and 

named this framework “human-technology relations”. To make a successful postphenomenological 

analysis, you must understand the human-technology relations. In fact, this is where many 

postphenomenological studies begin (Rosenberger & Verbeek 2015, 14; See also Ihde 1990).  

 

“In order to understand a technology or a technological development, 

postphenomenology always analyzes the character of the relation human beings have 

with this technology and the ways in which it organizes relations between human beings 

and the world. Human beings can interact with technologies, incorporate them, read 

them. All of these relations organize how human beings experience their environment, and 

how they are practically engaged with it. Technologies, to be short, are not opposed to 

human existence; they are its very medium.“ (Rosenberger & Verbeek 2015, 12-13) 

 

The human-technology relations that Ihde presents are divided into four types: embodied relation, 

hermeneutic relation, alterity relation and background relation. Though it is also argued that these four 

types of relations of mediation should not be seen as exhaustive, instead they are regarded as an analytical 

viewpoint from which to understand how users develop connections and usage of a technology 

(Rosenberger & Verbeek 2015, 14-19). But, this is also where I diverge from Ihde’s preconstructed human-

technology relations, as I instead rely on ANT to interpret the connection and relation between human 

and technology. As such, though I adopt Ihde’s and Verbeek’s notions on how humans are mediated by 

technology pragmatically and hermeneutically, I instead apply ANT as a means to uncover how and of 

what these relations are constructed (See section 6).  

 

But rather than utilizing the human-technology relations as presented by Ihde, I instead build on top my 

ANT-analysis to define the relation between the users and the technology. While I do view Ihde’s four 

predefined relations as durable, I do not view them as flexible enough to truly characterize the full scale 

of the relational context and its important significance. While I do not reject PP’s embodied understanding 

that intentionality is carried through the usage of technology, the postphenomenological analysis does 

not by itself give enough credit or focus to other underlying social and political effects, which affects the 

technological understanding, usage, and embodiment of the technology. ANT exceeds at explaining and 
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outlining the constituted performed worlds surrounding AWS and how their interconnectedness 

constantly changes and shapes the field of autonomous weapons systems, I believe that 

postphenomenology is better equipped at outlining the users’ mediated actions in a more pragmatic 

fashion. When operators and pilots activate or use remotely piloted aircraft, they perceive the world 

through this technology and its functions. The technology influences the understanding and thereby the 

actions; by means of mediation (See section 3.2). Examples can be borrowed from the medical world, 

where practitioners utilize numerous and varied technological tools to gain insight into different patients’ 

conditions. A radiologist gains access to a patient’s illness by using an x-ray scanner, a doctor assumes a 

patient’s condition based on blood-samples and so on. In these cases, it is the technology that allows for 

interpretation of the patient’s world and thereby also action. As such, these technologies are highly moral 

tools, which have a huge impact on users’ choices and actions (Verbeek 2011, 1-11).  

 

“When Technology are used, they always influence the context in which they fulfill their 

function. Technological artefacts help shape human action and perception, and create 

new practices and ways of living… When technologies fulfill their functions, they also help 

to shape the actions and experiences of their users. This phenomenon is called 

technological mediation: Technologies help shape the experiences and practices of their 

users.” (Verbeek 2011b, 201). 

 

But where Verbeek (2011) argues that technology only act as moral mediators, and that technology 

cannot by itself have moral agency (Verbeek 2011, 52-53), as opposed to ANT, where all actants are 

perceived as equal agents of change, I rather utilize a dualistic framework, where I agree with both 

interpretations. This might seem contradicting at first, but as I will come to present, there is an advantage 

to be gained by accepting both notions.  

 

By combining these two theories, I believe a framework can be established, where firstly an Actor-

Network-oriented focus on how the different heterogenous networks of actants are performed, 

translated, and constructed can be applied. By following how the different human and non-human agents 

emerge across the interconnected worlds, insights can be gathered on how and why the debate around 

autonomous technologies is as it is. But where ANT exceeds at outlining and depicting why, where and 
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how the socio-technical world(s) is and became, I do not believe that it gives enough explanation on the 

world(s)’ doing. Therefore, I instead consider towards postphenomenology. By applying a 

postphenomenological analysis on the background of the ANT-uncoverings, it is my belief, that a more 

practical dimension can be attained, which opens an avenue for further investigation into the interaction 

between technology and human.  

 

 

4. Methods and Reflections 
 

In the next section, I elaborate on my methodological choices, usage, understanding and reflections. The 

purpose of this is to explain my methodological framework, and why I have chosen to approach my 

master’s thesis in this manner. 

 

 

4.1 Setting the Scene: overcoming bodily limits and the corona virus – 

How to write a master’s thesis while bedbound  
 

As mentioned in the preface, the questions asked in this thesis, did not just occur to me out of the blue, 

rather, they have been slowly developed over the last year. I became more and more involved and 

interested in the field of autonomous weapons systems during my time as an intern for the Royal Danish 

Defence College’s (RDDC) Institute for Military Technology (IMT). I began this internship at the Institute 

for Military Technology in September 2019 with the goal of helping to solve and explore the many 

emerging complications which relate to autonomous technologies.  

 

Originally, my focus was set on assisting in resolving issues which related to the weapons screening of new 

autonomous weapons systems. As weapon technologies and systems keep advancing, new models and 

systems are both sought and needed to review these weapons and understand their potential risks as well 

as proper use in accordance with Article 36 of Additional Protocol I of the Geneva Conventions. My main 
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role as a techno-anthropologist was then to share and employ my methods and theories to help identify 

any relevant actors/actants and explore their involvement and relation in terms of said weapons 

screening. It was during this process, that I realised how complex the controversy surrounding 

autonomous weapons systems truly is. As I worked with on subject, read papers, and had conversations 

with researchers at RDDC on this field, my understandings deepened, and my interests peeked. But, the 

more I read and talked about AWS, the clearer it became to me, that this field is seemingly surrounded in 

shroud of mystery. 

 

My original assignment for the Institute for Military Technology ended in January 2020, but as IMT was 

fairly pleased with my work, it was agreed to prolong my internship until the end of June 2020, as that 

would give me access to several texts, people, and more, which were meant to be, and at the time was, 

invaluable assistance for me to write my master’s thesis. My plan became to use my contacts and network 

at the Royal Danish Defence College to gain actual physical access to the field of drones in Denmark, or at 

least gain access to those who occupy themselves with these on a daily basis. But, regrettably, my physical 

health started to fail during late December 2019, and it became apparent to me in February 2020, that 

my body and health had become a huge limitation. I became practically confined to my home, and I could 

hardly even manage to turn up at my workstation at IMT. A few weeks absence quickly became a month 

of sick absence, and I finally recognized, that I probably would not come back to IMT any time soon. I 

contacted Lieutenant Colonel Thomas Galasz Nielsen, the chief at IMT, to let him know of my situation; 

he promptly understood my condition and made it clear that I would be allowed to continue my internship 

from home.  

 

Though definitely not a perfect situation, I still kept in contact with IMT, and I visited a few times to discuss 

possible routes and ideas for my project. It was at these meetings and “visits”, that I got access to or was 

presented with considerable parts of the literature presented in this thesis. The IMT is based on the idea 

of gathering expertise from several different fields into one unit and making use of interdisciplinary 

cooperation, as such, the literature also turned out to be quite varied, and from many different scientific 

fields’ point of view. This I believe, opened my eyes to the underlaying heterogeneity surrounding 

autonomous weapons technologies. I quickly understood that even the very idea of what is or isn’t 

“autonomous” was a very discussed item and that this was in no way a formalized definition. As such, 
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these discussions and talks I had early in this project’s lifetime at IMT proved vital, as I realised, that I 

would need to explore several different perspectives.  

 

But just as I was getting prepared to change my study focus from field observations into one of interviews, 

COVID-19 made its way to Europe. As if to kick me, while I was laying down, isolation and quarantine hit 

Denmark and the rest of the world like a hammer. Society went into lockdown and that included the Royal 

Danish Defence College and therefore also the Institute for Military Technology. All employees were sent 

home, to ensure that none would spread the virus, and only vital or secret work could continue at RDDC. 

Meetings and information were eventually moved online, but it took some time to organise, which meant 

that I was stuck at home with little to no information on the situation. It also did not help, that because 

of my illness, I was additionally told to avoid all physical contact with other people by the doctors treating 

me. This led to even further isolation and frustration. As even before corona, I had felt somewhat cut off 

from RDDC and even my university, but afterwards it became hard to stay in touch with any of my contacts 

or my network. Consequently, I had no choice but to accept, that I had to change my direction for the 

third time, and needless to say, this was a frustrating revelation.  

 

How does one write a master’s thesis, when both field, subject and informants are suddenly removed? At 

first, my answer was simple and exasperated, you do not. I was ready to completely abandon this project 

by March 2020, but after some reflection, I realised, that I had actually managed to meet the field. I had 

spent more than half a year surrounded by it. Though I had not interviewed any experts formally, I had 

instead informally interviewed several experts at RDDC during my time as an intern. These conversations 

or ‘informal interviews’ had already shaped much of my project’s direction, as it was through these, that 

I ascertained the immense controversy surrounding it. And though I didn’t have any notes or recordings 

of these ‘informal interviews’, they had led me to new insights and literature, which all told a story about 

the controversies surrounding AWS; some texts even written by the very experts, that I had wished to 

interview. These works of literature could then serve as first-hand narratives and descriptions, which I had 

full access to, even as I laid bedbound in my home. Each paper and book would serve as a direct 

representation of the field, that I wished to embark and understand.  
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4.2 Conducting a Qualitative Systematic Literature Review 
 

The purpose of a literature review is to ensure a foundational and solid comprehension of the field of 

study. It allows for new insights to be discovered through synthesizing the findings of other sources into 

one (Green et al. 2006, 102). By gathering, building, and discussing earlier works within a field, the 

literature review has the attributes needed to design a space which is excellent for discussing 

philosophical discussions in a balanced manner (Green et al. 2006, 103). After my conversations at IMT, I 

had managed to gather a fairly substantial amount of literature, but, to ensure that I had a reasonable 

and fair foundation to build assumptions upon, I could not only rely on literature presented to me or 

otherwise gathered through my work at IMT. I would still need to conduct a literature review of my own 

to ensure a fair and representational understanding of AWS, and so I did. However, the time spent with 

IMT had supplied me with considerable amounts of relevant inquires to build my search upon.  

 

By conducting a systematic literature review, a foundation can be built, which the rest of the report can 

develop and lean upon. While firstly illuminating known discussions and findings within the field, it also 

helps revealing lacks or gaps in the current body of literature (Green et al. 2006, 102). For this reason, I 

will firstly present my methodological considerations and means of conducting my literature review. 

Hereafter, I present and discuss the key discoveries gained through this manner, and lastly, I collect and 

sort the discussions while providing my own interpretation on the topics presented. To ensure proper 

direction in my literature search, I utilised the following key question: What are the ethical consequences 

and moral discussions revealed and represented as in the research literature, and how are these presented 

and referred? This question, along with my findings from IMT helped focus my search. As the field of 

literature about (lethal/) autonomous weapons technologies/systems is constantly expanding, - and 

includes works from many different fields of science, this key question was a crucial factor for ensuring a 

limited direction and focus. But, to ensure some room for surprises and to attempt overcoming bias, some 

search words intentionally deviated for the sake of ensuring a fair broadness in the literature review. 
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4.2.1 The Literature Search 
 

I employed my gathered knowledge from IMT and focused on the complications, topics, and some 

selected key authors which I had encountered during my internship. These, together with my key 

question, served as inspiration for my literature search. Many of the authors, which I discovered through 

IMT, have also been included in my final literature review. I utilised three search databases for my 

literature search: Google Scholar, Aalborg University’s online library: aub.aau.dk, and SCOPUS. Google 

Scholar served as a first-hand, broad, and extensive search engine, whereas aub.aau and SCOPUS allowed 

for more narrow and precise searches, where I frequently employed the function to narrow the search 

further by adding additional search words or specific authors’ names. The choice of search words was not 

selected beforehand but was rather a result of my talks at RDDC, IMT, my research question, my key 

question, and my overall exploration of autonomous weapons technologies. This resulted in search words 

such as:  
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“Cyber AND autonomy” 

“Autonomy AND STS-studies” 

“Autonomous technologies AND actor-

network theory”  

“Ethics AND LAWS*” 

“Autonomy AND NATO AND Ethics” 

“LAWS* AND the Geneva Conventions” 

“Autonomous AND weapons AND 

technologies AND Drones” 

“Cyber AND autonomous weapons” 

“RPA** AND UAV AND studies”  

“Social understandings of L/AWS*” 

 “LAWS* AND design” 

“Predator studies”  

“Design AND Autonomous Weapons 

Technologies” 

“Weapons screening AND L/AWS*” 

“Design AND drones AND UAV” 

“Drones AND STS” 

“Lethal Autonomous Weapons 

Technologies AND NATO AND Geneva 

conventions” 

“NATO AND weapons design” 

“Reaper studies”  

“Ethics AND drones” 

“Drone technology AND policy” 

and more.

*LAWS would in this case be written one as both LAWS and then as Lethal Autonomous Weapons Systems.  

*AWS would in this case be written one as both AWS and then as Autonomous Weapons Systems 

**RPA would also be written as both RPA and Remotely piloted Aircraft. 

 

The results from my Google Scholar searches easily resulted in thousands, if not hundreds of thousands 

of hits, and as I did not have neither the time nor resources to go through it all, I instead decided that I 

had to accept Google’s search algorithms8, and assume that the most relevant articles appeared within 

the first few pages. As such, I preemptively decided to only go as far as page five. As each page contained 

10 search results, going to page five meant that I would sort through 50 results within each search.  

 
8 Google is known to use PageRank system, which “ranks” pages in its searches. PageRank works by counting the 
number and quality of links to a webpage to determine how important the website is. The assumption is then, that 
more important websites are likely to receive more links from other websites. See for more: 
https://web.archive.org/web/20111104131332/https://www.google.com/competition/howgooglesearchworks.ht
ml  

https://web.archive.org/web/20111104131332/https:/www.google.com/competition/howgooglesearchworks.html
https://web.archive.org/web/20111104131332/https:/www.google.com/competition/howgooglesearchworks.html
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Figure 2. – Example of usage of literature matrix (see appendix A.2 for full version). 

 

I noted any relevant article, paper, book, or other text which I found. My requirements for the preliminary 

notation was, that the text had to include at least a substantial part about autonomous technologies. Then 

I also checked if the text was written by authors, whom I had discovered before, and/or if the text’s 

keywords matched my key question. If any of these requirements were fulfilled, I would then go on further 

to read abstracts and/or introductions (and sometimes other parts such as: conclusions), which would 

give me an initial understanding of the perspective on the topic of the text. Depending on this preliminary 

read, I would then promptly decide whether the text was relevant or not to my further investigation. If it 

were relevant, I would add it to my literature matrix. To help organize my searches, I had adopted the 

idea of a literature matrix. This method allowed me clear oversight and transparency of the collected 

literature, as well as a solid platform to conduct my searches in an orderly and organised fashion (See 

figure 2. shown above for example).  

 

The matrix was organised to include: ‘used search words’, ‘search engine’, ‘amounts of search results’, 

‘chosen articles’, any possible ‘preliminary notes’, ‘publisher’s name’, and ‘optional or additional notes’. I 

added all initially relevant articles to my matrix, which resulted in a list containing 103 different articles, 

books, and other texts revolving the ethical- and moral discussions surrounding autonomous weapons 

systems. Though some of the texts were added for their perspective on other autonomous technologies, 
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as these frequently followed many of the same dilemmas or questions represented in the discussion of 

AWS.  

 

 

4.2.2 Saturation – Where does the Literature Review Stop? 
 

To ensure, that I had “caught” appropriate amounts of literature, I employed a capture-mark-recapture 

method inspired by Kastner et al. (2007). The method is originally inspired by ecology studies, where fish 

from a pond, lake, or river is first caught, then marked, and finally released back into the wild. This allows 

the researchers a fairly representable estimate of the overall fish population through statistical analysis 

of the amount of captured and recaptured fish (Kastner et al. 2007). I, while not fully adopting Kastner et 

al.’s method, used this approach in the same manner. When I “caught” an article, I would “mark” it in the 

literature matrix, and I would then start to notice, if the same articles reappeared in other searches. This 

was especially easy when using Google Scholar, as it highlights all previous visited links. If the same articles 

started to reappear multiple times, it indicated that a satisfying level of saturation was being reached. 

Likewise, if already caught articles, books or other appeared in the reference lists of the selected text, I 

again saw this as a sign of saturation. This, together with my subjective reading of the articles’ relevance 

helped me to assume when I had reached an agreeable amount of literature. I similarly utilised the same 

approach while reading the texts and conducting my literature review to assist me in knowing when I had 

gained a prominent understanding of specific topics, controversies or other. If I reached a point, where I 

no longer gained any significantly new or surprising insights through reading, I would then decide that I 

was “recapturing” insights, and therefore the amount of literature on the topic, that I was reading, would 

be representative of the field.  

 

I then decided to restrict myself by means of relevance, and as such began by reading texts that I had 

recaptured more than three times. I began with the text with the most entries from my assembled table 

of collected literature (appendix A.1), and I then simply read downwards from the table. This left me with 

a total of 24 texts of different extent and proportion. These first 24 texts would then, together with my 

collected literature from IMT, serve as my platform for understanding the field. Some texts were discarded 

while reading, as I either found them uninteresting for my research- and/or key question, or they did not 
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provide any useful information. Likewise, if they did not provide any new insights, but rather echoed 

previously discovered insights, I would note this and move on to the next text.  

 

An important factor to mention here is that, while I read, I made sure to note the authors and their 

potential connections to different organisations or states. This was important, as autonomous 

technologies are a highly political subject, and as such, I always kept a note of who the text was made by 

and for. In example, the text I recaptured the most, was published by the ‘ICT for Peace Foundation’. The 

ICT for Peace Foundation is an NGO which engages itself in ensuring that Information- and Communication 

Technologies are developed and used for peaceful and “dignified” purposes. They promote cybersecurity 

and peaceful cyberspace through engaging in international negotiations with governments and other 

actors (Surber 2018, ii). As such, they can easily be seen as having a motive and/or bias when releasing 

papers on autonomous weapons technologies9. But, as I am in fact interested in the very representation 

of the field, these possible biases do not make the texts less relevant, rather their representations are 

exactly what should be sought after. The important and challenging part in this was rather to ensure 

representation across all of the field, something that I had to subjectively attempt to accomplish.  

 

 

4.2.3 Coding my Literature Review 
 

To help organise the insights of my literature review, I used an analytical coding method. As a result of my 

preliminary research and inquiries from IMT, I managed to code the texts in relation to six predefined 

categories, which helped create an overview of the literature in regard to my areas of interest and key 

concepts. The categories were: (1) Descriptions and definitions of autonomy, (2) Understanding and/or 

representation of practice and use of autonomy in technology, (3) Types of technological understandings, 

(4) Details of- and types of technology presented, (5) Methodology used to examine autonomy, and finally 

(6) Ethical consequences and moral discussions; how they are revealed and represented. Furthermore, I 

also noted the presented controversies in the writings and how these were represented, as well as any 

notable concepts, which could help me define a further theoretical foundation for use in this report. 

 
9 See: https://ict4peace.org/activities/ for more. 

https://ict4peace.org/activities/
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Though this was somewhat limited, because autonomous weapons systems are researched within so 

many different research fields, which makes it difficult for me to include various concepts presented 

within or in collaboration with my own theoretical framework.  

 

 

4.2.4 Interviewing the Books, Papers and More 
 

Though it is impossible to interview or ask a book questions directly, there are still some advantages to 

have, by deliberately writing questions for books and “asking” the book or text to answer these. Following 

my six  predefined categories presented above, in an attempt to help myself in exploring these categories, 

I produced several questions, which each category might provide answers for. Though these questions 

should not be regarded as exhaustive in all ways, nor as fully representational of the matters which I 

sought or found answers for. Instead, they were created as a tool, which allowed- and helped me to stay 

focused throughout my reading and exploration of the writings. These questions helped me define the 

categories in a functional manner, so that my coding could be achieved pragmatically and transparently. 

Though, if I did not encounter answers to my questions at all, I would reflect on why these questions had 

not been part of the paper or book, which aided me in both identifying lack or abundancy in the literature. 

Meaning, that I noted whether matters, concepts, or other reoccurred multiple times or perhaps only 

once or twice, or maybe not at all.  

 

In the end, I arrived at the following table: 

Theme Goal Research Questions Follow-up questions 

Descriptions and 

definitions of 

autonomy 

To get an 

understanding of the 

different approaches 

to the term 

“autonomy”, which 

seems to be 

understood fairly 

differently. 

What is autonomy? 

 

Where do you “find” 

autonomy?  

 

What is autonomy 

defined as? 

• What is the 

background of 

autonomy? 

• What is the difference 

between automation 

and autonomy? 

• Where do you see 

autonomy in action? 
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Understanding 

and/or 

representation of 

practice and use 

of autonomy in 

technology 

To get a deeper 

understanding of the 

term autonomous 

weapons system in 

practice. When is it 

used, what does it 

entail, and how 

“deep” does this term 

go? 

When is something 

termed as 

“autonomous”, when 

is it “lethal” what is 

the difference of 

LAWS, SWAAC, and 

AWS? 

 

What does it mean to 

be a “weapons 

system”? 

 

Can sub-systems in 

themselves be 

termed autonomous? 

• When is an 

autonomous weapons 

system lethal? 

• What is the difference 

between AWS, SWAAC, 

and LAWS? 

o Is there a 

difference? 

• How are autonomous 

weapons understood 

differently from other 

autonomous 

technologies? 

• How is autonomy in 

technology 

represented in 

practice?  

 

Types of 

technological 

understandings 

To gain a deeper 

insight into the 

technological 

understandings of the 

actors in the field. 

How are they viewed, 

understood, and 

more? What are the 

factors and who does 

the actors/actants 

see as involved here? 

When are 

technologies 

unmanned or 

manned? 

 

What is the difference 

of saying RPA and e.g. 

UAV?  

 

How do drone-pilots 

view the technology? 

 

How does the public 

view the technology? 

 

How does designers 

view the technology? 

 

How does these 

groups view the 

consequences of this 

technology? 

 

• How do autonomous 

technologies function?  

• What are the practices 

involved with using 

RPA as compared to 

UAV, or AWS? 

• How does the pilots 

view use of autonomy? 

• How does revolving 

parties view use of 

autonomy? 

• How are they 

made/designed and 

engineered? 
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Details of- and 

types of 

technology 

presented 

To understand what 

is viewed as AWS or 

autonomous 

technology in general. 

It is important in 

order to better 

understand the 

classifications of the 

texts. 

What kind of 

technologies are 

viewed and named as 

autonomous?  

 

Are there “good” and 

“evil” autonomous 

technologies?  

 

When does an 

autonomous 

technology become 

an autonomous 

weapons 

system/technology? 

• Which technologies are 

usually labelled as 

autonomous? 

• What comes first, 

weapons technology or 

civilian? 

• Can cyber operations 

be called autonomous?  

• Are there any 

autonomous 

technologies being 

developed and/or used 

right now? 

• Why/why not? 

 

Methodology 

used to examine 

autonomy 

To understand how 

and through which 

lenses autonomous 

technologies are 

examined. I am 

especially interested 

in any STS-oriented 

methods. 

What methods are 

used in order to 

understand or 

examine autonomous 

technologies? 

 

Are any methods 

viewed as “better” or 

“worse”? 

 

How big is the field of 

STS on autonomous 

technologies? And 

which 

methods/theories 

emerge?  

• Which method(s) is/are 

used? 

• How are they used? 

Observation, review, 

other? 

• Are any methods 

seemingly better than 

others? 

Ethical 

consequences 

and moral 

discussions; how 

they are revealed 

and represented 

Ethics are an 

important part of 

technological 

development, 

perhaps more so with 

military technology. 

Therefore, my goal is 

to see how the 

literature presents 

How does autonomy 

and other 

Information and 

Communications 

Technologies change 

the ethics of warfare?  

 

Have there been any 

change in ethics, or 

• What have changed in 

war since the 

emergence of 

RPA/autonomy and 

more? 

• Has it become 

easier/harder to fight 

“cleanly”?  
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understandings on 

ethics, - if it does! 

do the same “codes” 

still apply?  

  

How are ethics 

generally viewed in in 

the text? 

 

• How does 

actors/actants in the 

field view ethics?  

• Are ethics viewed as an 

important part of the 

discussion? – Why/ 

why not? 

Figure 3. - Table of questions used doing literature review  

 

Each category’s questions were divided into ‘goal’, ‘research questions’, and ‘follow-up questions’. I 

started by defining and outlining my goal for exploring the selected category, which helped producing 

various research questions for exploring each category in broad terms; usually resulting in questions such 

as: ‘What is autonomy?’ or ‘What does it mean to be a weapons system?’. These questions were then 

reduced or directed into more focused follow-up questions, but the border between these two should 

not be seen as static. This method of sorting my inquiries in this manner served as a means of sorting the 

texts in a practical way. I also utilised this method as a reflective tool, making me aware of my own pre-

understandings and possible bias. By outlining my goals, research question and follow-up questions in this 

way, I also outlined sections of my subjective bias, which is especially important in understanding why I 

discovered, what I did. 
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5. Patterns of Autonomy – Mapping the Definitions 
 

In this section I would like to discuss some of the insights I have gained through reading and coding the 

texts. One particularly important element of this literature review was the definition of autonomy. What 

is autonomy defined and revealed as? The ever-expanding role of autonomous systems maintains its 

momentum, and as such, challenges occur that has not before seen the light of day. One of the biggest 

challenges is ironically to pinpoint what the very term autonomy entails. As a result, this highly debated 

subject emerges as a paramount component in the texts explored. I therefore sought to investigate 

whether the current literature focus and consider one specific definition or several definitions, as well as 

how much this term influences the debate. As such, writings which had a substantial focus on the 

definition of autonomy were further considered. Hence, during my literature study, I discovered that 

some texts viewed autonomy as an all-encompassing term, whereas others viewed it as an almost 

inequitable term, - both in a variety of ways; while others either completely ignored or simply avoided 

this term and its underlaying debates altogether. One reoccurring theme, which many authors agreed 

upon, was that there is no consensus or single definition on autonomy, and many even questioned 

whether reaching a consensus would be possible. Andrew Williams (2015) describes how the adhesion 

surrounding the term of autonomy is leading to serious difficulties, as the debate is littered with 

conflicting and incompatible definitions of what autonomy should be understood as:  

 

“The subject of ‘autonomy’ or ‘autonomous systems’ is of growing importance in both 

military and civilian domains. Technology is evolving rapidly and  recent  military  

operations  increasingly  rely  on  robotic  and  unmanned  systems,  which  incorporate  

increasingly  ‘autonomous’  functions.  Multiple  definitions  and  understandings  currently  

exist  about  autonomous  systems,  and the related concepts of autonomy, automation, 

robotics, and unmanned systems. This terminological confusion makes basic coherence of 

defence programmes challenging, and at worst, affects strategic level defence policy when 

certain concepts are misrepresented in public debate.” (Williams 2015, 27) 

 

But, even though there is no singular or homogenous definition of autonomy, there were some 

distinguishable themes that emerged during my literature review. More than a few define autonomy 
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through “degrees” or “levels” (Grut 2013; Bieri & Dickow 2014; Geiss 2015; Bode & Huelss 2018. See also: 

Scharre 2015, 8-11). Whereas others rather focus on the distinction of autonomy through ethics. Often 

describing autonomy parallel with being able to conduct and/or understand moral actions or decisions 

(Arkin 2010; Englert et al. 2014; Geiss 2015; Arkin 2017; Surber 2018). While the former two groups of 

experts perceive autonomy from very to fairly distinct from automation, there are also those who argue, 

that autonomy in machines is relatively unattainable and/or that autonomy is specifically human and 

thereby argue, that you cannot differentiate between autonomy and automation in machines. They state 

that machines are all inherently automatic and will always only respond to their preprogramming, no 

matter how well programmed (Meier 2016; Umbrello et al. 2019; (Surber 2018); see also: Williams 2015, 

52-53). But, even as I strive to thematize some of the emergent definitions, it should be noted that the 

boundaries which separates these definitions easily blurs and are hardly static. Nor is this attempt to 

thematize even exhaustive of all the different views on autonomy, instead it includes some of the larger 

and commonly represented understandings. Many different experts criticize, augment and/or combine 

interpretations from other experts and create new understandings or descriptions in new text, often 

restating in the conclusions the importance of gaining further insight into a communal definition of 

autonomy, - which seems almost poetically just out of reach every time.  

 

The authors, who define autonomy in degrees or levels, usually argue along the lines that autonomy can 

be measured from “low” to “high” intelligence in terms of decision-making or task fulfillment, and typically 

relates how perceiving autonomy in this fashion can help sort legal and moral inquiries. Matthias Bieri and 

Marcel Dickow (2014), who work within the perception, that no matter the level of autonomy, a human 

operator should always be to some extent part of the procedure, defines autonomy in three varying 

degrees: (1) ‘Remote Control’, where the user or operator uses the machine to conduct various tasks 

distant to the operator while the machine additionally supports the operator through various complexity 

reduction, such as translating sensor data into sensible information. (2) ‘Autonomous Maneuvers under 

Human Steering Control’, where the machine can autonomously perform its task, - such as flying and 

surveying, but the operator has the ability to constantly change and adjust its function or task. (3) 

‘Autonomous Execution of Tasks Without Human Control, but With Veto Right’ where a human operator 

can only stop or intervene in the machine’s operations through a type of veto command. As such, the 

machine autonomously performs all its actions, and the operator’s only action is to stop the machine in 

case of emergencies. (Bieri & Dickow 2014, 2). Essentially Bieri and Dickow does not perceive the human 
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as completely replaced, but they raise concerns to whether further technological development will lead 

to humans being gradually removed from the “chain of decision-making and responsibility”. Furthermore, 

they focus on whether an operator would be able to act in real time with the autonomous machine 

properly, and how to deal with this dilemma (Bieri & Dickow 2014, 2-3): 

 

“The key question is whether the human operator is really aware of all that is going on in 

a given situation. The operator essentially perceives the world through the eyes of the 

assistance system. When experienced in real time, the reasons why an algorithm has taken 

a decision to act, or has preselected and suggested such a course of action, can no longer 

be comprehended. This problem has been existing for years.” (Bieri & Dickow 2014, 3). 

 

As such, Bieri and Dickow’s questions revolves around the issue of whether an autonomous machine, even 

under the eye of an operator, may possibly cause unforeseeable consequences, such as breaking 

obligations under International Law. Similarly, but not the same, Ingvild Bode and Hendrik Huelss (2018) 

definition of autonomous weapons systems equates to its degree of autonomy or “independent agency” 

(Bode & Huelss 2018, 397). Rather than defining clear or distinguishable levels, they work within a 

spectrum of varying degrees, where the simplest reactive mechanisms comprises one end, and human 

intelligence the other end. Because of this, they view AWS as something that is progressively changing 

towards human intelligence, and intrinsically defines AWS following this reasoning: 

 

In this sense, AWS are defined as ‘systems that, once activated, can track, identify and 

attack targets with violent force without further human intervention’. Hence, AWS 

qualitatively surpass remote-controlled systems, such as drones, that are currently 

important security technologies (Bode & Huelss 2018, 397) 

 

Essentially, Bode and Huelss maintains that AWS differentiate from other autonomous technologies, 

because of their growing “non-human agency”, which is a result of the fundamental extent of decision-

making which these technologies will need to be capable of if fully implemented. When instead reading 

texts from experts who define autonomy through a more moral or ethical driven argument, I found that 



45 
 

the perspective also changes quite a bit. The understanding of “fully autonomous” machines and/or the 

idea of perception of levels or degrees of autonomy are often rejected or contested (Surber 2018, 5-8). 

Regina Surber (2018) instead calls for a distinction between human autonomy and a machine’s ability for 

self-governance and/or decision-making. In fact, Surber argues, that the discussion on the term autonomy 

in relation to machines is misguided, as the word “autonomy” is just borrowed from philosophy’s classical 

usage of the term, involving human’s ability of self-governance and understanding moral responsibility. 

By using this same term for machines, we instead risk limiting human responsibility and relinquishing 

human accountability for potentially immoral or illegal actions; in the case of AWS: killing civilians or 

destroying civilian property (Surber 2018, 6-8).  

 

Ronald Arkin is another referenced author in the field of autonomous technology and his perceptions 

seems to be representative of many of the advocates of autonomous technologies. Though Arkin (2017) 

does acknowledge, that adding autonomy to weapons systems or other machines complicates matters, 

he argues that this is more of a philosophical problem, rather than a functional problem (Arkin 2017, 35).  

Arkin argues that autonomy only involves “[...] (the) delegation of decision-making to a machine that has 

been pre-programmed by a human.” (Arkin 2017, 35). As such, Arkin views other delineating discussions 

about autonomy such as the discussion on levels or degrees of autonomy as confounding and misleading 

for the potentials of autonomous weapons systems (Arkin 2017, 36). Through a series of moral arguments, 

Arkin argues that autonomous unmanned systems could be made morally superior to humans. The history 

on human behavior in warzones, Arkin argues, demonstrates that humans are inherently bad at adhering 

to legal and ethical requirements (Arkin 2010, 3). So instead, war would see many benefits from shifting 

the flawed moral human with the imperfect autonomous unmanned system. By illustrating a list of 

controversial military actions committed during the recent Iraqi-war, Arkin illustrates that only by 

enforcing Laws of Armed Conflict and international humanitarian law (IHL) in a new manner, can humanity 

come closer to a more ethical battlefield. This is where unmanned autonomous systems become essential:  

 

“The primary goal remains to enforce international humanitarian law (or the Laws of 

Armed Conflict (LOAC)) in the battlefield in a manner that is believed achievable, by 

creating a class of robots that not only comply with the restrictions of international law, 

but in fact outperform human soldiers in their ethical capacity under comparable 
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circumstances.  If successful this will result in the saving of noncombatant life and 

property, ideally without erosion of mission performance. It is too early to tell whether this 

venture will be successful. (Arkin 2010, 10) 

 

Essentially, Arkin argues that it is unrealistic to assume that human soldiers would ever be able to 

completely adhere to IHL or the Laws of Warfare, when they first confront the horrors of battle, and that 

with the increasing use of new weapons technology in the hands of humans, increasing terror and 

progressively worse atrocities will come to transpire. Instead humans should strive to restrain themselves 

and the human-technological warfighter, and this is where the case for ethical autonomy in unmanned 

systems reveals itself (Arkin 2010, 3-10). If we instead add the same logic to autonomous weapons 

systems, as we do that of the soldier under orders, then lethal action would only be allowed as long as it 

is conducted in support of the mission (following the rules of IHL and LOAC). Basically, even when a robot 

is no longer under human control, a human would then still in the loop, as commanders would have 

defined the mission for the autonomous agent. Just like soldiers must abide by the laws of war, so must 

the robot abide by its programming to follow the same. The soldier is prescribed to follow IHL and laws of 

war through training, the robot is instead prescribed through programming and coding (Arkin 2017, 35-

36). 

 

Another prominent and seemingly representable understanding of autonomy, which implements 

perceptions from several other viewpoints in the field of autonomous technology, is delivered by Poul 

Scharre (2015). Scharre describes autonomy in its plainest shape as the ability of a machine or software 

to perform any task without human input. The machine needs only for a human actor to press its “start 

button”, and then it will simply function and perform its designed task on its own (Scharre 2015, 8). 

Scharre argues that this is why some experts will talk of a Roomba10 on the same level as science fiction’s 

Terminator11. The perception is then, that these two robots only differ on their level or degree of 

autonomy. And this is where Scharre surprisingly also criticizes this interpretation of autonomy: 

 

 
10 An “autonomous” vacuum cleaner, common to some households. 
11 Terminator is a sophisticated autonomous killer robot from the science fiction movie of the same name: 
‘Terminator’ from 1984. 
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“Writers or presenters on this topic often articulate ‘levels of autonomy’, but their levels 

rarely agree, leading a recent US Defense Science Board report on autonomy to 

recommend rejecting the concept of ‘levels’ of autonomy altogether.” (Scharre 2015, 8) 

 

But Scharre does not abandon this line of thought completely, by gathering insights from other experts of 

the field and complementing these with his understandings, Scharre instead readjusts the understanding 

of autonomy away from levels and degrees or other definitions and instead thinks of autonomy in three 

distinct but concurrent dimensions or axes (Scharre 2015, 9). These dimensions are all independent of 

one another and autonomy should not just be measured or understood using one dimension, but rather 

using all three co-dependent yet separate dimensions. Scharre’s argument is then, that the discussion on 

autonomous systems actually follows three completely different concepts which are being discussed as 

one and the same, and only by separating these can an actual foundation for the discussion be built 

(Scharre 2015, 9; Nørgaard 2019b, 99). The first dimension is the (1)the human–machine command-and-

control relationship, which defines the relationship between human and machine. In this dimension we 

find machines that can perform actions or functions for some time, before stopping, having to receive 

new human input. As such, they are often referred as ‘semi-autonomous’, or with the term ‘human-in-

the-loop’. Other autonomous machines that can perform entirely independent, but which are constantly 

monitored by a human actor, who can intervene or terminate the machine’s task at any given time are 

instead referred as ‘human-supervised-autonomy’ or ‘human-on-the-loop’. Finally, autonomous machines 

which can perform tasks entirely free of human control or supervision, and which humans are unable to 

stop or intervene are then referred as ‘fully autonomous’ or ‘human-out-of-the-loop’ (Scharre 2015, 10). 

With these terms, the measure of human control over the autonomous system or machine is also defined 

and related to what is called the SDA-loop or Sense, Decide, Act-loop. This loop describes the process 

which comes before a system can conduct a function or perform a task (Nørgaard 2019b, 100).  

 

The second dimension is named (2)the sophistication of the machine’s decision making and revolves the 

machine’s or system’s own decision-making (Scharre 2015, 10). This dimension takes a more technical 

approach to autonomy, as it relates to a system’s ability to exercise “control over its own behavior (self-

governance) and  deal  with  uncertainties  in  its operating environment” (Boulanin 2016, 3). The 

autonomous technologies are then sorted into three or four categories or degrees of autonomy 
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(depending on the author) varying on their functionality and ability to operate independently from human 

operators. The categories can be varied, from ‘Remote-controlled’ and/or to ‘automatic’ to ‘automated’ 

to ‘autonomous’ and/or to ‘intelligent’ (Scharre 2015 10-11; Boulanin 2016, 3-4; Nørgaard 2019b, 102-

103). But, these degrees or boundaries should not be understood as clear or static, their complexity and 

interconnectedness may lead to different understandings and interpretations of each category, and 

different experts may very well disagree on what any category entails (Scharre 2015, 11; Boulanin 2016, 

4).  

 

The third and final dimension is then called (3)the type of decision or function being automated. This 

dimension relates in many ways directly to the discussion of AWS. It focuses on (the) specific function(s), 

which are automatic, automated, or autonomous in an autonomous system (Nørgaard 2019b, 105). This 

dimension stresses the important element of investigating which function(s) in the machine or system is 

autonomous or likewise, as different decisions are profoundly distinct in their complexity and risk.  

 

“A mine and a toaster have radically different levels of risk, even though both have 

humans ‘out of the loop’ once activated and both use very simple mechanical switches. 

The task being automated, however, is much different. Any given machine might have 

humans in complete control of some tasks and might autonomously perform others. For 

example, an ‘autonomous car’ drives from point A to point B by itself, but a person still 

chooses the final destination. The car is only autonomous with respect to some functions. 

From this perspective, the question of when we will get to ‘full autonomy’ is meaningless. 

There is not a single spectrum along which autonomy moves. A better framework would 

be to ask which tasks are done by a person, and which by a machine, and what is the 

relationship of the person to the machine for various tasks. Thus, it is more fruitful to think 

about ‘autonomous functions’ of systems, rather than characterizing an entire vehicle or 

system as ‘autonomous’.” (Scharre 2015, 11) 

 

Essentially, this third dimension’s more ‘functional’ approach to autonomy does not make it incompatible 

with the two earlier dimensions, rather it distinguishes and argues that referring to autonomy as a general 

attribute of a system is inexact and perhaps even redundant. It is the tasks or functions that are being 
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completed autonomously by a machine or system, which are important. As such, the discussion of degree 

or level of autonomy inherent in the machine or system becomes superfluous. Autonomy is then best 

explored relative to the functions being executed. This is also why some autonomous functions in 

weapons systems can be developed and utilized without presenting greater ethical, legal, or strategic risks 

(such as: navigation, information reduction, assisted steering, etc.), while others instead cause concern 

and restraint (such as: targeting, attacking, complete control of own movement, and so on) (Boulanin 

2016, 4). 

 

But what can we use this information for, and why is it important to understand all of these different 

discussions and arguments across the field of autonomous technologies? It is extremely important to 

understand the negotiations among relevant social and scientific groups to fully understand why and how 

technologies might be or are being used. Technologies that are implemented does not have their actual 

usage predetermined by nature or any other factors. It is impossible to predict in advance how users will 

utilize any technology. During development, design, and implementation of new technology, many factors 

may change in response of outside factors including, but not limited to, changes in funding, historical 

events, changes in environment or social and/cultural changes and much more. The technologies that 

succeed in being adopted and utilized are the outcome of complex negotiations and translations among 

many different actors and/or actants, including engineers, scientists, politicians, manufacturers, public 

and more (Noorman & Johnson 2014, 51). There are many different programmes being developed which 

attempt to problematize the discussion in a specific manner. By following these attempts, and their 

differing definitions of autonomy across the field, an entryway can be created into the network(s) of actors 

and actants alike surrounding autonomous weapons systems. By investigating how these different actants 

relate to autonomous weapons systems and what they relate to AWS, can an understanding of the actual 

world of AWS be uncovered. The Actor-Network perspective allows for the realization that the relations 

between actants are not static, but are instead constantly reforming and changing. The technology 

becomes an active part of the discussion and assumes both roles of being a moral agent, creating stability 

in the chaos of conflict, while also risking developing into a herald of anarchy and uncertainty. Both agents 

or representations are very real in their respected networks and should be understood as such. This is the 

empirical constructions which Actor-Network Theory’s lens allow us to perceive. By outlining and mapping 

these empirical networks, differing attempts of stabilization and or destabilization can be revealed and/or 

negotiated.  
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5.1 The Value of Definitions of Autonomy - and the Concepts that Follow 
 

So far I have been focusing merely on some of the more common experts’ definitions of autonomy, but 

as the sharp reader might have noticed, some additional concepts emerged during this outlining of 

autonomy, some of which I shall return to shortly. But, while it is still not my goal to select or decide on 

which of these definitions or terms that might best define autonomy, my goal is instead to point out how 

these different definitions open the discussion or “worlds” surrounding AWS in various ways, and also 

leads to different limitations but also potentials. Depending on how autonomy is understood and 

perceived, interpretations emerge and are utilized in numerous ways. These different utilizations might 

be political, social, moral, and so on. As perceptions and interpretations vary, so does the different 

landscapes or “worlds” surrounding autonomous weapons systems adjust. It is not only experts who vary 

on their understandings of autonomous technologies, rather, even countries, big organisations and more 

use these varying perceptions on autonomy to establish their own definitions, which have great impact 

on technopolitical effects around the globe (Nørgaard 2019b, 87-113). As such, I feel it is relevant to also 

include some of the more policy-oriented definitions and understandings. The most used description of 

autonomy is provided by the US Department of Defense (USDOD) which states that an autonomous 

weapons system is (Nørgaard 2019b, 106; Meier 2016): 

 

“A weapon system that, once activated, can select and engage targets without further 

intervention by a human operator. This includes human-supervised autonomous weapon 

systems that are designed to allow human operators to override operation of the weapon 

system, but can select and engage targets without further human input after activation.” 

(US Department of Defense, 2012, 13) 

 

This definition from the USDOD is quite broad in the spectrum of definitions. It would easily include 

anything from missile-systems to torpedoes to mines to fully autonomous killer robots because of its lack 

of specifications or limitation on what it entails. It is likely because of this, that many opponents of AWS 
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also devote themselves to this definition in their attempt for a complete ban on autonomous weapons 

systems (Nørgaard 2019b, 106). If we instead focus on NATO Multinational Capability Development 

Campaign(2014) (hereinafter referred as MCDC), the definition of autonomy is instead limited somewhat 

with the addition of “true autonomy”, which is ascribed to humans and other intelligent life, and 

“autonomous-like” functions, which is what we might find in machines. MCDC instead takes a more 

functional approach to autonomy in line with Scharre’s (2015) third dimension, that focuses on ‘the type 

of decision or function being automated’, and states that:  

 

“True autonomy should be considered as an intrinsic property of sentient and intelligent 

creatures. Machines therefore are not autonomous in a literal sense, but may exhibit 

‘autonomous-like’ functions, relative to a particular level of human control and situational 

context… Second, given that a machine or system in totality cannot be autonomous in a 

literal sense, the term ‘autonomous system’ is used with the unstated assumption that not 

all parts or functions of the system exhibit autonomous-like behavior.” (As cited in 

Nørgaard 2019b, 106: MCDC 2014, 8) 

 

As such, MCDC focuses rather on the specific function of a weapons system than on the characterization 

of the system as fully autonomous by itself. The International Committee of the Red Cross has adopted a 

similar functional interpretation of autonomous weapons systems, where they focus on the critical 

function(s) instead of the whole weapons system: 

 

“The ICRC has defined autonomous weapon systems as: “Any weapon system with 

autonomy in its critical functions. That is, a weapon system that can select (i.e. search for 

or detect, identify, track, select)  and  attack  (i.e.  use  force  against,  neutralize,  damage  

or  destroy)  targets  without  human intervention.” (ICRC 2016, 1) 

 

The ICRC views this classification as a slightly broad definition, that allows for some existing weapons 

systems to be included while also enabling consideration of other emerging technologies, either in 

development or in use which calls for concerns under IHL (ICRC 2016, 1-2). Essentially, ICRC has 
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abandoned any distinction between autonomous and automated. The focus, they argue, should rather be 

on the decisive critical functions, such as the functions that can independently conduct decision-making 

on life and death (Geiss 2015, 6-7). As such, it can be argued, that the technological definitions are 

generally cast aside in favour of a more open but focused understanding, which can then focus on the 

direct human-technology relationship. What becomes pivotal is then instead the ethical and legal 

standpoint on which decisions that might be delegated to machines and which decisions must stay within 

the hands of human operators (ibid.).  

 

Another broad definition of autonomy is stated by the Danish Ministry of Defence, in the book “Forsvarets 

Militærmanual”12. The definition offered in this manual seemingly includes both automated and 

autonomous functions as similar capacities and includes functions such as: information gathering, 

receiving- and converting data for GPS- and/or shooting range properties, self-governing firing functions, 

moving and changing of positions, and so on.13 The Danish military’s definition builds itself on top of the 

potentials for furthered precision and effectivity, assumed to be inherent with autonomous systems. The 

Danish Defence’s definition presents autonomous systems as something which seems safe and most 

importantly: predictable. Following this understanding, many autonomous weapons systems are already 

in use in accordance with the laws of war, and it would be easy to negate argumentation against using 

autonomous technologies (Nørgaard 2019b, 107-108). 

 

On the other hand, the United Kingdom makes a clear distinction between automated- and autonomous 

systems. An automated system is one that respond to inputs through the use of sensors, and which is 

programmed to logically and predictably follow a predefined set of rules in order to arrive at one or 

multiple intended outcome(s) (Bode and Huelss 2018, 399). In contrast, the autonomous system is then 

defined as being: 

 
12 English: the Defence’s Military Manual 
13 ”Ved autonome (autonomous) systemer forstås, at det enkelte våben er i stand til at positions- og 
retningsbestemme sig selv ved hjælp af elektronisk (ofte GPS - baseret) udstyr. Autonome systemer kan desuden 
beregne egne skuddata ud fra digitalt modtagede målkoordinater – eventuelt direkte fra observatøren – og omsætte 
disse til skuddata. Autonome systemer er normalt selvkørende systemer, men der findes desuden trukne systemer 
med indbygget retnings- og stedbestemmelsesudstyr samt digitalt ildkontrolsystem. Autonome systemers fordele 
består i deres øgede hastighed ved stillingsindrykning og klar-til-skud, deres øgede hastighed og lavere fejlmargen 
ved beregning af skuddata samt mindre mandskabsbehov.”  - Knudsen 2016, 578. 
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“Capable of understanding higher-level intent and direction. From this understanding and 

its perception of its environment, such a system is able to take appropriate action to bring 

about a desired state. It is capable of deciding a course of action, from a number of 

alternatives, without depending on human oversight and control, although these may still 

be present. Although the overall activity of an autonomous unmanned aircraft will be 

predictable, individual actions may not be.” (As cited in Bode & Huelss 2018, 399: UK 

Ministry of Defence 2017, 72) 

 

With this definition, the UK instead creates a clear distinction between automated and autonomous, 

based on autonomous systems being able to independently understand higher-level intent, and being 

able to appropriately make decisions leading to desired outcomes. This definition leaves many if not all 

existing weapons systems within the spectrum of automation and creates rather difficult requirements 

for creating actual autonomous weapons systems. By making autonomous systems something which is 

highly unattainable by today’s standards, the UK definition essentially eliminates many of the challenges 

issued by organisations such as the ICRC and instead highlights the existing weaponry as all belonging 

within the spectrum of automated (Bode & Huelss 2018, 399). 

 

It is interesting to note, how the definitions differ in consequential aspects and in what manner e.g.: the 

UK definition diverges from the definitions given by NATO MCDC which differs from the USDOD which 

differs from the Danish Defence Ministry and so on. But, even though the different actors have all adopted 

their own interpretation of autonomy, which leads to different concepts, ethical concerns, and legal 

justifications, this does not seem to slow down their reciprocal talks and negotiations on common criteria 

and definitions for autonomy (Nørgaard 2019b, 109). In fact, even though the talk is based around the 

definition of autonomy, the focus seems quite often to be on the concepts surrounding it instead. 
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5.2 Meaningful Human Control – A Moral Inscription Device and A 

Translation Process 
 

But how then are the negotiations continuing and even gaining pace, when none of the actors speak of 

the same definitions and interpretations? This may be due to fundamental emerging metaphors and 

concepts, which can help unite differing policies under one or a few proposition(s). Especially the concept 

of Meaningful Human Control (MHC), is something that emerges in many different writings across the 

field, but also (and often in relation) conceptions such as human-in/on/out of-the-loop and Sense-Decide-

Act-loop, as well as some universal notions on decision-making. These concepts act as intermediaries or 

more accurate as “inscription devices” of the discussion. They are something, which the different actors  

can mostly agree upon, even if they do not agree on a universal definition of autonomy (Horowitz & 

Scharre 2015; Roff & Moyes 2016).  

 

 MHC has gained a role as a dominating concept in the negotiations surrounding autonomous weapons 

systems. The notion of MHC has been developed as a result of two unacceptable premises within the 

discussions at the United Nations’ Convention on Certain Conventional Weapons (UN CCW)14: Firstly, that 

“a machine applying force and operating without any human control whatsoever is broadly considered 

unacceptable.” And secondly, that “a human simply pressing a ‘fire’ button in response to indications from 

a computer, without cognitive clarity or awareness, is not sufficient to be considered ‘human control’ in a 

substantive sense.” (Roff & Moyes 2016, 1). The fundamental idea, that autonomous weapons systems 

should be handled with meaningful human control seems understandably appealing to most parties. In 

many ways the concept’s semantical structure makes it uncomplicated to apply. As, who would argue 

against the idea that a weapon is put under “meaningful” and/or under “human control?”. The concept 

has attained a function as a moral inscription device used in discussions for control over autonomous 

weapons systems (Nørgaard 2019b, 110-111). But in its success, some problematic avenues has arisen, as 

no one has managed to figure out what constitutes ‘meaningful human control’, leading to new questions 

such as, ‘what does “meaningful” entail, and how is it even recognized?’. Almost ironically, discussions on 

 
14 UN CCW is a convention which “seeks to protect civilians from the effects of weapons used in an armed conflict 
and to protect combatants from suffering in excess of that which is necessary to achieve a legitimate military 
objective.” https://www.icrc.org/en/document/1980-convention-certain-conventional-weapons#.VKkpP2SG-rY 
See:  https://www.un.org/disarmament/publications/more/ccw/ for more. 

https://www.icrc.org/en/document/1980-convention-certain-conventional-weapons#.VKkpP2SG-rY
https://www.un.org/disarmament/publications/more/ccw/
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a definition of meaningful human control has initiated as a result. Intrinsically, as Horowitz and Scharre 

argues (2015), this concept is a key element to creating some consensus on the debate of AWS, but it risks 

acting as an empty cliché, bringing the discussion into yet another philosophical loop or worse (Horowitz 

& Scharre 2015, 6).  

 

The notion of MHC is in many aspects a concept which actors can unite behind because of its inherent 

moral performativity. It restructures the discussion on AWS in such a manner, that the arguments of “free-

roaming killer robots” are removed or contested to the point of irrelevance, - as with the appliance of 

MHC such robots would  fundamentally never be able to exist, as AWS would be subject to meaningful 

human control. MHC’s broadness also allows for the inclusion of both existing “borderline” autonomous 

and future autonomous weapons systems, while also being abstract enough to allow actors to develop 

separate yet interconnected interpretations across countries and organisations. Of course, this way of 

constructing the discussion also leaves the functions of AWS in the hands of politicians, as they will have 

to unitedly define how proper meaningful human control would be enacted, as well as which actions must 

be applied to accomplish this in a proper fashion. The concept risks becoming a political practical tool for 

enabling development of autonomous weapons systems, but which in essence does not represent either 

a unified limited usage of AWS nor a universal interpretation to use in accordance with international 

conventions or polices (Horowitz & Scharre 2015, 6-14; Roff & Moyes 2016; Nørgaard 2019b, 111).  

 

For many of the same reasons, several experts are now attempting to create some formulations or 

universal classifications for use, when applying MHC to an AWS. Roff and Moyes (2016) formulated several 

key elements, that must be accounted for, when discussing meaningful human control over an 

autonomous weapons system in a socio-technical setting. The technology must be ‘predictable, reliable, 

and transparent’, while providing ‘Accurate information’ for the user, both in terms of operation and 

function. It must also allow for timely human action and have embedded a potential for ‘timely 

intervention’ in case of emergencies. Lastly, the expected use of the technology must align with the actual 

use of the technology, so that ‘accountability’ can be established in a proportional manner. In other words, 

the technology should act as expected, - which could be argued to relate to the first criteria of 

predictability (Roff & Moyes 2016, 1-3). Finally, Roff and Moyes also stress that the context in which the 

technology is being utilized must also be accounted for. Here they divide the context into three separate 
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yet interconnected layers: Ante bellum (before conflict), in bello (in conflict), and post bellum (after 

conflict) (Roff & Moyes 2016, 3-6). Though they do not view their list as exhaustive, they do argue that 

this way of addressing MHC is a must for creating a unified use of the concept.  

 

Horowitz and Scharre have instead formulated three universal criteria for establishing meaningful human 

control: Accountability, moral responsibility, and controllability.  Common to these three criteria is that 

they build on an understanding that technology works in collaboration with humans, as opposed to being 

an opposition to each other (Nørgaard 2019b, 111). These criteria are quite similar to Roff and Moyes’ but 

are broader and less specified. But all these underlying criteria for fulfilling the meaningful human control 

over an autonomous weapons system can be viewed as inscription devices used to further specific action 

and hermeneutic interpretations. Understood in a more Actor-Network manner, they can be viewed as 

part of a translation process that attempts to form the discussion on the usage of AWS.  

 

MHC can then be understood as a prime example of a translation process being initiated by several 

actants. The UN CCW established this notion to overcome the problematization which they framed and 

believed to be two unacceptable premises when utilizing AWS15. In many ways, MHC can then be 

understood as an attempt at creating interessement, locking the discussion and various actants in place. 

By stating that meaningful human control had to be applied, they managed to introduce this new actant 

into the various networks surrounding AWS, but rather than creating stability and enforcing its role in the 

network, the notion was itself challenged. By introducing the notion of MHC to the discussion of AWS, the 

contested network did not stabilize, rather new negotiations and actants have emerged in the form of the 

above-mentioned criteria, which becomes part of an underlying network surrounding MHC. It could then 

be argued that experts, organisations, and state-actors who start to discuss the notion of MHC have 

become enrolled in the network with MHC. But how these actants relate to each other has yet to be tested 

and fully negotiated, and as such, interessement has not yet been fulfilled. But this relates well to how 

 
15 That a “machine applying force and operating without any human control whatsoever is broadly considered 
unacceptable.” And secondly, that “a human simply pressing a ‘fire’ button in response to indications from a 
computer, without cognitive clarity or awareness, is not sufficient to be considered ‘human control’ in a substantive 
sense.” (Roff & moyes 2016) 
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Callon describes the process of translation as enrolment is dependent on interessment, but interessment 

is also only a success if enrolment is achieved. 

 

Understanding and following how moral conceptions, such as meaningful human control emerges and are 

being performed across networks, becomes principal in understanding the negotiations surrounding 

autonomous Weapons Systems. It is also apparent that the black box containing autonomy has been 

opened and disassembled to such a degree, that its fundamental usage is near worthless. It has become 

a term of nothing and everything, and as such, it is only by describing, formalizing, and relating the term 

of autonomy in new ways, by adding conceptions and metaphors, that its value can be reestablished. As 

such, behind the term of autonomy is a vast network of various degrees of stability and instability, and it 

is constantly and justifyingly being challenged and destabilized because of its inherent potential should it 

ever become stabilized as a finite actant across networks.  

 

The perspectives presented in the above sections does not just display hypothetical worlds, but also 

empirical constructed worlds. The presented representations reflect the view of experts, organizations 

and military practitioners who perform and express these definitions, concepts, and “worlds”. Many of 

these actants relate directly to each other either in collaboration, augmentation or opposition. The 

automated machines or systems are attributed morality in the same manner as humans. This makes it 

possible to perceive both humans and non-humans on the same level and address these actants in the 

same manner. However, MHC has become an important actant when ascribing morality to autonomous 

technology, while still contested, this concept seems to have successfully started a translation process of 

interessement and enrollment, though it is yet to be seen exactly how its role will be defined.  

 

5.2.1 A Technological Agent of Change  
 

As mentioned in section 5.2.1, the technology has been assigned the role of a moral agent, with the 

inherent ability to either stabilize or destabilize the very foundation of ethical warfare. Whether advocates 

or opponents of AWS, this moral agency is ascribed similarly to AWS, which is performed through its 

relation to the described context(s). This only restates the importance of exploring the contexts which the 

technology is being presented as part of. Depending on the context; ethical, legal, social, political, and 
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other implications change. What is legitimate and what is not changes depending on the construction and 

relations of the network. This is an important realization to properly understand and analyse human and 

non-human agency. Both human and technology have numerous inherent networks which overlaps when 

they encounter each other, and which evolve into separate networks as human and technology combine 

through performing these relations.  

 

Currently, the Actor-Network lens have helped reveal insights on how, where, and why the debate on 

autonomous weapons systems is performed. I have currently shown that autonomous weapons systems 

are being performed as moral agents across various interconnected networks. Because of autonomy’s 

inherently devalued definition, new concepts have been introduced to the network in attempts to 

stabilize relations and framings by means of translation processes. Here meaningful human control is 

currently the most dominating example of an attempt at problematizing and framing the discussion on 

autonomy. But because of MHC’s broad interpretations, both opponents and advocates have embraced 

the concept and MHC are in risk of itself being repurposed in unintentional ways. For this reason, 

categorizations have been developed to stabilize MHC and define what is meant by meaningful human 

control. Furthermore, the context in which these discussions are being presented are revealed to be 

essential, as they can lead to different narratives on what is legitimate and what is not legitimate. The 

polices, that have been presented above, all represent different actants part of the networks involving 

autonomous weapons systems. Human operators and pilots who utilize autonomous weapons systems 

also become part of these networks. As such, these operators and more are not neutral when they 

actualize their usage of this technology but are already part of a translated network filled with moral 

inscriptions. Technopolitical realities are therefore an essential part of the relation between 

pilot/operator and drone/robot or other.  

 

According to Nielsen and Bollmann (2019) an example of the mutual constitution of technology and policy 

can be perceived in the usage of the Remotely Piloted Aircraft (RPA): Global Hawk16. In an interview with 

a chief military officer in NAGSF17 they discovered how the usage of the RPA was associated and framed 

 
16 Global Hawk is an unmanned reconnaissance airplane most famous for its usage within the NATO alliance for 
surveillance and information gathering. See e.g.: https://www.nato.int/cps/en/natolive/topics_48892.htm for 
more. 
17 NATO Alliance Ground Surveillance Force 

https://www.nato.int/cps/en/natolive/topics_48892.htm
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in specific ways (Nielsen & Bollmann 2019, 123). The technology was described as a “strategic platform”, 

while similarly being able to “send political messages”, but it also affected the decision-making processes 

all way from the operational to the tactical level (Nielsen & Bollmann 2019, 123). While Global Hawk is 

not autonomous per se, it has, like the Predator, Reaper, and other remote piloted aircraft certain simple 

autonomous capabilities. As such, they are the current closest comparative to how future autonomous 

weapons systems will come to used and perceived. Another of Nielsen and Bollmann’s highlighted 

interviews involve an operator of a Global Hawk who describes their relation to this drone. The operator 

clarifies the importance of recognizing the Global Hawk as a Remotely Piloted Aircraft (RPA) as opposed 

to an Unmanned Aerial Vehicle (UAV). The reason being, that the operator believes that otherwise, there 

would be an underlying assumption that the drone flew on its own, - being autonomous. The operator 

attempts to distance the drone and their own operation from this assumption, - that the Global Hawk is 

autonomous. Rather describing it as a “regular plane, where the cockpit has just been placed on the 

ground” (Nielsen & Bollmann 2019, 131-132). Though the operator admits that the “plane” does have 

autonomous capabilities in case of disrupted communications. The operator views this more of an ethics-

dilemma about predictability, which the operator somewhat swiftly disqualifies expressing: “Even if there 

were pilots physically in the plane [Global Hawk], we are not even at that point.” (Nielsen & Bollmann 

2019, 132).  

 

The construction of the Global Hawk as a remotely controlled airplane as opposed to an autonomous 

system shows the importance of the revolving constituted understandings, interpretations, and 

discussions. It returns the discussion to the boundary between automation and autonomy. The definitions 

from which we define autonomy becomes increasingly important in such situations, as it changes our very 

view and perception on a technology such as the Global Hawk. Currently the technology is subject to 

several moral, legal, and political polices, but these would change quickly if the Global Hawk were to be 

suddenly viewed as autonomous. This would reshape the whole network and destabilize many current 

actants and initiate a whole new reconstruction of both human and non-human actants. As such, the 

operator defends the currently stable network in which they have been enrolled. RPA becomes and active 

moral inscription, which, in a similar manner as MHC, is performed as justification for using the 

technology.  

 



60 
 

6. Moralizing through Technology 
 

As we come to realize the performativity of these moral inscriptions to justify or oppose autonomous 

weapons systems in an actor-network setting, and how the context becomes crucial to understanding 

different actors’ enrollment in different programmes, several fundamental moral and social controversies 

emerge. I have outlined some underlying controversies as well as their interconnected relations, and I 

have discovered, that one of the major controversies, that have emerged during this investigation, 

revolves around responsibility and accountability, as in - ‘how can responsibility for specific actions be 

delegated to humans in a socio-technical system containing autonomous technological entities?’. And 

even though ANT have helped describe this controversy, and especially how the differing definitions of 

autonomy changes the view on moral responsibility, it has not provided any evident solution or method 

to overcome this controversy altogether. I therefore substitute the material-semiotic lens in favour of the 

embodied lens from postphenomenology. By building on top of the ANT-analysis and the relational 

understandings, it is my belief, that the postphenomenological-lens will be able to provide another 

dimension, which is able to go closer into the embodied and mediated actions of humans employing AWS. 

By doing this, I wish to provide this analysis with a two-dimensional perception into the interconnected 

worlds of autonomous weapons systems.  

 

As I have shown in my investigation, autonomy is not a specific concept. And even if I adopted any of the 

represented definitions, it becomes hard to precise where and how to appoint responsibility and/or 

accountability. Noorman and Johnson (2014) demonstrates how responsibility for these technologies 

have to do with decisions, strategies, employment, design, et cetera, and how practical questions are 

likely to follow if something were to go wrong: Was the design adequate for the task? Were there any 

inherent flaws? Were the systems tested properly? Did those who utilized the systems make mistakes? 

Was the technology used correctly? Was the technology used in illegal ways on purpose? Such questions 

will likely be asked in case of failures or unintended use (Noorman & Johnson 2014, 60). These questions 

will demand many different perspectives from different fields to fully answer and understand, as such I 

do not seek to answer all of the questions above, instead I embarked on this analysis with the goal of 

creating a framework, which can help pragmatically explain the challenge of users’ moral responsibility in 

relation to autonomous weapons systems, and how this phenomenon is neither entirely human nor 

wholly non-human. 
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Depending on the definition of autonomy many current developing weapons technologies could be 

included as autonomous weapons systems, and though many of these are still not operational or only 

prototypes, their research and development are constantly proceeding. AWS is also not just a single 

platform, but can take many different forms, from singular to swarm, from land; to air; to sea, - many 

platforms, existing or developing, are debatably only stages away from attaining increasing functional 

autonomous properties (Bode & Huelss 2018, 400). The US Office of Naval research are testing and have 

successfully operated several autonomous unmanned “swarming boats” during exercises. Likewise, the 

USDOD have announced successful testing of a “micro-drone swarm” in air, expressing that the drones 

demonstrated collective decision-making, adaptive formation flying, and self-healing (Bode & Huelss 

2018, 400-401). But as I have already presented much earlier, these developments are not confined to 

the US. Examples such as the operational South Korean Samsung SGR-A1 autonomous sentry robot or the 

Israelian Harpy system, a sensor-fused loitering munition, provide a clear picture that these technologies 

are already in use around the globe (Boulanin 2016, 8; Bode and Huelss 2018, 402). Whether these 

technologies are autonomous is a matter of negotiation and something which I will relate to my earlier 

analysis above. But, if we agree that these technologies have autonomous capabilities, these capabilities 

are still regulated by human operators involved in the procedures, usage, and decision-making. It is still a 

human action that activates these technologies, and for most of these AWS humans either have full 

control of whether the system engages, or supervises the technology with the intention of intervening 

when necessary (Boulanin 2016, 7-9; Bode and Huelss 2018, 397-402).  

 

But whether we are discussing the reconnaissance aircraft ‘Global Hawk’ or the autonomous loitering 

munitions-system ‘Harpy’, these technologies are more than just neutral instruments. They actively co-

shape the world in which they exist. They essentially change how humans perceive and act, and as users 

do not just perceive the world, they perceive the world through the technology (Verbeek 2011, 4). Though 

this makes it important to note the use of the term “co-shape”, as otherwise the discussion risks pertaining 

a technological deterministic perception, where the technology becomes dominating and determining 

over human action, and as a result also reducing human responsibility and moral accountability. Instead, 

when users either supervise or use weapons technologies, their perception of reality and the information 

that they base decisions on are created through a constituted reality in combination with the technology. 

An example is provided by Timothy Cullen (2011) who conducted an empirical study on the usage of the 
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MQ-9 Reaper. While the Reaper is, as commented on in section 1, not autonomous per se, it does have 

some autonomous features and many view it as a precursor to future advanced autonomous weapons 

systems. The MQ-9 Reaper is an armed multipurpose, medium altitude, and long endurance remotely 

piloted aircraft. It is employed both as a weapon and as an intelligence collection asset (US Air Force, 

2015). During Cullen’s interviews he was told by pilots under training, that they felt like they were being 

taught how to “fly the matrix”. The torrent of information, symbols and dialogue going across the 

interfaces of the screens were the pilots’ only access to the world as provided by the sensors of the MQ-

9 Reaper (Cullen 2011, 117).  

 

“For the untrained eye, it was enough to make a person sick to their stomach. Pilots 

learning how to fly the aircraft said it felt like they were “flying the matrix.” They often got 

lost in a cacophony of cascading symbols and overlapping conversations. Eventually, 

Reaper operators found their way, however, and their view of the system evolved. 

Experienced Reaper crews learned how to configure and coordinate the matrix of verbal, 

textual, graphical, and geographical representations in the ground control station and 

how to use them as tools to identify threats and eliminate them.” (Cullen 2011, 117). 

 

This is a core example of the way in which the world is perceived through technology. But the pilot not 

only perceives the “real” world through the screens of the Reaper, the pilot performs actions, makes 

decisions, and is connected to the world through the technology. Their moral understandings mediated 

by whatever the interface might show. This is the mediating role of technology that postphenomenology 

allows us to investigate. And what becomes especially important in this setting, is exactly this mediation 

of the users’ moral understandings and actions. As Verbeek explains: “If ethics is about the question ‘how 

we act’, and technologies help to answer this question, technologies appear to do ethics, or at least help 

us to do so.” (Verbeek 2011b, 205). As such, Reaper pilots act upon this co-shaped morally mediated 

understanding when using their tools to “identify threats and eliminate them”. Technology becomes a 

means for humans to functionally moralize through technology. Technology is a mediator for our actions 

and understandings, but it not only enables us to carry out actions that previously were not possible, or 

hardly possible, it shapes our very experience of things. The MQ-9 Reaper is an excellent example of this. 

It is through the interface of the screens that pilots are faced with the responsibility of making difficult life 
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and death decisions. They conduct moral decisions on the life of their possible targets, and they even 

define the world for others through its information-gathering properties, relaying a technological 

worldview to other actors. At the same time, however, the MQ-9 Reaper does not determine the pilots’ 

actions but is purely informing and assisting as programmed. In the end, it is a constituted perceived 

reality, which becomes the foundation for moral action. This is why Verbeek views “moral decision-making 

as a joint effort of human beings and technological artifacts” (Verbeek 2011b,  206).  

 

“Moral mediation always involves an intricate relation between humans and 

nonhumans, and the “mediated agency” that results from this relation 

therefore always has a hybrid rather than a “purely nonhuman” character. 

When technologies are used, moral decisions are not made autonomously by 

human beings, nor are persons forced by technologies to make specific 

decisions. Rather, moral agency is distributed among humans and 

nonhumans; moral actions and decisions are the products of human-

technology relations” (Verbeek 2011, 53) 

 

When perceived in this manner, it then becomes clear that moral responsibility cannot be solely 

technological, and that humans are  the bearers of responsibility, but neither is it entirely human, instead, 

it is a combination. It is a result of a convoluted mixture of humans actualizing their morality through 

technological artefacts. Yet the discussion could then easily be derailed by only focusing on design. As it 

could be argued that it is the interfaces, shapes, languages, etc. of technology which mediates human 

perception - and thereby also action. Depending on how technology is then designed, the mediation 

changes. This conclusion would lead to tremendous ramifications for engineers and designers, as they 

would then be solely responsible for the technological artefacts and the underlying meditation that they 

have created. But this is only a half-truth. The notion of mediation illustrates, that designers should be 

aware of the inherently moral activity of moralizing through technological design (Verbeek 2011b, 207; 

See also Verbeek 2011). But technology can be and always will be used in a variety of ways. Cullen 

describes during his observations on the usage of the MQ-9 Reaper, operators changing their interfaces 

and repurposing how the autonomous functions are being used. The pilots and sensor operators learned 

how to “overcome the operational assumptions” of the engineers (Cullen 2011 118).  



64 
 

 

“For Reaper pilots and sensor operators to employ the system with respect, they had to 

learn how to coordinate and distribute data among a hodgepodge of display and input 

devices and how to overcome the operational assumptions engineers used to build the 

system. General Atomics engineers initially designed the aircraft to fly autonomously for 

the bulk of a mission, but pilots modified the ground control station and their procedures 

to share aircraft control with the autopilot in order to maneuver more quickly and destroy 

a target at a specified time. Raytheon engineers designed the aircraft’s sensor ball to 

adjust the iris of its cameras automatically, but sensor operators developed procedures 

and a frame of reference to adjust the cameras’ settings manually in order to investigate 

obscured areas of a scene and to create images that seemed more natural. Reaper pilots 

and sensor operators were able to employ the weapon successfully despite the 

unanticipated practices of the operators and the seemingly haphazard construction of the 

ground control station because they acted as the “malleable and adjustable coordinating 

tissue” of the system.” (Cullen 2011, 118-119). 

 

This observation from Cullen illustrates the inherent multistability in technology. The engineers who 

designed the Reaper’s different functionalities most likely designed it with specific actions in mind. But 

the pilots and operators instead readjust the technology to their preferences and demands. These 

unintended or unexpected adjustments of the technology might completely change the expected 

mediation of the technology, and as such, designers cannot be certain that their inventions and creations 

are utilized as originally anticipated. Designers can therefore not be viewed as fully responsible for the 

usage of their creations, and this only becomes even clearer in scenarios where the ‘advanced’ 

autonomous technology works in combination with human operators. It would be an incalculable task to 

completely expect potential unintended use. As because of the very self-governing nature of future 

autonomous technology, it is only natural to assume, that their possible usage will be exceptionally 

multifarious.  

 

What we then come to realise, is that when operators use the MQ-9 Reaper, they do so with 

preunderstandings and intent. As my ANT-analysis showed, the operator and/or pilot is not neutral, but 
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is an enrolled actor in the network surrounding AWS. As such, they carry a programme translated within 

the network with them, which also affects their usage and relation to the technology. As I showed with 

the example from the operator of a Global Hawk from Nielsen and Bollmann (see section 5.2.1), the 

constituted world of the network changes how we perceive moral controversies. The moral inscriptions 

translate moral programmes that change how humans understand their actions. The different 

autonomous weapons systems become a gateway into putting these moral perceptions into action. As 

such, the autonomous technology is a moral agent, and together with the contextual understanding and 

moral inscriptions used to translate morality, pilots and operators perform this morality through the 

technology. But the technology also comes with an inherent moral design, which only comes into being, 

through usage in combination with a human operator. This is what Verbeek and Ihde calls technological 

intentionality (see section 3.2 and 3.2.1). By acting through the technology, a hybrid intentionality 

emerges.  
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7. Discussion 
 

7.1 Future Research and Possible Avenues 
 

 

Throughout my study, I have gained several exciting insights into the field of autonomous weapons 

systems. I have also come across some gaps, that I believe will help further the discussions on AWS in a 

fruitful manner. I will firstly discuss how the different representations limits and opens the field in various 

ways, secondly I will discuss combining Actor-network Theory with moral understandings from 

postphenomenology as a means to further investigate this field, and lastly I will conduct an inspired 

discussion on the innovation of technology in general.  

 

 

7.1.1 The Different Representations’ Potentials and Limits 
 

As I presented in section 5.1 and 5.2, how autonomy is understood, changes the very essentials of the 

discussion. My analysis seems to suggest that the discourse about autonomy and moral responsibility is 

an interconnected negotiation. The field surrounding autonomous weapons systems is filled with different 

translations, each attempt at enrolling the other actants into its programme, - either as allies but also as 

opponents. And in every translation I found that several inscription devices emerged. Meaningful Human 

Control and even the conceptual difference between unmanned aerial vehicles and remotely piloted 

aircraft are used as moral inscription devices to further different programmes and stabilize other actants.  

 

My analysis also showed how morality was performed across networks, and how AWS was enrolled as a 

moral agent. Depending on the translation process, the technology is either attempted to be locked as an 

agent of unity and ethical pureness or as an agent of chaos and destabilization. The important 

understanding is that the technology performs moral understanding and also translates further 

programmes itself. It is given the status of a moral entity on the same level as humans. As such, pilots and 

operators are also involved in its performed morality. In section 5.2.1 I presented the example of a Global 

Hawk operator who distanced themselves from the concept of unmanned Aerial vehicle, simply because 
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of the underlying connection between UAV and autonomy. Instead the operator allied with the concept 

of RPA, as this concept instead suggested that the aircraft was under full human control.  

 

This goes to show, that there is much more to learn from empirically interviewing and observing 

interaction with autonomous technologies. Where this study has revealed much of the field’s 

understandings and has mapped experts’, states’ and organsiations’ interpretations of autonomy through 

the usage of literature, I argue that there would be much to learn from studying the technologies in person 

and in usage. Hidden understandings and, black boxes and tacit knowledge are almost certainly 

undiscovered and hidden in the networks surrounding AWS, just waiting for an ethnographic discoverer. 

But, as I have argued earlier in this report, I also believe that actor-network theory can be augmented by 

adding a simultaneous postphenomenological moral understanding.  

 

 

7.1.2 Combining Actor-Network Theory with moral understandings from 

Postphenomenology 
 

During my analysis I attempted to apply a postphenomenological analytical understanding of the moral 

meditation of autonomous weapons systems. And while I did not follow postphenomenology’s human-

technology relations, I instead understood the technology’s relation through ANT. I discovered that while 

this does create some obstacles, it also gave my analysis a second dimension to understand the 

relationship between human and technology. Instead of attempting at choosing which of the theories that 

were better suited for explaining technological agency, I accepted both in their own right.  

 

When perceiving through an ANT-lens, the technology is understood as being part of underlying moral 

translation processes and programmes. As such, the technology cannot be understood as a neutral entity, 

already by being part of a network, it is an agent performing moral agency, which can only be revealed by 

exploring its relational connection to other actants, human and non-human. Because of the non-neutral 

nature of such a moral agent, it becomes apparent that this also affects how pilots and/or operators 

perceive the very technology that they use. But, when applying an embodied understanding and exploring 
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the technology through following the hermeneutic mediated understandings and pragmatic mediated 

actions, I instead presented how the users come to understand the world through the technology. Be it 

either Reaper or Global Hawk, the technology becomes a gateway to the “real” world, and as such 

mediating action and perception. Moral action is conducted through the technology. This only goes to 

highlight that the technology is once again not neutral. Instead it has fundamental designed “scripts” or 

intentionality which co-shapes the world in combination with the user, creating a hybrid intentionality.  

 

On the background of this, my analysis then came to show, that responsibility cannot be solely 

technological, as it is connected to the user’s own morality, which the user actualizes through usage of 

the technology. But the user’s moral understandings are part of the socio-technical network, which 

surrounds the field. As such, the technology does have agency in the network, as a representation of 

certain discourses, but it does only gain agency in its embodied form through usage in combination with 

humans. As such, my analysis has also revealed that the development of autonomous weapons systems 

does not necessarily imply the conclusion of human responsibility, which some of the more technological 

deterministic narratives might suggest. Instead I believe that this ANT and postphenomenological 

combined approach can help further a framework for uncovering how to better distribute responsibility 

and accountability. I do not view this as a final or completed methodological framework, but it is a start 

which could act as a foundation for further future research into the distribution of responsibility and 

accountability in the socio-technical world of autonomous weapons systems. 

 

7.1.3 On the Innovation of Technology 
 

Finally, I wish to bring a perspective on the heterogenous concept of innovation into the discussion on 

AWS. When technology is being developed, it is often accompanied by the keyword of “innovation”. This 

socio-material concept and its underlying processes are an untold part of the development of drone and 

autonomous technology. Not much of the literature emphasizes on the design processes or the 

complicated scenarios which have led to technological development. It seems to disappear in the midst 

of the many controversies that emerge in the field. But I imagine that some parallels and important 

experiences can be gathered from examining other prior innovative processes. It is a fact, that describing 

the process of innovation can be a difficult task. Looking at innovation retrospectively might provide easy 
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answers to why some were successful, and others failed, but what do we do in the case of innovation in 

the making? - This proves to be a much-complicated scenario (Akrich, Callon, & Latour 2002, 187). Akrich 

et al. expresses on innovation in the making that: 

 

 “[I]nnovation in the making reveals a multiplicity of heterogeneous and often confused 

decisions made by a large number of  different and often conflicting groups, decisions 

which one is unable to decide a priori as to whether they will be crucial or not.” (Akrich, 

Callon, and Latour 2002, 191) 

 

For this reason, innovation should not be conceived as a deliberate and nor controlled nor linear process 

controlled by a few industries or innovators. Innovation is a controversial process, where actors clash and 

negotiate in networks of power, size, and translations. We must therefore not fall into the trap of 

perceiving innovation processes as purely controlled or guided by logic, order, or rationale. It is a context 

dependent process, which dwells within situated uncertainties and irrationality as well (Akrich, Callon, 

and Latour 2002, 196).  

 

Instead of attempting to only understand such processes from the outside, we should strive to understand 

AWS from the inside as well. Attempting to gain access to the development of autonomous weapons 

systems and explore the relations, which is inherent in its network. Akrich et al. (2002) argues, that to 

create successful innovation, one must create interessment and alliances, but that the innovation also 

depends much on the technical choices, why it is not enough to look either at the social or technícal of an 

innovation. Instead symmetry in the form of a socio-technical analysis is needed, whether it be an 

organisational or technological innovation (Akrich, Callon, and Latour 2002, 204). Innovation then 

becomes a performed in a situated reality, where the social and the technological shape each other 

(Akrich, Callon, and Latour 2002, 204-205). Following this understanding and perspective, I see a gap in 

the literature ready to be filled with ethnographic studies of the innovative properties of AWS. This study 

would not only help further understanding on the negotiation of AWS but would be a perfect case study 

into the translation processes that follow highly innovative technology.  
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8. Conclusion 
 

This thesis has explored the socio-technical world of autonomous weapons systems in an attempt at 

exploring the constituting effects and how this affects the emerging controversies. I conducted this 

investigation through the usage of a literature study into the field, which then served as my foundation 

for understanding the many representations of autonomy. The mapping of the definitions of autonomy 

revealed how the definitions are used in a battlefield of complex negotiation and translation. There are 

many different programmes being developed which attempt to problematize the discussion in a specific 

manner. By following these attempts, and their differing definitions of autonomy across the networks. I 

have investigated how these different actants relate to autonomous weapons systems. The Actor-

Network Theory perspective allowed for the realization that the relations between actants are not static, 

but are instead constantly reforming and changing, and that the autonomous technology are an active 

part of the discussion and has been ascribed two differing roles as moral agent. One role describes the 

technology as creating stability and ethical unity, while the other description depicts the technological 

moral agents as a herald of uncertainty, unpredictability, and militarization. Both agents or 

representations are very real in their respected networks and should be understood as such. By outlining 

and mapping these empirical networks, differing attempts of stabilization and or destabilization have 

been revealed and/or negotiated. My analysis also showed that human operators and pilots who utilize 

autonomous weapons systems have also become part of these networks. But, the operators are not 

neutral when they use autonomous technologies but are instead  already part of translated networks 

filled with moral inscriptions. Technopolitical realities are therefore an essential part of the relation 

between pilot/operator and drone/robot. 

 

Finally, I attempted to apply an Actor-Network Theoretical and postphenomenological combined 

approach in an attempt to expand the investigation on the relationship between human and technology 

in this socio-technical world. While I believe that more work needs to be done on this fletching framework, 

which I have presented in this thesis, I view my combination as a success by itself, which provided me with 

a two-dimensional perspective into the socio-technical world of autonomous weapons systems. The 

material-semiotic understanding revealed how the technology shapes our preunderstandings before we 

even utilize it. It helps highlight the morality which might be inherent in the technology. The embodied 

understanding delivered an insight into the co-shaped reality of an MQ-9 Reaper, showing how the user 
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and technology combined their intentionality and created a hybrid hereof. It also revealed that the moral 

responsibility is inherently human, as the technology in action, acts out human morality. Humans moralize 

through technological means.  
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