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when filtered playback signals are repro-
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of far-field and anechoic conditions.

By solving an optimization problem itera-

tively, the filters that minimizes the differ-

ence between the dynamic modeled pres-
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calculated. The filters are thereby adapt-

able to the dynamic sound zones.

Two dynamic models are proposed. One

which includes the pressure contributions

from other playback signals and one which

models the pressure independent of other

playback signals. The two methods had

equal reproduction error and almost equal

array effort.

The proposed adaptive filters require low

memory and the updating procedure can

be heavily parallelized.
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Introduction 1
This thesis will focus on applying adaptive filters for reproduction of audio signals in dynamic sound

zones.

A reproduction system is considered to be a set of loudspeakers and the environment in which the

loudspeakers are playing a controllable signal. The environment can be anechoic or a reflective

environment such as a living room. The reproduction system is used to reproduce playback signals.

A playback signal is considered to be a monophonic signal, which a user desires to listen to at his/her

location. A specific confined region in the environment is referred to as a sound zone. When sound

is produced by the reproduction system, a sound event is created. The sound event created is among

other dependent on the controllable signal fed to the loudspeakers, the location of the loudspeakers

and the reflective nature of the environment. The sound event in the sound zone will be a sum of the

signals played by the individual loudspeakers but delayed with different time lags due to the difference

in distance to the sound zone [1][2].

A desired sound event in a sound zone is referred to as a target signal or target sound. It is easy

to think of a scenario with multiple sound zones, each with different target sounds. It could be one

person in a living room, called person A, watching a movie in sound zone A, which is located in the

couch. Another person, called person B, is listening to music at the dining table which is in sound

zone B. Person A and B are located in the same environment, but in different sound zones. In this

scenario, none of the people desires to wear headphones due to the strain of prolonged use. The target

sound in sound zone A is the movie sound, and the target sound in zone B is the music. However, the

sound event each person is experiencing is a mixture of the two target sounds. Person A is therefore

distracted by the target sound from person B and vice versa.

To enhance the sound experience of person A and B, the sound event in each zone must be the target

sound. This can be achieved by eliminating the cross talk between the sound zones, and thereby lessen

the distraction [3]. This concept is referred to as sound zones, and it is applicable in many situations.

An illustration of the target sounds in each sound zone, before and after sound zones is applied, is

illustrated in Figure 1.1.

Sound zones can both be advantageous for home use and in the industry. It could be used at home

to deliver different music to different people without interference. In the industry it could be used

to lessen the general noise level from speaker systems, by only delivering the sound to the persons of

interests. It could for example be used in hospitals to communicate with the hospital personnel over

an intercom system without disturbing the patients.

The concept of sound zones have been studied through the years, and there exists multiple ways of

achieving adequate separation between the sound zones [4][5][6][7]. Creating sound zones relies on the

different loudspeakers responding to the same playback signal in different ways [5]. This could for

1
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Sound zone
A

Sound zone
B

(a) Illustration of mixed target sounds in both
sound zone A and B.

Sound zone
A

Sound zone
B

(b) Illustration of target sound A and B in
each respectively sound zone.

Figure 1.1: Illustration of environment together with a loudspeaker array with two sounds and their
sound event before(a) and after(b) sound zones are applied.

example be by delaying the playback signal slightly or adjusting the gain to some of the loudspeakers,

such that cross talk is diminished. A way of achieving both gain adjustment and delaying of signals

is by filtering the playback signal with FIR filters. Here each loudspeaker in the reproduction system

will have an FIR filter, which is likely to be different across the loudspeakers. The difficult task in

creating sound zones is to calculate these FIR filters such that sound zones are created.

Calculating the best FIR filters for creating sound zones can be done by solving an optimization

problem [7]. How the optimization problem is formulated does however have an influence on the

properties of the solution. Choosing a problem formulation such as pressure matching results in a

low reproduction error but also a lower directivity of the sound event [3]. The opposite applies when

choosing a method called acoustic contrast control [3].

When comparing the home and the industrial example above, different features may be desired. When

listening to music in the home a low reproduction error of the playback signal in the sound zone might

be desired. The opposite could be the case in the industrial environment where a high contrast might

be of interest, rather than a low reproduction error, due to close placement of employees. As an

example of this, a message regarding one employee at a production hall could be played with high

acoustic contrast but with a higher reproduction error, such that the employees next to do not get

disturbed, still ensuring that the first employee gets the message.

Defining stationary sound zones could be feasible in the case of watching movies or other activities

which does not require movement. If a person moves outside the sound zone, the experienced sound

event is presumably no longer the target sound. To improve the functionality of sound zones, the

zones must be able to adapt to the location of a person. Such a functionality would make sound zones

a useful tool in more scenarios, such as the hospital example, where the hospital personnel is required

to move often.

The idea of sound zone which adapts to the listeners location have been studied in [5][8]. In this

study a formulation based on the pressure matching have been presented, which allows controlling of

the acoustic pressure at two sound zones, while adapting to the spatial position of the listeners. In

addition to controlling the acoustic pressure at two sound zones, a implementation of binaural audio

for one listener have been presented.

In the study a uniform linear array consisting of 28 loudspeakers, placed in a horizontal manner are

2



1. Introduction Aalborg University

used to form the sound zones. In addition to the speaker array, a tracking device are used such that

the filter coefficients, that form the beam to the location of the listener, can be determined. As for the

transition between filters from one listener position to another, various cross-fading techniques were

used [5].

With the loudspeaker array and calculation of filter coefficients, a 30 dB cross-talk cancellation for

two listeners at a frequencies between 300 Hz to 3 kHz were achieved, while one listener was moving

[5]. For the binaural audio reproduction, where the listener was in motion, a cross-talk cancellation

of 10 dB at 1 kHz growing to 20 dB at 8 kHz was achieved [5].

When using cross-fading techniques the fading ratio determines the speed of which the filter coefficients

change [9]. Choosing a too fast transition between filter coefficients may result in audible artifacts in

the sound when a listener is in motion. A slow transition would resolve the problem with the audible

artifacts, but on the compromise of adaptability speed to the listeners position.

If the closed form filters must be calculated in real time and transitioning between them, it would

require much computational power. This could be lessened by precalculating the filters for all possible

positions in the environment and store these in memory. This approach can however require much

memory.

3
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1.1 Proposed solution

This thesis will work with creating sound zones which adapts to the location of users. The dynamic

sound zones will be created with adaptive filters, instead of transitioning between closed form

calculated filters. This is to avoid either excessive memory usage if closed form filters for all locations

must be stored, or excessive computational power if closed form filters must be calculated and

transitioned between in real time.

By using adaptive filters to create sound zones, the filters creating the sound zones approaches the

closed form solution. The sound zones created with adaptive filters can therefore be as good as the

closed form calculated filters, but do not require the need for precalculation and transitioning of

multiple sets of filters per sound zone.

It can be assumed that an update of location will be in the vicinity of the previous location. When

using the closed form filters, the necessary calculations are independent of the change of location.

When using adaptive filters, adapting the filters from a close to optimal solution in one location to

another location might not require many iterations. It thus might be possible to save calculation when

using adaptive filters.

The adaptive filters must be applied to a reproduction system. In this thesis an environment with low

reflection is used together with a uniform linear loudspeaker array. Furthermore two sound zones will

be used which are able to move independent of each other. The sound zones specify the locations of

two users who are equipped with a tracking device. The locations are therefore updated in real time.

There is a target sound for each sound zone which is specified by two different playback signals, also

illustrated in Figure 1.1b.

Furthermore it is decided to limit the creation of adaptable sound zones to the horizontal plane. This

delimitation is made since most movement is assumed to be in the horizontal plane and not in three

dimensions.

From the proposed solution the following research question is made:

”How can adaptive filters be constructed and applied for creating dynamic

sound zones?”

4
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This chapter seeks to study how adaptive filters that fulfills the proposed solution can be made.

First an approach for creating the dynamic sound zones, each with their own playback signal, will be

explained. The approach will be used when forming a structure for the adaptive filters. The structure

of the adaptive filters will be used to determine which elements to design in order to create dynamic

sound zones.

2.1 Approach for creating the two sound zones

As written in section 1.1 the end goal is to create dynamic sound zones that moves along with users. It

is here chosen to define two dynamic sound zones with a user in each zone. This section will describe

an approach for creating these dynamic sound zones who each must have their own target sound.

First a scenario where playback signal A is considered along with two sound zones called sound zone

A and B. In sound zone A, the target sound is playback signal A, while the target sound in sound

zone B is silence. In a perfect scenario, a person located in sound zone A is able to hear playback

signal A, while a person located in sound zone B hears nothing when the sound zones are created.

Therefore there is no cross talk between sound zone A and sound zone B. This scenario is illustrated

in Figure 2.1(a).

Similarly, a scenario considering playback signal B as the target signal in sound zone B while there

must be silence in sound zone A is created. This is illustrated in Figure 2.1(b).

Sound zone
A

Sound zone
B

(a) Illustration of bright acoustic sound zone A

with target sound A and the acoustical dark

zone B .

Sound zone
A

Sound zone
B

(b) Illustration of bright acoustic sound zone B

with target sound B and the acoustical dark

zone A .

Figure 2.1: Illustration of the two scenarios where playback signal A is not present in sound zone B
and vice versa.
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2. Preliminary study of adaptive filter structure Group 20gr1073

To create two sound zones, each with their own playback signal as target sound, the two aforementioned

scenarios can be combined. This is done by creating two sets of filters, where each set is used to filter

their associated playback signal, before being played by the loudspeakers. The first set of filters is

created such that the first scenario is realized and the second set of filters such that the second scenario

is realized.

The two filtered signals are then added together and played by the loudspeaker, creating a mixture

of the two scenarios. Ideally, since one set of filters is created such that the other sound zone is

acoustically dark, there is no cross talk between the sound zones. The mixture of the two scenario

thus corresponds to the original problematique with two sound zones, each with their own playback

signal as target sound.

To make the sound zones dynamic, the filters must be created such that the acoustically bright zone in

scenario A follows the location of user A, while the acoustically dark zone follows the location of user

B. In scenario B, the location of the acoustically bright zone must follow user B, while the location of

the acoustically dark zone follows user A. The two sets of filters must therefore be adaptable to the

locations of the two users.

It is thus necessary to create two sets of adaptable filters, but the design procedure is identical except

which zones must be acoustically bright or dark. The proposed solution from section 1.1 can therefore

be narrowed down to creating a single set of adaptable filters, but for two scenarios. It must here

be possible to specify an acoustical bright zone where the target signal is a playback signal, and an

acoustical dark zone where the target signal is silence.

It is therefore desired to study how a set of filters can be created, such that dynamic acoustical bright

and acoustical dark zones are formed.

2.2 Methods for creating sound zones

Calculating the filters for creating sound zones can be done by formulating and solving an optimization

problem. The formulation of the optimization problem can be done in many ways, and in this section a

discussion of selected methods for formulating the optimization problem will be made. The discussion

of the methods will be used to determine which formulation method will be used when creating

dynamic sound zones. The methods of forming the optimization problem will be described in the

frequency domain and the variables in this section are therefore complex.

In order to choose a method to form the optimization problem to calculate a set of adaptable filters, it

is assumed that knowledge of the pressure contributions from the filtered playback signals in a number

of measuring points in the two sound zones are available. How this information is obtained will be

elaborated later in the thesis.

For this section, the scenarios described in section 2.1 are considered, but to summarize, the ability

to create acoustically bright and acoustically dark zones is a requirement. The pressure contributions

at discrete frequencies in the acoustically bright zone and the acoustically dark zone are defined as

PB ∈ CMB ·K×1 and PD ∈ CMD·K×1 respectively. Here MB is the number of measuring points in the

bright zone, MD is the number of measuring points in the dark zone and K is the number of discrete

frequencies.

A simple and common method for creating sound zones, is the delay-and-sum (DAS), which relies

6
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on constructive/deconstructive acoustic interference of the reproduced field inside the sound zone [7].

When designing the filters with DAS, only the distances between the bright zone and the loudspeakers

are considered. This means that the reproduction field can not be controlled in the acoustically dark

zone [7].

As it is desired to control the reproduced field in both the acoustically bright and dark zone, the DAS

method is not considered in this study.

The methods considered in this study are the acoustic contrast control and the pressure matching

method.

2.2.1 Acoustic contrast control

The acoustic contrast control (ACC) seeks to maximize the contrast of acoustic energy between bright

and dark zones.

The acoustic potential energy density in said zones can be described as [10][11][7]

EB =
1

ρ0c2
1

MB
‖PB‖22 (2.1)

for the energy in the bright zone and

ED =
1

ρ0c2
1

MD
‖PD‖22 (2.2)

for the energy in the dark zone, where ρ0 is the density of the medium and c is the velocity of sound

in the medium.

Now let AC denote be the acoustic contrast, which is the ratio between the energy in the bright (EB)

and dark zone (ED), and is often used as a performance measure for the directivity of the array [7].

The AC can be formed as

AC =
EB
ED

=
MD

MB

‖PB‖22
‖PD‖22

. (2.3)

The acoustic contrast control method, introduced in [10], aims to find the set of filters that maximizes

the cost function, JACC = AC. The maximization problem can be written as

maximize JACC = maximize
MD

MB

‖PB‖22
‖PD‖22

. (2.4)

As the ACC method seeks to maximize the acoustic contrast between bright and dark zones, it is

likely that the cross talk between bright and dark zones are low, which is desirable [12]. On the other

hand, the ACC do not consider the phase of the reproduced sound field in the optimization problem,

and this may lead to reduced audio quality [12].

2.2.2 Pressure matching

The pressure matching method seeks to compute a set of filters such that the reproduced playback

sound field becomes equal to a target sound field [3].

Given a target sound field at discrete frequencies in all measuring points, Pr ∈ C(MB+MD)·K×1, the

set of filters that allows for reproduction of the target sound field at the measuring points, can be

designed with the pressure matching method [12].

7
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Pressure matching seeks to minimize the complex error, E, between the reproduced sound field in

the measuring points, P ∈ C(MB+MD)·K×1, and the target sound field, namely (P − Pr) [12]. The

minimization can be done in a least squares sense and the cost function for the pressure matching

method can be defined as [13]

JPM =

M∑
m=1

|Em|2 = EHE (2.5)

= (P−Pr)
H(P−Pr). (2.6)

The minimization problem is then defined as

minimize JPM = minimize(P−Pr)
H(P−Pr) (2.7)

= minimize ‖P−Pr‖22. (2.8)

In [7] it is stated that JPM is convex with respect to the real and imaginary parts of the set of filters

in the frequency domain and therefore have a global minimum.

In the pressure matching method both the magnitude and phase of the reproduced field are considered

as it tries to match the target sound field [12][14]. The reproduction error when using pressure

matching is therefore lower than when using acoustic contrast control [12][14]. However, the separation

of sound zones may be lower than with the ACC at the same array effort [12][14]. The array effort is

the energy required by the array to control the sound field and is dependent on the playback signal

strength and the filter coefficients [6].

It is desired to reproduce the playback signal in the bright sound zones with a low reproduction error

even though it may result in more cross talk between sound zones. This is chosen to avoid changing

the perceived reproduced signal, such that a user will experience a playback signal as it was intended

by the creator of the playback signal. Therefore it is decided to formulate an optimization problem

based on the pressure matching method.

2.3 Adaptive filter structure

This section seeks to define a structure for an adaptive filters such that dynamic sound zones are

created. The adaptive filter structure will be used as a reference to which sub-elements that must be

further studied or designed.

It is desired to calculate a set of filters, one filter for each loudspeaker, which filters a playback signal

such that a target pressure is obtained in dynamic measuring locations. If the measuring points are

static, it would be possible to calculate closed form filters by forming and solving a convex optimization

problem [7]. However, since the measuring points are dynamic, such a method of calculating the filters

is undesired due to lack of adaptability, which was mentioned in section 1.1. Instead of calculating the

filters as a closed form solution, an iterative method of solving the optimization problem is considered.

The filters will thus become adaptive if new iterations of the filters are continuously calculated as new

location data of the sound zones becomes available.

In order to solve the pressure matching optimization problem, whether the measuring points are

static or dynamic, it is necessary to obtain the pressure contribution from all the loudspeakers in the

measuring points. This pressure contribution can be obtained in multiple ways.

8
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One way is to measure the pressure in the measuring points with microphones. In a real life scenario,

it would mean that a user is equipped with a microphone which is recording continuously. Such

recordings would be likely to contain noise, which would have an impact on the calculated filters.

Furthermore, unrelated pressure contributions, such as speech from the user, would also have an effect

on the calculation of the filters, if not properly removed from the recording. Removing unrelated

contribution from the recording is not necessarily an easy task, but using microphones could capture

the reflections of the reproduced sound by objects, if the users are located in a reflective environment.

This could be useful when eliminating cross talk between acoustically bright and dark zones.

Another method is to model the pressure contribution from the loudspeakers in the measuring points.

Here the model parameters are determined by the dynamic locations of the measuring points. In a

real life scenario, this method would only require the user to be equipped with a tracking device which

transmits location data, such that the model can be updated. By using a model based method to

calculate the pressure contribution, no unrelated contribution is present in the calculated pressure.

This means that the resulting filters is not affected by other acoustical noise sources in the environment.

The model can however be unreliable if the tracking device does not transmit the accurate location of

the user.

For this thesis it is chosen to model the pressure contribution in the measuring points when calculating

the filters for the loudspeakers. How the model is created will be further elaborated, but for the purpose

of making an adaptive filter structure, the model is only considered conceptually. The model describes

the pressure contribution in the measuring points based on the filtered playback signal and the room

response of the environment in which the measuring points are located. Since the user is equipped

with a tracking device, and may be moving, the measuring points, and therefore the room response,

are dynamic. It is therefore assumed that the model is based on the latest user location data.

The model and the pressure matching optimization method is used to create an adaptive filter

structure. An illustration of a time domain adaptive filter, when the pressure in the measuring

points is modelled, is seen in Figure 2.2. Here both the time domain room response and the reference

pressure are dynamically calculated based on the location of the users.

Time domain
filters

Time domain
impulse response

Filter update
∑Error
−

Pressure in
measuring points

Reference
pressure

Playback
signal

Figure 2.2: Structure of adaptive filters for time domain implementation.

The adaptive filter structure illustrated in Figure 2.2 can be implemented to work on a sample to

sample basis, meaning that the filters are updated when a new sample of the playback signal becomes

available. Such an implementation is desirable if little latency of the playback signal is desired. The

iterative filter update can be made by the use of gradient based optimization. If a cost function of an

9
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optimization problem is convex, a global minimum will be in the direction of the negative gradient

of the cost function [15]. By formulating a convex cost based on the error from Figure 2.2, which is

the error between the modelled pressure and the reference pressure in all measuring points, and using

gradient based optimization, the filters will approach the optimal filters even with a dynamic model

[15]. The update step of the filters is given by [15]

qi+1 = qi −
µ

2
g(qi), (2.9)

where i is an iteration counter, qi are the current time domain filters, g(·) is the gradient of the cost

function and µ is a step size.

To calculate the gradient of the cost function, the modelled pressure in the measuring points must

be calculated. This calculation requires filtering of the playback signal, which is done by performing

a linear convolution between each of the filters and the playback signal. Afterwards another linear

convolution with the room impulse response from a loudspeaker to all measuring points is made to

calculate the pressure contribution from a single loudspeaker. The contribution from each loudspeaker

to all measuring points must then be added together. To calculate the pressure in all measuring points

many linear convolutions must be made. Calculating the linear convolution of two signals of length

N will require N2 multiplications [16]. Due to the complexity a more efficient method of convolution

is desirable.

Linear convolution via the discrete Fourier transform

Convolution in the time domain corresponds to multiplication in the frequency domain and vice

versa [15]. However, the playback signal and the filters are time discrete, and the convolution

via the frequency domain will result in circular convolution and not linear convolution due to the

underlying periodic nature of the discrete Fourier transform [15]. Under certain circumstances, a

circular convolution via the frequency domain can correspond to a linear convolution in the time

domain [15][17].

Let u be a discrete time playback signal of length N and let q be a discrete time filter of length

K. A linear convolution between u and q will result in a discrete time signal of length N + K − 1.

By zero-padding the time signal and filter, such that they both have length N + K − 1, a circular

convolution via the discrete Fourier transform will correspond to a linear convolution [15][17]. Thus

the following relation is true [15][17]

y = u ∗ q = IDFT (DFT ([u 0])�DFT ([q 0])) , (2.10)

where ∗ denotes linear convolution, � denotes elementwise multiplication, DFT() is the discrete Fourier

transform and IDFT() is the inverse discrete Fourier transform.

Using a fast Fourier transform (FFT) to transform [u 0] and [q 0] can reduce the number of

multiplications required for the linear convolution via the frequency domain. A FFT requires

(N +K − 1) · log2((N +K − 1))/2 multiplication when transforming a signal of length (N +K − 1)

[16]. The same applies when using a inverse FFT. In the frequency domain, (N + K − 1) complex

multiplications must be made to ”convolute” the signals. If this is performed by a computer, where the

real and imaginary parts of a complex number are stored in separate registers, it will correspond to

4(N+K−1) multiplications. Therefore (N+K−1) · log2((N+K−1))+4(N+K−1) multiplications

are required for the linear convolution via the frequency domain. If N = K, it is more efficient to use

10
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the FFT to calculate the linear convolution when N ≥ 18, compared to the linear convolution in the

time domain if only multiplications are considered.

In (2.10) a linear convolution between the playback signal and a single filter was made. For the adaptive

filters there will be a filter for each loudspeaker, meaning that the procedure must be repeated. The

transformation of u to the frequency domain is however only necessary once per segment since there

is only a single playback signal.

2.3.1 Block implementation of the frequency domain adaptive filters

In an online algorithm the whole playback signal is likely to be unknown. This could for example be the

case when using an intercommunication system to communicate between management and employees.

Here the playback signal will be delivered to the employees as the playback signal is being recorded,

making the whole signal unavailable. This causes problems when performing linear convolutions via

the frequency domain due to the need of zero padding the whole playback signal, as seen in (2.10).

Therefore a block implementation of the adaptive filters is considered alongside with the overlap-save

method. Here the samples of the playback signal will be stored in a buffer, when becoming available,

until the buffer is full, and the updating procedure will begin. The filters will therefore be updated on

a block by block basis, instead of a sample by sample basis. This consequently introduces a latency

based on the length of the buffer, but if an application such as the intercommunication system is

considered, the constant latency is not assumed be a problem, since the employee does not have a

reference of when the playback signal should be played. The length of the buffer is also dependent

on the length of the filters for the loudspeakers. As the necessary length of the filters is unknown for

now, the length of the buffer is to remain undetermined until later in the thesis.

In the overlap-save method, the time domain playback signal is partitioned into blocks of N samples

that overlap K − 1 samples with each other [15]. Here K is the length of the time domain filters. The

overlapping blocks are denoted as u(b) for b = 0,1,2,.... Each block is then convoluted with the filters

via the frequency domain and the first K − 1 samples are ignored [15][17]. The remaining samples

corresponds to the filtered block [15][17]. The filtered block is written as

y(b) = Last N −K + 1 samples of IDFT (DFT(u(b))�DFT ([q 0])) . (2.11)

The filtered blocks can then be concatenated which will corresponds to filtering of the non-partitioned

playback signal.

y = [y(0), y(1), y(2), ...]. (2.12)

The overlap-save method is illustrated in Figure 2.3.

11
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u

u(2)
u(1)

u(0)

N

K − 1

DFT DFT DFT
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�

�

DFT

IDFTIDFTIDFT

K − 1

y(2)y(1)y(0)

Discard

y

[
q
0

]

Figure 2.3: Illustration of the overlap-save method. Here � is the operation of elementwise
multiplication.

It is emphasized that (2.11) and (2.12) only describes the linear convolution via the frequency domain

with the overlap-save method between the playback signal and a single filter. The procedure must

be repeated for all filters, and similar operations with the room impulse response must be performed

to calculate the pressure in the measuring points. It is however not necessary to transform the time

domain filters and the time domain room model to the frequency domain for every new block if the

pressure in the measuring points is calculated in the frequency domain. With this procedure the room

model can be updated with the latest user location data directly in the frequency domain. This implies

that the corrections to the filters also can be made in the frequency domain, which further implies

that it is not necessary to transform the time domain filters to the frequency domain for every new

block. If the corrections to the filters are made in the frequency domain it is therefore only necessary

to transform the newest block of the playback signal to the frequency domain.

To summarize the structure of the frequency domain adaptive filters, newly available samples of the

playback signal are stored in a buffer until a whole block is available. Here a block of samples will

contain samples from the previous block due to the necessary overlap when using the overlap-save

method [15]. The block is then transformed to the frequency domain where it will be multiplied

with each of the frequency domain filters, creating a filtered block for each loudspeaker. Each of the

filtered blocks and the frequency domain room response is then used to calculate the pressure in each

12
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measuring point. The calculated pressure is compared with a reference pressure and their difference

is used to make corrections in each of the filters. The correction of the filters are made based on the

gradient based optimization, see (2.9), where some number of iterations are calculated in order for

the filters to approach their optimal values for the current location of the users. When the corrections

to the filters are made, the playback signal must be filtered anew with the newly corrected filters in

order to be played by the loudspeakers. The filtering can be made in the time domain as a tap-delay

line, which would require to transform the corrected filters to the time domain. It can also be made

in the frequency domain by multiplying the frequency domain block of the playback signal with each

of the newly corrected filters, and the result transformed back to the time domain. In this thesis, the

reconstruction from the frequency domain is chosen due to the additional computational complexity

involved in first transforming all the filters to the time domain, and then performing the convolution

between the block of the playback signal and each of the filters. The reconstruction from the frequency

domain is made in the same manner as (2.11) and (2.12). An illustration of the frequency domain

adaptive filter structure and reconstruction of the filtered playback signal can be seen in Figure 2.4.

Block
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DFT
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filters
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Figure 2.4: Conceptual structure of the frequency domain adaptive filters together with the
reconstruction of the filtered playback signal. Here wide lines illustrate that the operation is done for
all loudspeakers/measuring points.

Before the ”Filter update mechanism”from Figure 2.4 can be designed, it is first and foremost necessary

to create the model of the reproduction system describing the pressure in the measuring points, and

elaborate how the reference pressure is created.
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Modelling the reproduction
system 3

In this chapter, a model describing the reproduction system will be derived. The reproduction

system consists of a number of loudspeakers in a known constellation. Each loudspeaker is equipped

with a controllable filter, which filters the playback signal before being played. It is assumed

that all loudspeaker signals are synchronized. The reproduction system furthermore consists of the

environment in which the loudspeakers are emitting sound.

3.1 Room acoustics

As the first step in modelling the reproduction system, this section seeks to create an expression

describing the reproduction of a signal with a single loudspeaker and a single location in a specified

environment.

Essentially, a loudspeaker is a transducer converting electrical energy to mechanical energy [18]. When

a signal is fed to a loudspeaker, the diaphragm in the loudspeaker is moved according to the signal [18].

This movement of the diaphragm creates a difference in pressure of the fluid in which the loudspeaker

is placed, and that pressure difference creates sound waves [19]. The movement of the diaphragm to

an input signal is approximately linear, assuming that amplitude and the frequency of the signal is

limited [20]. This limit is determined by mechanical constraints of the loudspeaker [20].

In order to create a simple model of the sound radiated from a loudspeaker, far-field conditions must

be met. If this condition is met, the radiated sound can be assumed a spherical wave radiated from a

point source, and the pressure of the wave follows the inverse distance law [20]. As a rule of thumb,

the far-field condition is met if the distance from the source is greater than two wave lengths [21]. The

far-field condition is therefore dependent on the frequency of the sound wave.

Furthermore, two methods of modelling the environment are considered. One method is to modelled

the environment as an anechoic environment, and the other method is to model it as a reflective

environment. An illustration of these two methods is seen in Figure 3.1. In the anechoic case, only the

direct path between the source and the measuring point is considered in the model. If the loudspeaker

have an omnidirectional radiation pattern, the model is simple to create, since the only variable in

the transfer function is the distance.

If the reflections of the sound in the environment is included, the complexity of the model increases.

The transfer function describing the relationship between a loudspeaker and a microphone is dependent

on the attenuation and delay of all the reflective paths [18]. This transfer function may only be

accurate for the specific locations of the loudspeaker and measuring point in the specific environment,

since a change of loudspeaker, measuring point or environment could change the reflective paths [18].
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Obtaining accurate delays and attenuations in an environment might not be an easy task, making

the transfer function hard to obtain. To simplify the transfer function, only the most dominant

reflections can be used. Since a reflection and the increased traveling distance of the reflective path

attenuates the sound wave [18], reflective paths of higher order can be assumed to contribute little to

the pressure in a measuring point. How many reflective paths to include in the model will depend on

the environment, since different materials reflects the sound differently [18]. An illustration of a 1st

and 2nd order reflection is seen in Figure 3.1(b). Even if few reflections are included in the model,

the model parameters are still hard to obtain, especially with a dynamic location of the measuring

point. Using this complex model could however result in better separation between sound zones, since

disturbance from another sound zone could be caused from reflections by the wall instead of only from

the direct path.

x

y

‖x− y‖2

(a) Illustration of an anechoic envi-
ronment.

x

y

(b) Illustration of a reflective environ-
ment.

Figure 3.1: Illustration of a room with anechoic conditions(a) and reflective conditions(b).

For this thesis it is desired to create adaptive filters that only relies on the location of users relative to

the loudspeakers in the reproduction system, thereby creating a general model which can be used in

multiple environments. If reflections are included in the model it is necessary to define the positions

of walls, objects etc. relative to the loudspeakers, which means that the model is likely to be unique

for the environment. This would make the adaptable filters difficult to apply in real life, since a new

model must be created for every different environment. It is therefore chosen to assume anechoic

conditions and creating a simple model of the environment, even though this might cause poorer

acoustical separation between the sound zones due to pressure contribution from reflections. How this

choice affects the sound zones will be examined in section 5.5.

Assuming that the loudspeaker have an omnidirectional radiation pattern and that anechoic and far-

field conditions are met, an acoustical transfer function from a loudspeaker to a measurement point

can be described as a delay and an attenuation [7].

Let y denote the location coordinates of the loudspeaker and x denote the location coordinates of

a measurement point. Here Cartesian coordinates are used. The attenuation of the sound pressure
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caused by the loudspeaker to the measurement point, can be calculated as [7]

α =
G

4π‖x− y‖2
, (3.1)

where G is a transformation factor between the signal strength of an input signal to the loudspeaker

and the pressure created by the loudspeaker.

The delay of a signal, when played by a loudspeaker, to a measuring point can be calculated as

τ =
‖x− y‖2

c
, (3.2)

where c is the propagation speed which for this thesis is the speed of sound in air and is assumed to

be 343 ms−1.

If the loudspeaker is placed in an anechoic environment, no reflections of the sound radiated from

the speaker will be present. Therefore, by combining (3.2) and (3.1) an acoustical transfer function

between a loudspeaker and a measuring point for an omnidirectional loudspeaker in anechoic conditions

can be described as

z(t) = αδ(t− τ), (3.3)

where t is continuous time and δ(·) is defined as

δ(t) =

{
1 if t = 0

0 otherwise
. (3.4)

Creating the acoustic transfer function in anechoic conditions is rather simple, as the only variable

is the distance between the loudspeaker and the measuring point. It is therefore easy to update the

transfer function when the measuring point is relocated.

If a signal, denoted as s(t), satisfies a loudspeakers linearity constraints and is played by said

loudspeaker, then the pressure contribution in the measuring point, p(t), can be modeled as a delayed

and attenuated version of s(t). This is calculated as

p(t) = s(t) ∗ z(t), (3.5)

where ∗ denotes linear convolution. A graphical interpretation of this model can be seen in Figure 3.2.

s(t) p(t)
z(t)

Figure 3.2: Illustration of modeled pressure p(t) of the delayed and attenuated signal s(t).

3.2 Frequency domain model of the reproduction system

In section 3.1 an expression describing the pressure in a given location from a single loudspeaker in

an anechoic environment was established, namely (3.5). This section aims to extend the findings

from section 3.1 and create a model describing the pressure contribution from multiple loudspeakers
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to multiple measuring points. The multiple measuring points are necessary in order to include both

acoustical bright and acoustical dark points as mentioned in section 2.1.

In an online algorithm the whole playback signal is usually unknown in which case a block

implementation of the algorithm can be used, as written in subsection 2.3.1. For the purpose of

establishing a model of the reproduction system, a block of the playback signal A is considered.

Let b = 0,1,2... denote block time and let uA(b) be a block of the discrete time playback signal A

consisting of N samples. The block is made according to the overlap-save method, also described in

subsection 2.3.1. The length of the time domain filters for the loudspeakers are of length K with the

relation between the block length of the filter length being N = 2K − 1.

Let L denote the total number of loudspeakers used in the reproduction system, and let their spatial

coordinates in the plane be denoted as yl ∈ R2 for l = {1,2,...,L}. Through this thesis a uniform linear

loudspeaker array with 20 loudspeakers and 5 cm between the center of the loudspeakers is considered.

It is furthermore chosen to use the center of the loudspeaker array as origin of the Cartesian coordinate

system. The locations of the loudspeakers are thus defined as

yl =

[
0.05 · (l − 10.5)

0

]
for l = {1,2,...,L}. (3.6)

Now M measuring points are defined in the environment and their spatial coordinates in the plane

are denoted as

xm(b) ∈ R2 for m = {1,2,...,M}. (3.7)

Here the measuring points can be moved according to the locations of the users and the measuring

points are therefore a function of the block time.

When uA(b) has been filtered with each of the L filters and being played by the loudspeakers, the total

pressure contribution in a measuring point is calculated as a sum of the pressure contribution from

all loudspeakers [1]. The end goal is therefore to formulate an expression of the pressure contribution

in all measuring points, when the contribution from all the loudspeakers are summed.

The acoustical transfer function from the l’th loudspeaker to the m’th measuring point is made by

transforming (3.3) to the discrete frequency domain and is calculated as

Zm,l(ω,b) =
G

4π‖xm(b)− yl‖2
e−jωτl,m(b), (3.8)

where ω denotes discrete radial frequency, τl,m(b) is the propagation delay of sound in air from the

l’th loudspeaker to the m’th measuring point at block time b.

Now let H(ω,b) ∈ CM×L denote a matrix containing the acoustical transfer function from all

loudspeakers to all measuring points for a given frequency

H(ω,b) =

Z1,1(ω,b) . . . Z1,L(ω,b)
...

. . .
...

ZM,1(ω,b) . . . ZM,L(ω,b)

 . (3.9)
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For a discrete N point uniform Fourier transform, a transfer function matrix for all frequency bins is

denoted as H(b) ∈ CM ·N×L·N and formed by

H(b) =


H(ω0,b)

H(ω1,b) 0
. . .

0 H(ωN−1,b)

 . (3.10)

It is worth noting, that every time new location data of the measuring points becomes available, the

transfer function matrix H(b) must be updated.

Let UA(b) be the N point discrete Fourier transform of the block of the playback signal, uA(b), and

let QA,l(b) be the N point discrete Fourier transform of the lth time domain filter associated with

playback signal A where K − 1 zeros have been padded to the end.

The playback signal must be filtered with the filters for all L loudspeakers, which happens in the

form of multiplications in the frequency domain. It is desired to form an expression where UA(b) is

elementwise multiplied with QA,l(b) for all l, in order to calculate the filtered playback signal to be

played by all loudspeakers.

Now let UA(b) ∈ CL·N×L·N be an expression for the replication of all frequency components which is

defined as

UA(b) = diag (UA(ω0,b), UA(ω1,b), ..., UA(ωN−1,b))⊗ I, (3.11)

where I is an L-by-L identity matrix and ⊗ is the Kronecker product.

For the frequency domain filters, let

QA(ω,b) = [QA,1(ω,b), QA,2(ω,b), ..., QA,L(ω,b)], (3.12)

and let QA(b) ∈ CL·N×1 be a vector containing the filter coefficients for all loudspeakers for all

frequencies.

QA(b) = [QA(ω0,b), QA(ω1,b), ..., QA(ωN−1,b)]T . (3.13)

The filtered playback signal A for all loudspeakers can be calculated as UA(b)QA(b), and the modelled

pressure in all measuring points, contributed by all loudspeakers from playback signal A, which is

denoted as PA(b) ∈ CM ·N×1, is calculated as

PA(b) = H(b)UA(b)QA(b). (3.14)

The expression in (3.14) thus models the pressure in all measuring points in the frequency domain

under anechoic and far-field conditions when a block of the playback signal A is filtered and played by

all loudspeakers. An illustration of the model is shown in Figure 3.3. The model will be used when

optimizing the filters QA(b) such that the reference pressure is obtained.
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Figure 3.3: Illustration of (3.14), with shown transfer functions from loudspeaker y2 to the measuring
points x1 and xm.

In (3.14) the pressure contribution from the filtered playback signal A is modelled. When modelling

the pressure contribution from the filtered playback signal B, a similar expression is formed. Their

difference is that playback signal B and its associated filters are used instead of UA(b) and QA(b).

3.2.1 Model of reproduction system with signal compensation

The pressure model in (3.14) models the pressure contributed from playback signal A independently

of playback signal B. The filters associated with playback signal A should therefore ideally remove all

pressure contribution from playback signal A in measuring points belonging to sound zone B. If the

two playback signals contains some of the same frequency components removing these should not be

necessary since these frequency components should be available in both sound zones. By including

both filtered playback signals when calculating the pressure contribution, it might be possible to

compensate for contributions from the filtered playback signal B when calculating the filters associated

with playback signal A. This compensation might lower the array effort while maintaining the same

level of reproduction error compared to the model from (3.14).

In the frequency domain, the b’th block of playback signal B and its associated filters are denoted as

UB(b) and QB(b) respectively, and they are defined in the same manner as with playback signal A and

its associated filters, which is seen in (3.11) and (3.13). The pressure contribution in the measuring

points contributed from both playback signals is calculated as

PC(b) = H(b)
(
UA(b)QA(b) + UB(b)QB(b)

)
. (3.15)

Compared to the expression in (3.14), the expression in (3.15) can be used when making corrections

to the filters associated with both playback signal A and B. It will be tested in section 5.2 if there is

any benefit in compensating for the filtered playback signal B when correcting the filters associated

with playback signal A and vice versa. An illustration of the pressure contribution in the measuring

point for two playback signals, can be seen in Figure 3.4.
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Figure 3.4: Illustration of (3.15), with shown transfer functions from loudspeaker y2 to the measuring
points x1 and xm.

3.3 Formulation of reference pressure

As written in section 2.2 it is decided to formulate an optimization problem based on pressure

matching. This method evaluates the filters ability to create the target signal, or reference pressure,

in the measuring points. This section aims to formulate said reference pressure.

3.3.1 Constellation of measuring points

The reference pressure describes an intended or target pressure in all M measuring points, which

makes it dependent on the location of the measuring points. In section 2.1 it was chosen to define two

sound zones, and it is desired to control the reproduced sound field in these two zones. How the sound

field behaves outside of the two sound zones is of no interest, and a measuring point will therefore

either belong to sound zone A or sound zone B. As to not indirectly weight the importance of the

reproduced sound field when defining the optimization problem, M/2 measuring points are allocated

to sound zone A, and M/2 measuring points are allocated to sound zone B.

It is now necessary to define the constellation of the measuring points inside a sound zone. As the

location of the sound zones are based on the latest location data of the two users, so must the measuring

points be, such that the measuring points follows the user. It is therefore decided to define a measuring

point in the coordinates of the latest user location data. The rest M/2−1 points belonging to a sound

zone are then uniformly placed on the circumference of a circle with center in the coordinate of the

latest user location data and a radius of 25 cm. The choice of the radius is based on the choice of

a single user inside each sound zone. There is therefore no benefit in controlling the sound field in a
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too large area. If the radius is increased it will also be easier for the two sound zones to overlap if

the users are located close to each other. An illustration of the placement of the measuring points in

sound zone A and B for M = 22 is seen in Figure 3.5.

PosA PosB

Sound zone A Sound zone B

25 cm

Figure 3.5: Choice of measuring points in the two sound zones based on the location data of user
A and B with M = 22. Here bright measuring points associated with playback signal A and B are
illustrated as and respectively.

3.3.2 Reference pressure without signal compensation

This section will formulate the reference pressure for the signal model without signal compensation,

which is written in (3.14). In section 2.1 the approach for creating the two sound zones was, that for

playback signal A, sound zone A must be acoustically bright and sound zone B must be acoustically

dark. The opposite applies for playback signal B. Based on the chosen placement of the measuring

points written above, a measuring point is therefore either acoustically bright or dark.

Ideally the target signal in an acoustically bright measuring point is the playback signal with no

alterations. This is however an optimistic goal because moving the measuring point further away from

the loudspeakers would require for the filters to increase the gain of the signal fed to the loudspeakers.

There will thus be a point where the loudspeakers becomes nonlinear [20] or simply unable to play

loud enough. The reference pressure is therefore attenuated according to the inverse distance law,

based on the distance from the loudspeaker array. The location of the loudspeaker array was specified

in (3.6), and the center of this array is used as a global reference point for calculating the distance to

a measuring point when creating the reference pressure.

There will furthermore exists a propagation delay from the global reference point to the measuring

points. By combining the attenuation and the delay, the acoustical transfer function from (3.8) is

again obtained, but with minor changes since the delay and attenuation is calculated based on the

distance to the global reference point and not the loudspeakers. This is written as

Zr,m(ω,b) =
1

4π‖xm(b)‖2
e−jω‖xm(b)‖2/343. (3.16)

Thus the reference pressure at a given frequency becomes an attenuated and delayed version of the

playback signal if a measuring point is acoustically bright. If a measuring point is acoustically dark,
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then there will ideally be no pressure contribution from the loudspeakers in said measuring point. The

reference pressure associated with playback signal A is therefore defined as

Pr,A(ω,b) ∈ CM×1 =

{
UA(ω,b)Zr,m(ω,b) if xm(b) is a bright point

0 if xm(b) is a dark point
, for m = {1,2,...,M} (3.17)

for a given angular frequency of the b’th block of playback signal A.

The reference pressure for allN angular frequencies are now concatenated such that there is compliance

between the modelled pressure, described in (3.14), and the reference pressure associated with playback

signal A which is denoted as Pr,A(b) ∈ CM ·N×1. The reference pressure is structured as

Pr,A(b) = [Pr,A(ω0,b)T , Pr,A(ω1,b)T ,..., Pr,A(ωN−1,b)T ]T . (3.18)

Just as with the acoustical transfer function, H(b) from (3.10), the reference pressure must be updated

when new location data of the measuring points becomes available. It is furthermore necessary to

update the reference pressure when a new block of the playback signal becomes available.

The reference pressure for playback signal A is illustrated in Figure 3.6(a). Creating the reference

pressure associated with playback signal B, denoted as Pr,B(b), follows the same procedure as for

playback signal A, but the bright measuring points are now dark and vice versa. This is illustrated

in Figure 3.6(b). When playback signal A and B has been filtered by their associated filters, the

two filtered signals must be added together and be played by the loudspeakers. The sum of the

reference pressure associated with playback signal A and B should therefore be completely separated

with respect to which playback signal is available in the measuring points. This is illustrated in

Figure 3.6(c), and will be the case since no measuring point can belong to both zone A and B by

definition.

+ =

a) b) c)

Figure 3.6: a) Illustration of reference pressure associated with playback signal A , b) Illustration of
reference pressure associated with playback signal B , c) Sum of the two reference pressures. The
white circles illustrate acoustically dark measuring points.

3.3.3 Reference pressure with signal compensation

The reference pressure for the signal model with signal compensation, described in (3.15), is formulated

a little different than the reference pressure without signal compensation. The placement of the

measuring points and whether a measuring point belongs to sound zone A or B is identical to the

reference pressure without signal compensation. So is the method of defining the target signal in a

measuring point for the two playback signals.

Since both playback signals are present in (3.15), which models the pressure contribution in all

measuring points regardless of them belonging to zone A or B, it will also be necessary to include both
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playback signals in the reference pressure. The sound zones must still be separated, meaning that

playback signal A only is available in the measuring points belonging to zone A and vice versa. This

is illustrated in Figure 3.6(c). For a given angular frequency and block of the two playback signals,

the reference pressure in all measuring points is defined as

Pr,C(ω,b) ∈ CM×1 =

{
UA(ω,b)Zr,m(ω,b) if xm(b) belongs to zone A

UB(ω,b)Zr,m(ω,b) if xm(b) belongs to zone B
, for m = {1,2,...,M}. (3.19)

The reference pressure for the signal model with signal compensation for all N angular frequencies in

all M measuring points is now denoted as Pr,C(b) ∈ CM ·N×1 and defined as

Pr,C(b) = [Pr,C(ω0,b)T , Pr,C(ω1,b)T , ... Pr,C(ωN−1,b)T ]T . (3.20)

Thus a reference pressure for the signal model without signal compensation has been defined both

for playback signal A and B, which makes it possible to define an optimization problem without

signal compensation. Similarly a reference pressure has been created for the signal model with signal

compensation, and it is therefore possible to define two different optimization problems.

3.4 Practical limitation regarding the frequency range of the

playback signals

Before the definition of the two optimization problems, and how they are used to create an adaptive

filter algorithm, it is however necessary to address some practical limitations.

So far in the modelling of the reproduction system, the playback signal has been assumed to fulfill the

Nyquist sampling frequency criterion, as to not be aliased.

The modelling of the playback signal in the measuring points might suffer from spatial aliasing if the

playback signal is not further limited in its frequency range [22][23]. For the purpose of reproducing a

sound field in the measuring points, spatial aliasing can cause coloration to the perceived signal [24].

The spatial aliasing could cause the user to hear ”echos” of the playback signal [24], which is desired

to avoid.

The upper frequency limit before spatial aliasing occurs is determined by the angle between the

loudspeaker array and a measuring point and the formation of the loudspeakers in the array [22].

As written in the beginning of section 3.2, a uniform linear loudspeaker array with 20 loudspeakers

and 5 cm between the center of each loudspeaker is used. Here the angle perpendicular to the array

is defined as 0 degrees, and a measuring point can be located in the interval [−90◦; 90◦] as illustrated

in Figure 3.7.
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90◦−90◦

5 cm

0◦
Measuring

point

θ

Figure 3.7: Illustration of angle between a measuring point and the linear loudspeaker array.

For this configuration of the loudspeaker array, the upper frequency limit before spatial aliasing can

be calculated as [22]

fupper(θ) =
343

0.05(1 + | cos(θ)|)
. (3.21)

As seen in (3.21) the upper frequency limit before spatial aliasing is dependent on the angle, θ, meaning

that the upper frequency limit dependents on the location of the measuring point. In Figure 3.8 the

upper frequency limit before aliasing as a function of θ is illustrated.

Figure 3.8: Illustration of the upper frequency limit before spatial aliasing as a function of θ.
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As seen in Figure 3.8, to avoid spatial aliasing independently of the location of the measuring points,

the playback signal must not contain frequencies above 3430 Hz.

In order to fulfill the assumption of far-field conditions, which was mentioned in section 3.1, a

measuring point must be located at least two wave lengths from the loudspeaker. The wave length of

a sound wave is calculated as

λ =
343

f
, (3.22)

where f is the frequency of the sound wave. The inverse relation between the wave length and the

frequency would require that a measuring point should be located far from the loudspeaker if the

playback signal contains low frequencies. Therefore the playback signal is limited such that it do not

contain frequencies below 350 Hz. The far-field condition is then fulfilled if the distance between the

loudspeakers and a measuring point is greater than two meters.

In a real life scenario the physical limitation of the loudspeakers will also have an influence on the

reproducible frequencies of the playback signal [25]. Here the size of the diaphragm of a loudspeaker

puts a lower limit on the reproducible frequencies [25]. Similarly, a loudspeaker tends to become

more directional when producing high frequencies [25]. These limitations regarding the frequency

range unfortunately limits the applicable scenarios if the adaptive sound zones is applied as a stand

alone solution, since few people are assumed to be willing to listen to music with a frequency range

between 350-3430 Hz. Fortunately the hospital example mentioned in chapter 1, where messages are

delivered to hospital personnel over an intercommunication system, still seems possible due to the

limited frequency range of speech [26].

3.5 Choice of filter length

Another consideration to make, is regarding the length of the filters, which was denoted as N for

the frequency domain filters. The variable, N , determines the frequency resolution of the filtering,

but also the amount of calculations required to update the filters. A high frequency resolution is

desired since it allows for much finer adjustment of the playback signal, which could result in more

accurate reproduction of the playback signal in an acoustically bright zone, or higher separation

between acoustically bright and dark zones.

If the modeling of the pressure in the measuring points included reflection, i.e approximated a room

response, the length of the time domain filters should be at least as long as the room impulse response in

order to negate the pressure contribution of the reflections. Since the model does not include reflections

the minimum requirement of the filter length becomes more lax. The room impulse response in this

case, is only the direct path from a loudspeaker to a measuring point. The length of the filter therefore

depends on the greatest distance between a loudspeaker and a measuring point. Furthermore the filter

length will depend on the sampling frequency of the playback signal.

If the playback signal is limited such that spatial aliasing does not occur, it is in principle possible to

use a sampling frequency of 2 · 3430 = 6860 Hz. This is however an odd choice of sampling frequency,

which is not likely to be supported in many sound cards, which is why a sampling frequency of 8000 Hz

is chosen. With a sampling frequency of 8000 Hz, and requiring that the time domain filter length is

minimum as long as the length of the room impulse response, the minimum time domain filter length
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can be calculated as

Kmin =
d

c
fs, (3.23)

where d is the distance from a loudspeaker to a measuring point, c = 343 is the speed of sound in

air and fs = 8000 is the sampling frequency. For a time domain filter length of 256, a measuring

point must be no further than 10.98 meters from any loudspeaker in the loudspeaker array. This is

deemed as an adequate maximum distance for simulation purposes in this thesis. With the relation

between the length of the time domain filters and the frequency domain filters being N = 2K − 1,

and a sampling frequency of 8000 Hz, the frequency resolution becomes ∆f = 8000/511 = 15.66 Hz.

3.6 Choice of window function

So far a rectangular window has been assumed when transforming the playback signal to the frequency

domain. The window length is here equal to the block size, N . Using a rectangular window can however

result in the windowed playback signal not being periodic, which in turn can add high frequency

material to its spectrum [17]. When looking at the chosen frequency range of the playback signal

it is relatively close to half of the chosen sampling frequency. The added frequency material from

the rectangular windowing may therefore be present in the operating frequency range. It is therefore

chosen to use a Hann window function instead of the rectangular window since it has great dampening

of side lobes close to half the sampling frequency, and a relatively narrow main lobe [17].

The Hann window function is calculated as [17]

w(n) = sin2

(
πn

N − 1

)
,, (3.24)

where 0 ≤ n ≤ N − 1. Using the Hann window consequently means that it is not possible to

reconstruct the playback signal, since the amplitude of some time indexes of the window being zero.

It is therefore necessary to transform the playback signal with the rectangular window for the purpose

of reconstruction of the filtered playback signal, and transform the playback signal with the Hann

window for the purpose of correction of the filters. The later was previously denoted as UA(b) for

playback signal A, and it will now be redefined.

Let w ∈ RN×1 be a vector containing the Hann window and let its individual elements be calculated

according to (3.24). Before transforming the current block of the playback signal, uA(b), to the

frequency domain, its elements are multiplied with the elements of w. Now

UA(b) = DFT(w � uA(b)), (3.25)

where � denoted elementwise multiplication and DFT is an N point uniform discrete Fourier

transform. As before

UA(b) = diag (UA(ω0,b), UA(ω1,b), ..., UA(ωN−1,b))⊗ I, (3.26)

where I is an L-by-L identity matrix and ⊗ is the Kronecker product, which is done such that the

filtered playback signal A for all loudspeakers can be calculated as UA(b)QA(b).

The Hann window is also used in the same manner on playback signal B.
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This concludes the modelling of the reproduction system. A model describing the pressure contribution

in the measuring points when a block of the playback signal is filtered and played by the loudspeakers

have been formulated, alongside with a reference pressure for the same block. It is therefore possible to

formulate an optimization problem and design an adaptive filter algorithm such that dynamic sound

zones are created.
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Now that an expression for the pressure in all measuring points and the reference pressure has been

determined, it is possible to design the update procedure of the filters in an adaptive filter algorithm.

This will first be made for the signal model without signal compensation described in (3.14), with its

associated reference pressure from (3.18), and afterwards for the signal model with signal compensation

described in (3.15) and its reference pressure from (3.20).

To help the reader understand the variable names and their relation to each other, the adaptive filter

structure without signal compensation is illustrated in Figure 4.1 with variable names. The figure

illustrates the filter structure with respect to both playback signal A and B to give the reader an

understanding of the work flow from two playback signals as input to a single signal to be played

by the loudspeakers. This chapter will focus on formulating the ”Filter update mechanism” from

Figure 4.1.
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Figure 4.1: Adaptive filter structure with variable names for two playback signals as input, to an
output signal to the loudspeaker array.

4.1 Adaptive filter algorithm without signal compensation

This section aims to create an adaptive filter algorithm based on the signal model without signal

compensation from (3.14).

The first step in creating the adaptive filter algorithm, is to formulate the optimization problem. It

is here chosen only to show the derivations for the filters associated with playback signal A, namely

QA(b), since the derivation for QB(b) is nearly identical. The difference is which filters and which

playback signal is used when modeling the pressure in the measuring points, and how the reference

pressure is created.
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Defining the optimization problem requires the modelled pressure from (3.14) and the reference

pressure from (3.18), where both are calculated based on playback signal A and its associated filters.

It is furthermore decided to introduce regularization with regards to the input power of the filtered

playback signal to the loudspeaker array. The cost function is now defined as

JA(b) = ‖PA(b)−Pr,A(b)‖22 + β‖UA(b)QA(b)‖22 (4.1)

= PH
A (b)PA(b)− 2PH

A (b)Pr,A(b) + PH
r,A(b)Pr,A(b) + β‖UA(b)QA(b)‖22 (4.2)

= QH
A (b)UH

A (b)HH(b)H(b)UA(b)QA(b)− 2QH
A (b)UH

A (b)HH(b)Pr,A(b)

+ PH
r,A(b)Pr,A(b) + βQH

A (b)UH
A (b)UA(b)QA(b) (4.3)

= QH
A (b)RA(b)QA(b)− 2QH

A (b)rA(b) + PH
r,A(b)Pr,A(b)

+ βQH
A (b)UH

A (b)UA(b)QA(b), (4.4)

where RA(b) is the correlations matrix of H(b)UA(b), and rA(b) is the cross-correlation vector

between H(b)UA(b) and Pr,A(b), and β ≥ 0 is the regularization parameter.

If the cost function JA(b) is convex, then a global minimum can be found by using gradient based

optimization methods [27]. To simplify things β = 0, such that the regularization term becomes zero.

For the cost to be convex the hessian of the cost function must be positive semi-definite [27]. The

hessian of JA(b) w.r.t QA(b) is calculated as

∂2JA(b)

∂2 QA(b)
= 2RA(b) = 2UH

A (b)HH(b)H(b)UA(b). (4.5)

The hessian is positive semi-definite if and only if [27]

zH
(
UH
A (b)HH(b)H(b)UA(b)

)
z ≥ 0, (4.6)

where z is some vector. A matrix is positive semi-definite if and only if its eigenvalues are non negative

[27]. To show that the hessian contains only non negative eigenvalues, a singular value decomposition

(SVD) of H(b)UA(b) is made [28]

H(b)UA(b) = UΣV H , (4.7)

where U and V H are unitary and Σ contains real singular values [28]. By using the SVD the hessian

can be calculated as

UH
A (b)HH(b)H(b)UA(b) = V ΣTUHUΣV H (4.8)

= V ΣTΣV H . (4.9)

As the singular values are the square root of the non negative eigenvalues, and since the singular

values are real [28], the term ΣTΣ contains only non negative eigenvalues. The hessian is therefore

positive semi-definite, and the cost function is therefore convex. Applying the same procedure on the

regularization term, β‖UA(b)QA(b)‖22 for β > 0, will show that this term is also convex. As the sum

of two convex functions is also a convex function [27], the cost function from (4.1) is convex.

Since the cost function is convex, the global minimum is in the direction of the negative gradient of

the cost [27]. The derivative of the cost function w.r.t QA(b) is therefore computed, such that the

gradient can be used to correct the filters.

∇JA(b) = 2RA(b)QA(b)− 2rA(b) + 2βUH
A (b)UA(b)QA(b) (4.10)

= 2
(
RA(b)QA(b)− rA(b) + βUH

A (b)UA(b)QA(b)
)
. (4.11)
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Note that the correlation, RA(b), and cross-correlation, rA(b), from (4.11), in this case are circular

correlations, due to the periodic nature of the discrete frequency domain [15]. As a consequence, the N

frequency domain filter weights do not corresponds to the K = N/2 time domain weights [15]. To have

equivalence between the time- and frequency domain, a linear correlation and linear cross-correlation

must be used instead of a circular [15]. The gradient is therefore constrained such that the circular

correlation and cross-correlation becomes equivalent to the linear correlation and cross-correlation. At

the same time a notation to increase the readability is introduced.

σ(X) = FFT

([
first K elements of IFFT(X)

0

])
, (4.12)

where X ∈ CL·N×1 is a vector of the same shape as the gradient from (4.11), and FFT() and IFFT()

calculates the discrete- and inverse discrete Fourier transform on all frequency bins belonging to the

individual loudspeakers. Since 20 loudspeakers are used, 20 FFTs and 20 IFFTs are calculated when

constraining the gradient.

The constrained gradient is written as

ΦA(b) = σ(∇JA(b)). (4.13)

Using the unconstrained gradient could result in faster converges, but it will result in a larger

misadjustement [15]. It will be necessary to calculate twice as many iterations for the unconstrained

gradient to obtain the same level of misadjustment as the constrained gradient [15].

If the equivalence between the time- and frequency domain filters is ignored, it is now examined if

constraining the gradient is more computational efficient than not constraining it, if a specific level of

misadjustment is required. Later, in (4.15) to (4.18) it will be shown how the filter update step can be

calculated with only matrix-vector products. If a specific misadjustment is desired, every iteration for

the constrained gradient requires two iterations with the unconstrained gradient [15]. Assuming that

all matrices are of size N by N and all vectors are of size N, using the unconstrained gradient will result

in 4N2 [29] extra multiplications per iteration compared to the constrained gradient. Constraining the

gradient requires 20 FFTs and 20 IFFTs, which each requires N/2 · log2(N) multiplications [30]. The

constraining of the gradient therefore requires 20N log2(N) multiplications per iteration. For N > 22

it will be more efficient to constraint the gradient. For this application, N = 512 is the number of

frequency bins used, so even without including the number of loudspeakers and measuring points,

constraining the gradient is more computational efficient.

The filters can now be updated iteratively according to

QA(b,i+ 1) = QA(b,i)− µ

2
ΦA(b,i), (4.14)

where i = 0,1,... is an iteration counter and µ > 0 is a step size. For the filters to converge, the step

size can not be chosen arbitrarily large, and the requirements for convergence regarding the step size

will be discussed in subsection 4.1.1. First it is however desired to rearrange the order of calculations

when calculating the gradient such that products of two matrices can be avoided.

The gradient decent filter update step can also be written in an alternative form, with the following
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relations.

YA(b,i) = H(b)UA(b)QA(b,i) (4.15)

EA(b,i) = YA(b,i)−Pr,A(b) (4.16)

ΦA(b,i) = σ
(
UH
A (b)

(
HH(b)EA(b,i) + βUA(b)QA(b,i)

))
(4.17)

QA(b,i+ 1) = QA(b,i)− µΦA(b,i). (4.18)

Here YA(b,i) is the modelled pressure in the M measuring points, and EA(b,i) is the error between the

modelled pressure and the reference pressure. By rearranging it is possible to calculate (4.15) to (4.18)

with only matrix-vector products instead of matrix-matrix products, which reduces the computational

complexity.

4.1.1 Convergence criterion of the adaptive filter algorithm without signal

compensation

The value of the step size, µ > 0, determines how quickly the filters converges to their optimal values,

and how numerically close to closed form solution the filters can come [15]. Here a large step size

results in few iteration until convergence, but the numerical values of the filters can also be further

from the closed form filters [15]. This is due to the negative gradient ”pointing” in the direction of the

minimum and the step size determining how far to ”walk” in the direction of the negative gradient.

When close to the minimum, a large step size can result in ”missing” the minimum, and calculating

more iterations can thus result in continuing to miss the minimum without improving the solution,

given that the step size is constant. If a constant step size is used it is likely that there will be

difference between the filters found iteratively and the filters found as a closed form solution [15]. The

difference is also known as the excessive cost. Furthermore, if the step size is too large, the algorithm

will diverge [15]. This imposes a requirement upon the step size since the algorithm must be stable.

The requirements for µ to ensure convergence will now be shown. To simplify things, the unconstrained

gradient is used and rewritten as

∇JA(b) = 2
(

(RA(b) + βUH
A (b)UA(b))QA(b)− rA(b)

)
(4.19)

= 2
(

ΥQA(b)− υ
)
, (4.20)

where Υ is the hessian of the cost function. The filter update step can thus be written as

QA(b,i+ 1) = QA(b,i)− µ
(

ΥQA(b,i)− υ
)

(4.21)

= (I − µΥ)QA(b,i) + µυ, (4.22)

where I is an identity matrix. Previously it was shown that the cost function is convex and the hessian

is positive semi-definite.

Υ is hermitian and can be unitarily diagonalized [28], such that Υ = ΓΛΓH , where Γ is unitary and

Λ contains the non negative eigenvalues of the hessian in the diagonal. The update step can now be

written as

QA(b,i+ 1) = (I − µΓΛΓH)QA(b,i) + µυ. (4.23)

Since ΓΓH = I, the update step can be written as

QA(b,i+ 1) = Γ(I − µΛ)ΓHQA(b,i) + µυ. (4.24)
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Calculating the filters is an iterative process, and by expressing QA(b,i) in terms of QA(b,i − 1) the

following is obtained.

QA(b,i+ 1) = Γ(I − µΛ)ΓH
(

Γ(I − µΛ)ΓHQA(b,i− 1) + µυ
)

+ µυ (4.25)

= Γ(I − µΛ)(I − µΛ)ΓHQA(b,i− 1) + Γ(I − µΛ)ΓHµυ + µυ. (4.26)

If such an expansion is made until QA(b,i+ 1) is expressed in terms of QA(b,0), the update step will

include the expression

(I − µΛ)n (4.27)

where n is the number of iterations. In order for (4.18) to converge, (4.27) must converge as n increases.

This will require that

−I < (I − µΛ) < I. (4.28)

As the eigenvalues in Λ are non-negative, it is necessary that |µ| is smaller than the inverse of the largest

eigenvalue, such that scaling all the eigenvalues yields a positive number less than one. Therefore

−1 < (1− µλmax) < 1, (4.29)

where λmax is the largest eigenvalue. Solving for µ gives the requirement for the step size in order for

the filters to converge. This requirement is that

0 < µ <
2

λmax
. (4.30)

4.1.2 Improvements to the convergence rate

As seen in (4.30) the value of the step size, and therefore the convergence rate, is proportional to the

inverse of the largest eigenvalue of the hessian of the cost function. If there is a large spread of the

eigenvalues it will consequently mean that the convergence in the direction with small eigenvalues will

be slow [15]. To improve the convergence rate, it is therefore desired to normalize the gradient and to

decrease the spread of the eigenvalues.

It is possible to improve the convergence rate by computing a step size for each individual frequency

bin, where the step sizes are adapted individual from each other based on the power in the individual

frequency bins [15].

A step size for each individual frequency bin can be defined as

µk =
α

PA,k
, k = 0,1, . . . , N − 1, (4.31)

where PA,k is an estimate of the average power in the kth frequency bin of playback signal A and

α > 0 is a constant that scales the step sizes.

However when the algorithm operates in a non stationary environment, or if an estimate of the average

input power in each frequency bin is not available, it is possible to estimate it by the use of a recursion

[15]. In an online algorithm the whole playback signal will not be available, and it is therefore not

possible to calculate the average power in the frequency bins. The recursion is based on the idea of

convex combination and defined as [15]

PA,k(b) = γPA,k(b− 1) + (1− γ) |UA,k(b)|2 , k = 0,1, . . . ,N− 1, (4.32)
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where PA,k(b) is the estimated input power in the kth frequency bin at time block b. UA,k(b) is the

kth frequency bin of playback signal A. The parameter γ is a constant, chosen in the range 0 ≤ γ ≤ 1,

that controls the effective ”memory” in the recursion. γ is also referred to as the forgetting factor, as

the choice of γ determines how much of the previous estimated power are forgotten or kept.

Now let DA(b) ∈ RL·N×L·N be an expression for the replication of the power estimate for all

loudspeakers expressed for all frequencies.

DA(b) = diag((PA,0 + ε)−1(b), (PA,1 + ε)−1(b), . . . , (PA,N−1 + ε)−1(b))⊗ I, (4.33)

where ε > 0 is a small number in case Pk(b) = 0 and ⊗ is the Kronecker product.

By the calculated estimate of the input power, individual step sizes for all frequency bins for all filters

can be calculated. The new step size are defined as

µ(b) = αD(b). (4.34)

When applying these changes to the algorithm, the constrained gradient defined in (4.17) becomes

ΦA,imp(b,i) = σ
(
DA(b)UH

A (b)
(
HH(b)EA(b,i) + βUA(b)QA(b,i)

))
. (4.35)

As a linear correlation and cross-correlation is still desired when applying the inverse powers in each

individual frequency bin, DA(b) is applied in the gradient constraint. Furthermore the old step size

parameter µ have been replaced by α, which scales the new individual step size for all bins accordingly.

By normalizing the gradient with the inverse input power estimate, the contribution from UA(b) to

the eigenvalues of the hessian has been diminished, which can result in the spread of the eigenvalues of

the normalized hessian to also be diminished due to the individual adjustment. The scaling parameter,

α, must still be chosen such that the algorithm converges, and its maximum value is determined by the

inverse of the greatest eigenvalue of the now normalized hessian, but the eigenvalues are now smaller

due to the normalization. The filter update step from (4.18), is now modified as follows

QA(b,i+ 1) = QA(b,i)− αΦA,imp(b,i). (4.36)

Making an expression for updating the filters associated with playback signal B follows the same

procedure for playback signal A, and will therefore not be shown. The update steps are however

included in algorithm 1.

4.1.3 Algorithm with no signal compensation

In algorithm 1, pseudo code of the adaptive filter algorithm with no signal compensation is seen. To

emphasise that the derivations so far only have been for the filters associated with playback signal A,

the pseudo code for computing the filters associated with playback signal B is also included.
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Initialization:

QA(0,0) = LN by 1 zero vector;

QB(0,0) = LN by 1 zero vector;

α > 0;

β ≥ 0;

Computation:

for b = 1 to last block do

Calculate UA(b), as written in (3.26), with latest block of playback signal A;

Calculate UB(b), as written in (3.26), with latest block of playback signal B;

Compute desired response in zone A, Pr,A(b), with UA(b), as written in (3.18);

Compute desired response in zone B, Pr,B(b), with UB(b), as written in (3.18);

Update the inverse power estimate, DA(b), with UA(b), as written in (4.33);

Update the inverse power estimate, DB(b), with UB(b), as written in (4.33);

for i = 0 to iterations per block do

YA(b,i) = H(b)UA(b)QA(b,i);

YB(b,i) = H(b)UB(b)QB(b,i);

EA(b,i) = YA(b,i)−Pr,A(b);

EB(b,i) = YB(b,i)−Pr,B(b);

ΦA(b,i) = σ
(
DA(b)UH

A (b)
(
HH(b)EA(b,i) + βUA(b)QA(b,i)

))
;

ΦB(b,i) = σ
(
DB(b)UH

B (b)
(
HH(b)EB(b,i) + βUB(b)QB(b,i)

))
;

QA(b,i+ 1) = QA(b,i)− αΦA(b,i);

QB(b,i+ 1) = QB(b,i)− αΦB(b,i);

end

QA(b + 1,0) = QA(b,i);

QB(b + 1,0) = QB(b,i);

end

Algorithm 1: Pseudo code for the adaptive filter algorithm with no signal compensation.

4.1.4 Closed form expressing for signal model without signal compensation

For comparison reasons, an expression for calculating the filters as a closed form solution will now be

derived.

As it was found that the pressure matching cost function with no signal compensation is convex,

the optimal filters can be computed with the closed form expression of the cost. Using the gradient

(4.11), set it equal to zero and isolating the filters QA(b), the closed form filters for playback signal

A, QA,cf (b), are found and are defined as

QA,cf (b) = (UA(b)HH(b)HH(b)UA(b) + βUH
A (b)UA(b))−1UA(b)HH(b)HPr,A(b). (4.37)

Note that the closed form filters are a function of the block time, b, which means that the closed form

filters must be computed for every block if the parameters changes, since the closed from filters no

longer is guaranteed to be optimal.

Furthermore it is seen that the closed form expression uses a matrix inversion, which means that the

matrix to be inverted must be non singular [28]. This means that the hessian of the cost function

must be positive definite, instead of just positive semi-definite. The hessian is hermitian and will be
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positive definite if it has full rank [28]. For the hessian to have full rank both H(b) and UA(b) must

have full rank [28]. This will as a minimum require that M ≥ L, where M is the number of measuring

points and L is the number of loudspeakers, and that the diagonal of UA(b) is not zero.

4.2 Adaptive filter algorithm with signal compensation

This section aims to create an adaptive filter algorithm based on the pressure model were both playback

signals are included from (3.15) and the reference pressure from (3.20). The explanation of the various

steps involved in creating the filter update step is shortened compared to section 4.1, due to the

procedure of creating the filter update step being nearly identical.

The cost function of the pressure matching optimization problem with signal compensation and

regularization with regards to the filtered playback signals can now be defined as

JC(b) = ‖PC(b)−Pr,C(b)‖22 + β‖UA(b)QA(b)‖22 + β‖UB(b)QB(b)‖22 (4.38)

= ‖H(b)(UA(b)QA(b) + UB(b)QB(b))−Pr,C(b)‖22
+ β‖UA(b)QA(b)‖22 + β‖UB(b)QB(b)‖22. (4.39)

It is chosen to update QA(b) while assuming that QB(b) is a constant and vice versa. By doing so,

the hessian with respect to only QA(b) is calculated as

∂2JC(b)

∂2QA(b)
= 2UA(b)HH(b)HH(b)UA(b) + 2βUH

A (b)UA(b). (4.40)

It was shown that the cost function without signal compensation from (4.1) is convex. Since the

hessian of (4.1) is identical to the hessian in (4.40) when assuming QB(b) is constant, then the cost

function in (4.39) is also convex. Finding the hessian of (4.39) with respect to QB(b) while assuming

QA(b) is constant will show that (4.39) is still convex.

The gradient of (4.39) with respect to QA(b) is calculated as

∇QA(b)JC(b) = 2UA(b)HH(b)H
(
H(b)

(
UA(b)QA(b) + UB(b)QB(b)

)
−Pr,C(b)

)
+ 2βUH

A (b)UA(b)QA(b)). (4.41)

As before, to improve the rate of convergence, the gradient in (4.41) is normalize with respect to an

estimate of the input power of the block of the playback signal. Let PA,k(b) be the power estimate of

the k’th frequency bin of playback signal A and let it be calculated as

PA,k(b) = γPA,k(b− 1) + (1− γ)|UA,k(b)|2, (4.42)

where 0 ≤ γ ≤ 1, and UA,k(b) is the k’th frequency bin of the b’th block of playback signal A. Now

let

DA(b) = diag((PA,0 + ε)−1(b), (PA,1 + ε)−1(b), . . . , (PA,N−1 + ε)−1(b))⊗ I, (4.43)

where ε > 0 is a small number in case PA,k(b) = 0 and I is an L-by-L identity matrix.

As before, when no signal compensation was used, the gradient is constrained such the circular

correlation and cross-correlation corresponds to linear correlation and cross-correlation. Furthermore
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the constrained gradient is normalized by the input power estimate. The constrained normalized

gradient is calculated as

ΦA(b) = σ(DA(b)∇QA(b)JC(b)). (4.44)

The filter update steps becomes

QA(b,i+ 1) = QA(b,i)− α

2
ΦA(b,i), (4.45)

where α > 0 is the step size whose maximum values still is determined by the inverse of the largest

eigenvalue of the normalized hessian, with respect to QA(b), of JC(b).

Making an update step for QB(b) will not be shown since the procedure is the same as for QA(b).

The difference is which variable the gradient is calculated with respect to. The update will however

be shown in algorithm 2.

4.2.1 Algorithm with signal compensation

Now the algorithm for the adaptive filter with signal compensation is written as pseudo code, which

is seen in algorithm 2. Here the calculations of the gradient from (4.41) is rearranged such that only

matrix-vector products are needed instead of matrix-matrix products.

Initialization:

QA(0,0) = LN by 1 zero vector;

QB(0,0) = LN by 1 zero vector;

α > 0;

β ≥ 0;

Computation:

for b = 1 to last block do

Calculate UA(b), as written in (3.26), with latest block of playback signal A;

Calculate UB(b), as written in (3.26), with latest block of playback signal B;

Compute desired response, Pr,C(b), as written in (3.20);

Update the inverse power estimate, DA(b), with UA(b) as written in (4.43);

Update the inverse power estimate, DB(b), with UB(b) as written in (4.43);

for i = 0 to iterations per blocks do

YC(b,i) = H(b)(UA(b)QA(b,i) + UB(b)QB(b,i));

EC(b,i) = YC(b,i)−Pr,C(b);

ΦA(b,i) = σ
(
DA(b)UH

A (b)
(
HH(b)EC(b,i) + βUA(b)QA(b,i)

))
;

ΦB(b,i) = σ
(
DB(b)UH

B (b)
(
HH(b)EC(b,i) + βUB(b)QB(b,i)

))
;

QA(b,i+ 1) = QA(b,i)− αΦA(b,i);

QB(b,i+ 1) = QB(b,i)− αΦB(b,i);

end

QA(b + 1,0) = QA(b,i);

QB(b + 1,0) = QB(b,i);

end

Algorithm 2: Pseudo code for adaptive filter algorithm with signal compensation.

This concludes the design of the adaptive filter algorithms and it is now possible to test how they

perform with dynamic playback signals and sound zones.
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This chapter will focus on testing the adaptive filter algorithms. First the effect of the number

of iterations per block will be tested on the adaptive filter algorithm without signal compensation.

Second the two adaptive filter algorithms will be compared to each other, where their reproduced sound

field and array effort will be compared. This is followed by an estimate of the necessary memory and

computational complexity of using closed form filters compared to adaptive filters when creating the

two sound zones. Lastly the influence of the anechoic assumptions of the room model will be tested

by comparing simulations with real measurements in a room.

In all of the following tests the measuring points will be defined according to the description in

subsection 3.3.1, where PosA defines the center of sound zone A and PosB defines the center of sound

zone B. Since the adaptive filters will be compared to the closed form filters, both solutions must have

equally many measuring points to make it a fair comparison. The closed form filters require that there

are at least as many measuring points as there are loudspeakers, as described in subsection 4.1.4, and

therefore M = 22 measuring points will be used in all tests.

5.1 Effect of the number of iterations per block

So far the stopping criterion for correction of the filters for a specific block has not been discussed.

Either the correction for the block can be stopped when the difference in cost between two subsequent

iterations of the filters becomes less than some threshold, or a fixed number of iterations per block

can be calculated.

In the context of an online algorithm, there will exists a time limit for when the filtered playback

signal must be available. Due to a fixed time limit, it will therefore make sense to calculate a fixed

number of iterations per block, and this section aims to evaluate the effect on the solution of how

many iterations are calculated.

For this test, algorithm 1 is used where it is chosen that sound zone A is bright and sound zone B is

dark. This means that UB(b) = 0 ∀ b. Now UA(b) ∀ b is assumed to be an L · N × L · N identity

matrix, and the measuring points are defined according to the description in subsection 3.3.1 with

PosA = [2.4, 3.3]T and PosB = [−2.4, 3.3]T . The regularization parameter is set to β = 0.001, the

step size is defined as α = 2 and the forgetting factor is set to γ = 0.5. The filters are initialized as

0, but ”warm start” is used every block. For every block the cost, JA(b) from (4.1) is computed. Now

let

∆JA(b) = JA(b− 1)− JA(b) (5.1)

be the difference between the cost of the current and previous block. The adaptive filter algorithm
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is stopped when ∆J(b) < 0.01. The number of blocks calculated to reach the threshold for different

number of iterations per block is listed in Table 5.1. This is listed along with the corresponding run

time of the algorithm in real life, with an output of 256 samples per block and a sampling frequency

of 8000 Hz.

Iteration per block Blocks until ∆J < 0.01 Seconds until ∆J < 0.01

1 182 5.82

2 119 3.81

5 66 2.11

10 40 1.28

Table 5.1: The number of computed blocks for different number of iterations per block until
∆JA(b) < 0.01.

It is no surprise that calculating more iterations per block results in faster convergence. What needs

to be considered, is what additional iterations per block would mean for a user who has to listen to

the reproduced sound field. Therefore the closed form filters from (4.37) is used as comparison. The

closed form filters are calculated with the same configuration as the adaptive filters, and the cost when

using the closed form filters is denoted as Jcf . The difference in cost between the closed form filters

and the adaptive filters is denoted as Jex(b) = JA(b) − Jcf , and is now calculated for the adaptive

filters with one iteration per block after the 182 blocks. This gives

Jex(182) = J(182)− Jcf = 1.03 (5.2)

which is not considered to be much since the setup contains 22 measuring points, 20 loudspeakers and

the length of the frequency domain filters being 512.

The test results from Table 5.1 is however for a static playback signal. In an online algorithm the

change in UA(b) from block to block is likely to have an influence on the necessary number of iterations

per block to obtain a steady convergence.

The effect of different numbers of iterations per block with dynamic playback signals is now tested.

The test specifications are identical to previously, except that the current block of the playback signal

is used to calculate UA(b) for the adaptive filters and the cost of both the adaptive filters and the

closed form filters. For each block the excessive cost, Jex(b) is calculated and saved. The results are

illustrated in Figure 5.1 and Figure 5.2, where the playback signals are a selected time interval of

”Serve the Servant” by Nirvana and ”You Spin Me Round” by Dead or Alive respectively.
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Figure 5.1: Illustration of the excessive cost for the playback signal ”Serve the Servant” by Nirvana,
with different number of iterations per block.

It can be seen in Figure 5.1, that the adaptive filters still converges towards the closed form filters

for the chosen number of iterations per block. It can however also be seen that when only using one

iteration per block, the excessive cost varies relative much from block to block. It can also be seen

that using 10 iterations per block yields little decrease in the excessive cost compared to only using

5 iterations per block. Using twice as many iterations per block therefore seems wastefully for this

choice of playback signal, as there is little difference in the excessive cost, and since the excessive cost

varies little from block to block.

Figure 5.2: Illustration of the excessive cost for the playback signal ”You Spin Me Round” by Dead or
Alive, with different number of iterations per block.
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Figure 5.2 tells the same story as Figure 5.1, but it is here more apparent that using only 1 and 2

iterations per block results in the excessive cost being more influenced by the playback signal.

5.1.1 Influence in cost with dynamic sound zones

From the results illustrated in Figure 5.1 and Figure 5.2, it seems that 5 iterations per block is a

balanced choice between a steady and low excessive cost and few iterations per block, when the sound

zones are static. However, for dynamic sound zones, the cost is also influenced by the movement of

the sound zones from block to block. The cost associated with a specific constellation of measuring

points is likely to change if the constellation is changed. It should however be ensured that the cost

of the adaptive filters is not increased due to the speed of the movement of the sound zones. If this is

not ensured, the correction of the filters are too slow to follow the movement of the user, resulting in

sub-optimal dynamic sound zones.

For this test, algorithm 1 is used where UA(b) is again set to be an L ·N ×L ·N identity matrix and

UB(b) = 0 for all b, such that dynamic playback signals do not influence the cost. Sound zone B is

static, and has center in the location PosB = [−2.83, 2.83]T . Sound zone A is bright and initialized

in PosA = [2.83, 2.83]T . After 500 blocks it is moved clockwise on a circle circumference with center

in the center of the loudspeaker array and a radius of ‖PosA‖2 = 4. Sound zone A is moved with 1.4

meters per second, which is a fast walking speed [31], until it has been moved one meter. As reference

this is achieved after 22 blocks when 256 new samples are processed per block and with a sampling

frequency of 8000 Hz. For this test it has been pre-examined that the cost at the start position of

PosA is greater than the last position of PosA with the closed from solution of the same configuration.

This means that enough iterations per block should be calculated such that the cost only decreases

while moving.

The result is illustrated in Figure 5.3. It is here seen that 50 iterations per block is required for the

cost not to be influenced by the movement speed.

Figure 5.3: Illustration of the cost for the adaptive filters, where the spatial position of sound zone A
is changed with a movement speed of 1.4 m/s.
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The test is repeated, but now the movement speed of PosA is changed to 2.8 meters per second until

PosA has traveled one meter. The result is illustrated in Figure 5.4, where it is seen that 75 iterations

per block is necessary.

Figure 5.4: Illustration of the cost for the adaptive filters, where the spatial position of sound zone A
is changed with a movement speed of 2.8 m/s.

It thus seems like the movement speed of the sound zones has a far greater influence on the number of

iterations necessary per block, than the tested playback signals. It is no surprise that by moving with

a greater speed, a greater number of iterations per block is needed, if the cost should not be influenced

by the moving speed. It does however also mean that it is likely that the number of iterations per block

can be calculated based on the movement speed of the user. However, the convergence of the adaptive

filters also depends on the step size, which for these tests were chosen as α = 2. If α is decreased

it would naturally imply that the convergence rate decreases, and more iterations per block will be

required. The opposite implies if α is increased. As mentioned in subsection 4.1.1, the maximum

step size is determined by the eigenvalues of the hessian of the cost function, and it can therefore be

hard to determine a large step size in an online algorithm since the hessian is not constant. Therefore

determining the maximum number of iterations to calculate per block is also difficult.

5.2 Comparison of the two adaptive filter algorithms

So far two methods of creating the dynamic sound zones have been made. One which includes both

playback signals in the calculation of the filters of the two sound zones, and one where the filters for

one sound zone is calculated independent of the other playback signal. The two methods can be seen

in algorithm 2 and algorithm 1 respectively.

The two algorithms will be evaluated by comparing their ability to produce the reference sound field

in the measuring points, and compare it to the array effort required for producing the sound fields.

To do this a common measure of the ability to produce the sound field and calculate the array effort

must be established.
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5.2.1 Measure of array effort and ability to create the sound field

As written in section 2.1, the idea behind the creation of the filters with no signal compensation,

was that when the filtered playback signals are summed and played by the loudspeakers, the pressure

contribution in the measuring points should be equal to the sum of the reference pressure of zone A

and zone B. This is illustrated in Figure 5.5. The reference pressure for the method with no signal

compensation is created according to (3.18), and by summing the reference from playback signal A

and B, the reference pressure used in the method with signal compensation is obtained. This reference

is written in (3.20), and it will be used as the reference for both algorithms when evaluating their

ability to produce the sound field. The reference is denoted as Pr(b) where b is the block time.

+ =

a) b) c)

Figure 5.5: a) Illustration of reference pressure associated with playback signal A , b) Illustration of
reference pressure associated with playback signal B , c) Sum of the two reference pressures. The
white circles illustrates acoustically dark measuring points.

The signal to be played by a loudspeaker is a sum of the filtered playback signal A and the filtered

playback signal B. To simulate the pressure contribution in the measuring points, the model of the

room from (3.10) is used. The pressure contribution from all loudspeakers in the measuring points

when simulating the filtered playback signals can be calculated as

H(b)(UA(b)QA(b) + UB(b)QB(b)). (5.3)

A cost based on the difference between the simulated pressure contribution and the reference pressure

for a given block of the playback signals can then be formulated as

Jsim(b) = ‖H(b)(UA(b)QA(b) + UB(b)QB(b))−Pr(b)‖22, (5.4)

which will be used as a measure of how close the simulated sound field is to the reference. As seen,

(5.4) is nearly identical to the cost function used for formulating the adaptive filters with signal

compensation, which is written in (4.39), but the simulation cost do not include the regularization

terms.

The array effort is a measure of the energy required to produce the sound field. The signals to be

played by the loudspeakers is calculated as

UA(b)QA(b) + UB(b)QB(b), (5.5)

and the energy required to produce this sound field is calculated as

AE(b) = ‖UA(b)QA(b) + UB(b)QB(b)‖22. (5.6)
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5.2.2 Test and results

It is decided that for this test, no regularization will be used when running the algorithms, i.e β = 0,

in order to not influence either the reproduced sound field or array effort for the two algorithms with

the regularization terms.

Position A, which defines the location of sound zone A, is now defined as PosA = [2.4, 3.3]T and

position B is defined as PosB = [−2.4, 3.3]T . Both sound zones are static. At these coordinates the

center of the sound zones are located 4.08 meters from the center of the loudspeaker array.

Now Algorithm 1 and Algorithm 2 is run for 1000 blocks with 5 iterations per block. The iterations

per block is based on the findings from section 5.1. After each block, the current block of the playback

signals are filtered by the newly updated filters, and the cost from (5.4) and the array effort from (5.6)

is calculated and saved. This is done with α = 2 and γ = 0.5.

As for the choice of playback signal A and B, different combinations are used. With playback signal A

being a selected time interval of the song ”Smooth Criminal” by Michael Jackson and playback signal

B being a selected time interval of ”You Spin Me Round” by the band Dead or Alive, the cost when

using the two algorithms becomes as illustrated in Figure 5.6.

Figure 5.6: Cost of the two adaptive filter algorithms as a function of blocks with playback signal A
being ”Smooth Criminal” by Michael Jackson and playback signal B being ”You Spin Me Round” by
the band Dead or Alive.

It can be seen in Figure 5.6, that the simulation cost fluctuates much depending on the current block

of the playback signals. This makes it hard to tell which algorithm performs best. Therefore the ratio

between the cost of the two methods as a function of the blocks is calculated and is defined as

Ratio of cost (b) = log10

(
Jsim(b) with compensation

Jsim(b) without compensation

)
. (5.7)

Similarly, the ratio of the array effort is calculated as

Ratio of array effort (b) = log10

(
AE(b) with compensation

AE(b) without compensation

)
. (5.8)

The ratio of the cost and the array effort is illustrated in Figure 5.7.
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Figure 5.7: Ratio of cost and ratio of array effort between the two algorithms with playback signal A
being ”Smooth Criminal” by Michael Jackson and playback signal B being ”You Spin Me Round” by
the band Dead or Alive.

Since the ratio of cost is mostly positive until 100 blocks, it seems that the algorithm with signal

compensation converges slower than the algorithm without signal compensation. It can also be seen

that when converged, there is no great benefit of using one algorithm over the other with regards to

cost and array effort. Interestingly enough the ratio of the array effort indicates no clear benefit of

using the algorithm with signal compensation. It was expected that by using the signal compensation,

the same level of simulation cost could be achieved but with lower array effort, since one set of filters

would not have to remove pressure contribution of specific frequencies, if the frequencies should be

present in both sound zones. The results in Figure 5.7 however indicates that there is no clear benefit

of choosing one algorithm over the other.

By using a selected time interval of ”Serve the Servants”by Nirvana as playback signal A and a selected

time interval of ”Living on the Edge” by Aerosmith as playback signal B, the cost ratio and ratio of

array effort, illustrated in Figure 5.8, is obtained.

46



5. Test and comparison of adaptive algorithms Aalborg University

Figure 5.8: Ratio of cost and ratio of array effort between the two algorithms with playback signal A
being ”Serve the Servants”by Nirvana and playback signal B being ”Living on the Edge”by Aerosmith.

It can be seen in Figure 5.8 that the tendency of the ratios are similar. The algorithm with no signal

compensation converges quicker, but once converged, it seems that there is no clear benefit of choosing

one algorithm over the other with regards to cost and array effort.

5.3 Memory comparison of adaptive filters with closed form filters

In chapter 1, an example of creating dynamic sound zones with closed form sets of filters was made.

Here it was told that closed form sets of filters could be calculated for a number of spatially sampled

positions in the environment, and either cross-fading techniques between the filters or just using the

filters for the closest position of the users could be used. It was argued that this would require much

memory to store all the filters. This section aims to give an estimate of how much memory that can

be saved by using adaptive filters compared to closed form filters.

For time domain filtering, if 256-tap FIR filters are used in a 20 loudspeaker system, delivering playback

signal A to zone A while maintaining silence in zone B means storing 256 ·20 = 5,120 filter coefficients

in memory. The same applies for delivering playback signal B to zone B while maintaining silence

in zone A. For two specific static zones 10,240 filter coefficients must be stored. In the case of the

adaptive filter algorithms, the filter coefficients are stored in the frequency domain, and due to the

overlap-save method, the filters must be twice as long. Therefore it is necessary to store 20,480 filter

coefficients in memory, but these are updated as the location of the sound zones changes, meaning no

further memory is needed for filter coefficients.

As the closed form filters are calculated for specific locations of sound zone A and B, the closed form

filters must be calculated for every combination of locations of zone A and zone B in the environment.

In practice it can be chosen to only maintain signal in zone A and maintaining silence in zone B, and

then calculate the closed form filters for all location combinations. Delivering two playback signals

can then be done by choosing the two sets of filters where the location of zone A and B are switched.

One playback signal must then be filtered with one set of filters, while the other playback signal is

filtered with the other set. Therefore a single location configuration requires 5,120 filter coefficients.
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If a rectangular room that is 10 meters long and 5 meters wide is spatially sampled every 0.5 meters

in both directions, the room will contain (10/0.5 + 1) · (5/0.5 + 1) = 231 different locations for a

single sound zone. If the two sound zones can be located in all these locations independently of each

other, there exists 231 · 231 = 53,361 different combinations of the location of the two sound zones.

As it is necessary to store 5,120 filter coefficients for one combination of sound zone locations, it will

be necessary to store 53,361 · 5,120 = 273,208,320 filter coefficients for all combinations of the two

sound zones in the 10 by 5 meters room. If every filter coefficient is represented in 16 bits, the filter

coefficients will require

Memorytot =
273,208,320 · 16

10243
= 4.07 Gib = 0.51 GiB (5.9)

of memory. It is not known whether the spatial sampling is adequate, and therefore (5.9) can only

serve as an estimate of the necessary memory for the given room. It can however be seen that it is

not a trivial amount of memory. Especially when compared to the adaptive filters, which only would

require 40 KiB for a setup of the same configuration. The necessary memory for the adaptive filters

will not change as long as the filter length, number of sound zones and the number of loudspeakers is

kept constant. The necessary memory for the closed form filters will furthermore depend heavily on

the size and spatial sampling of the room.

5.4 Comparison of computational complexity

This section aims to estimate the computational complexity of calculating the closed form filters

together with the complexity of the adaptive filter algorithm. For the comparisons only the adaptive

filter algorithm without signal compensation will be used. The algorithm is found in algorithm 1.

Recall the variable N denoting the frequency domain filter length, L denoting the number of

loudspeakers and M denoting the number of measuring points where M ≥ L. Also recall that

H ∈ CM ·N×L·N , U ∈ CL·N×L·N and Pr ∈ CM ·N×1. In the comparison of the computational

complexity, UB(b) from Algorithm 1 is set to zero, such that zone B is silent. The algorithm then

reduces to finding a single set of filters, which is also the case when using the closed form solution.

When comparing the computational complexity the big O notation will be used. This gives an upper

bound of how the complexity of the different operations grows as the problem size is increased [32].

It is here chosen to show how the different variables, N , L and M influences the upper bound of

the complexity. The calculation of the closed form filters and the adaptive filters is partitioned into

intermediate calculations to give better insight in the complexity of the two methods. In Table 5.2 the

computational complexity for the intermediate operations involved when calculating the closed form

filters are listed [33][34].

Operation Complexity Note

var1 = HU O(ML2N3) U is sparse

var2 = varH1 var1 O(ML2N3)

var3 = UHU O((LN)3) U is sparse

var4 = (var2 + βvar3)
−1 O((LN)3)

var5 = varH1 Pr O(LMN2)

Qcf = var4var5 O((LN)2)

Table 5.2: Table of computational complexity for calculating the closed form filters.
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If M > L, the operation with the greatest complexity is the computation of var1 and var2 from

Table 5.2. It is also seen that four of the six intermediate operations grows with N3 and two grows

with L3.

Similarly, the computational complexity of the adaptive filter algorithm for a single update of the

filters is estimated. These are seen in Table 5.3.

Operation Complexity Note

var1 = U(b)Q(b) O((LN)2) U(b) is sparse

Y(b) = H(b)var1 O(MLN2)

var2 = βvar1 O(LN)

E(b) = Y(b)−Pr(b) O(MN)

var3 = HH(b)E(b) + var2 O(LMN2)

var4 = UH(b)var3 O((LN)2) U(b) is sparse

var5 = D(b)var4 O((LN)2) D(b) is sparse

Φ(b) = IFFT[var5] O(N log(N)) Must be done for each loudspeaker.

var5 = FFT

[
Φ(b)

0

]
O(N log(N)) Must be done for each loudspeaker.

Q(b + 1) = Q(b)− αvar5 O(LN)

Table 5.3: Table of computational complexity for calculating a single iteration of the filters with the
adaptive filter algorithm.

In Table 5.3 the greatest complexity is when calculating Y(b) and var3 if M > L. It is however also

seen that for all the intermediate computations, the complexity only grows squared instead of cubed.

It is however necessary to calculate multiple iterations of the adaptive filter algorithm as showed in

the results from section 5.1.

5.5 Anechoic assumption in a reflective environment

As it was decided in section 3.1 that the pressure model should only include acoustical transfer

functions from assumptions of anechoic conditions, it is of interest to investigate whether this

assumption is a fair assumption. Furthermore the results from the investigation will indicate how

alike the simulation are compared to practices. A test is therefore conducted which is found in

Appendix A.

The idea of the test is to compare simulated and recorded reproduction playback signals in both

sound zones. The simulated signal will be modeled as being in an anechoic environment, while the

recorded signal will consist of the playback signal with reflections and noise from the environment.

As the conversion factor between the strength of the simulated signal and the recorded signal is not

know, and since both signals are hard to synchronize, the comparison of the two environments will be

conducted by calculating the cross-talk (CT), which indicated the levels of acoustical separation. By

using CT the relative pressure difference between the bright sound zone and the dark sound zone is

used, such that no synchronization or conversion factors are needed.

The CT for a measuring point in each of the sound zones are defined as [5]

CT =
1

N

N∑
n=1

(
20 · log10

|PB(n)|
|PD(n)|

)
, (5.10)
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where PB(n) and PD(n) is the pressure in the bright and dark zone respectively at time n and N

being the total number of time domain samples.

For the test, four playback signals are used, where three of the playback signals are songs and one is

noise. By using different playback signals, and thereby different spectrums, it is believed that a more

general representation of what influence a reflective environment have on the CT is found.

Each of the playback signals are run through the computed closed form filters from (4.37), with U

being a L ·N by L ·N identity matrix. Here PosA = [2.4, 3.3]T defines sound zone A which is bright,

and PosB = [−2.4, 3.3]T defines sound zone B, which is dark.

The contribution from the filtered playback signal for each of the loudspeakers, is both simulated

and recorded in PosA and PosB. For each of the choices of the playback signal, the average CT for

samples equivalent to 60 seconds of recording are computed, and the results can be seen in Table 5.4.

Playback signal Sim. CT [dB] Rec. CT [dB] Sim. CT - Rec. CT [dB]

Michael Jackson -
Smooth Criminal

15.33 10.33 -5.00

Nirvana -
Serve the Servants

12.97 10.39 -2.58

Aerosmith -
Livin’ On The Edge

12.32 8.93 -3.39

Noise -
∼ N (µ = 0, σ = 0.2)

10.40 8.76 -1.64

Table 5.4: Results from the CT computed via simulations with the assumption of anechoic conditions,
and recordings from a reflective and noisy environment with the closed form filters.

From the results in Table 5.4 it can be seen that the average CT depends on the playback signal in

both the measured and simulated test. It can also be seen that the average recorded CT is constantly

lower than the simulated average CT. However the difference between the simulated and recorded CT

is not constant and is therefore also dependant on the playback signal.

To illustrate the cause of the lower CT in the recordings compared to the simulations, a selected part

of the test with ”Micheal Jackson - Smooth Criminal” is illustrated in Figure 5.9. It is here seen that in

the simulation, the relative amplitude difference between the bright and dark zone are large compared

to the recorded signals. Another interesting observation is the signal in the dark zone of the recording

after 600 samples. The signal in the dark zone looks similar to a delayed and attenuated version of

the signal in the bright zone. This delay and attenuation could be caused by a reflection of the sound

from a wall. It can also be seen that this reflection is not present in the simulated case.
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Figure 5.9: Simulated and recorded reproduction signal of ”Michael Jackson - Smooth Criminal” in
both the acoustical bright and dark zone for a chosen number of samples at approximately 18 sec. of
the playback signal.

Based on the presented results in Table 5.4 and Figure 5.9, the model used when calculating the filters

could be expanded such that it included reflection, if a better separation between the dark zone and

the bright zone is desired. To include reflections in the model will however require knowledge of where

the reflections are coming from, and to which degree the reflected signal is attenuated. On the other

hand if a general solutions is desired, that is independent on the environment, and only consider the

distance from the speaker to the measuring points that forms the sound zones, then the assumption

of anechoic conditions can be used on the compromise of lower separation.
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Discussion 6
The limitations of the frequency range of the playback signal when using the adaptive filters,

unfortunately also limits the applicable scenarios, since it is assumed that few are willing to listen

to music not having the full audible range etc. It will therefore be necessary to incorporate other

methods of creating sound zones for the frequencies not covered by the adaptable filters. In the high

frequency range, super directive turn able loudspeakers could for example be used. It is however still

argued that if a full audible frequency range is not a requirement, such as in the intercommunication

system example where the playback signals are speech, the adaptable filters could be used as a stand

alone solution.

The test from section 5.1 showed that dynamic sound zones require many additional iterations per

block if the cost should not be influenced by the speed of movement compared to static sound zones.

The test showed that 50 iterations per block is necessary when moving with 1.4 meters per second.

This could make the adaptive filter algorithm difficult to execute in real time, due to the need of

multiplying the rather large matrices and vectors. In a relative naive implementation of the adaptive

filter in MATLAB R2020a, it was experienced that 2 iterations per block can run in real time on a Intel

Core i5-4460 processor. This processor has 4 cores with 1 thread per core and a clock frequency of 3.2

GHz. The algorithm can however be heavily parallelized if enough hardware is available. Calculating

the pressure contribution in all the measuring points can be done parallel for both the individual

frequency bins, but also for the individual measuring points. Calculating the gradient of the cost

function can be done in parallel for all frequency bins and all loudspeakers. Constraining the gradient

can be done in parallel for all the loudspeakers, and updating the filters can be done parallel for all

frequency bins and for all loudspeakers. If a GPU is available for the adaptive filter algorithm, 50

iterations per block does not seem far-fetched for a real time implementation.

Another thing to consider regarding the number of iterations per block, is how this parameter is

chosen in an online algorithm. It was discussed in section 5.1 that the number of iterations per

block needed, would depend on the movement speed of the user, and also the step size used in the

algorithm, which in turn depends on the non constant hessian of the cost function. Furthermore, it was

experienced in simulations that different movement patterns of two dynamic sound zones influenced

the cost differently. It could therefore be that moving the sound zones in some pattern would require

additional iterations per block. How to chose a upper limit for the number of iterations per block in

an online algorithm is therefore a rather difficult question to answer.

In section 5.3 an estimate of the necessary memory for storing filter coefficients was made for closed

form filters in a spatially sampled room and for the adaptive filters. Through this thesis the sound

zones has only been defined for the horizontal plane. If the sound zones are created in three dimensions,

instead of two, the number of filter coefficients for the adaptive filters will only scale linearly with

the number of loudspeakers for such a setup. On the other hand for the closed form filters, the
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combinations of sound zones locations now scales cubed, instead of squared, with the resolution of the

spatial sampling, and so will the necessary memory. Similarly if an additional sound zone is defined,

the adaptive filter coefficients will still scale linearly. For the closed form filters, the combinations of

sound zone placements is now approximately the number of spatially sampled points cubed, instead

of squared when only two sound zones were used. This further emphasizing the advantage of the

adaptive filters from a memory perspective.

For this thesis, two adaptive filter algorithms had been created. It was expected that the algorithm

that incorporated both signals when updating the filters could obtain the same level of reproduction

error, as the algorithm which only used one, but with a lower array effort. The test from section 5.2

however showed that there was no clear benefit of choosing one algorithm over the other with respect

to reproduction error and array effort when using music as playback signals. It was manually checked

to some degree that the paired playback signals had a somewhat similar frequency spectrum, and it

was therefore surprising that the two methods produced such similar results.

When modelling the pressure contribution from the loudspeakers in the measuring points, the model

included only the direct path. The test in section 5.5 showed that there is a clear difference in the

acoustical separation of the sound zones between simulations an real measurements. This indicates

that the model is somewhat lacking if the highest separation is desired. However as discussed before,

it is simple to create and it is independent of the location of reflective objects. Creating a model with

reflection, while still modeling the pressure instead of measuring it, could be done by incorporating

mirror sources in the room model. As argued previously in this chapter, the algorithm is however

difficult to execute in real time without parallel hardware, and making the model more complex to

create, might therefore not be a desired choice.
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Through this thesis, there has been worked with the following research question:

”How can adaptive filters be constructed and applied for creating dynamic

sound zones?”

Two dynamic sound zones consisting of multiple dynamic measuring points were defined, and their

spatial locations was determined by user location data. It was defined that a playback signal should

be available in only a single sound zone. Creating the two sound zones, each with their own playback

signal, was done by filtering the playback signals with multiple adaptable FIR filters before being

reproduced by multiple loudspeakers in a known constellation.

The dynamic measuring points made it possible to create two dynamic models, that describes the

pressure contribution of the filtered playback signals in the measuring points when reproduced by

the loudspeakers. One model included both playback signals, and the other only included a single

playback signal. The two models were created to be independent of the environment in which the

sound zones are located.

By using a block implementation, that created overlapping blocks of the playback signals, transforming

these to the frequency domain, and defining and updating the dynamic model in the frequency domain,

it was possible to efficiently calculate the pressure contribution in the dynamic measuring points. The

block implementation furthermore allowed for efficient filtering of the playback signals.

By creating a reference pressure in the dynamic measuring points based on their spatial location and

the current block of playback signals, it was possible to define a convex optimization problem that

was used to minimize the difference between the modelled- and reference pressure, with the frequency

domain FIR filters as optimization variable.

The optimization problem was solved iteratively, which allowed for continuous correction of the FIR

filters, making them adaptable to any change in the dynamic measuring points. Here a fixed number

of iterations was calculate every block.

The two models showed to have equal reproduction error, and almost equal array effort in simulations.

The iterative optimization allowed for an adaptive filter algorithm with low memory requirement.

It was found that the movement speed of the dynamic sound zones greatly influenced the necessary

number of iterations per block, in order for the adaptable filters to only being influenced by the current

location of measurement points. For static sound zones, but dynamic playback signals, it was found

that five iterations per block was adequate to be nearly as good as filters calculated as a closed form

solution.
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Future works 8
In order to make an online algorithm, it will be necessary to know how many iterations per block to

calculate in order to determine an upper limit for the algorithms computational complexity. It will

therefore be advantageous to further study the influence of different movement patterns on the cost.

Furthermore, a scheme where the step size is varied dependent on the hessian of the cost function

could be implemented to increase the convergence rate, and thereby decrease the required number of

iterations per block.

Updating the transfer functions from all loudspeakers to all measuring points based on the latest user

location data is a rather computational expensive operation, and since it was done for every block

in this thesis, the operation was time consuming. It could therefore be advantageous to study how

often in practice it will be necessary to update the room model, and to what degree a user will be

influenced by the choice of update frequency. If a user can not hear the difference in the sound field

when only updating the room model every third block, then updating the room model every block

seems wasteful.

When one sound zone is in front of the other relative to the loudspeaker array, the acoustical separation

between the sound zones becomes very poor. To address this problem, a different loudspeaker setup

could be used. For example, if two loudspeaker arrays are used in a rectangular room, where the

arrays are placed on two perpendicular walls, the array for which the distance between the sound

zones are greatest could be used to produce the sound zones. This would consequently mean that the

source location of produced sound changes, which could confuse some users.

To increase the acoustical separation between sound zones, reflective paths could be included in the

room model. Here mirror sources could be used to model the reflections. It will here be necessary

to study how many reflections should be included to give a meaningful increase of the acoustical

separation. If a user is not able to perceive the increase in separation, additional reflections will only

increase the computational complexity.
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Test of the influence of a
reflective environment A

The purpose of this test is to investigate whether the assumption of anechoic conditions used in the

transfer functions is good in practice, when creating sound zones in reflective environments.

The idea of the test is to compare simulated and recorded reproduction playback signals. The simulated

signal will be modeled as being in an anechoic environment, while the recorded signal will consist of

reflections and noise from the environment. As the conversion factor between the strength of the

simulated signal and the recorded signal is not know and that both signals is hard to synchronize,

the comparison of the two environments will be conducted by using cross-talk (CT). By using CT the

relative difference between the pressure in the bright sound zone and the dark sound zone is used,

such that no synchronization or conversion factors are needed.

The CT for one measuring point in each of the sound zones are defined as [5]

CT =
1

N

N∑
n=1

(
20 · log10

|PB(n)|
|PD(n)|

)
, (A.1)

where PB(n) and PD(n) is the pressure in the bright and dark zone respectively at time n.

For the test four playback signals are used as the difference in spectrum might show a trend in the

CT. The playback signals are monophonic, shorted down to a duration of 60 sec picked in the middle

of the songs and bandpass filtered from 350 Hz to 3500 Hz. The playback signals used are

• Michael Jackson - Smooth Criminal

• Nirvana - Serve The Servants

• Aerosmith - Livin’ On The Edge

• Noise ∼ N (µ = 0, σ = 0.2)

Each of the playback signals are run through both the computed closed form filters, with a assumed

flat spectrum of magnitude one, and the filters obtained with the adaptive filter algorithm without

signal compensation. The measuring points used for the algorithms are as illustrated in Figure 3.5,

where the center point for sound zone A and B are chosen to be

PosA = [2.4, 3.3]T

PosB = [−2.4, 3.3]T .

In the algorithm the acoustically bright and dark sound zone is PosA and PosB respectively.

The parameters, if used in the algorithm, and measuring points for both algorithms are identical. The

choice of parameter values are picked as these seemed to work relatively well and is chosen to be

63



A. Test of the influence of a reflective environment Group 20gr1073

• β = 0.001 - array effort regularization

• γ = 0.5 - forgetting factor for input power

• α = 3 - gradient update step size

• one gradient update per input block

With the filtered playback signals, two things have to be done. First a simulated reproduced playback

signal in the center of both the bright and dark sound zone for all filtered playback signals are

computed. These individual simulated reproduction playback signals are used to compute the CT

for the assumption of anechoic conditions. Second, the filtered playback signals are played through a

loudspeaker array and the pressure in the two defined spatial positions for the two sound zones are

recorded. The measurements are recorded in a listening room of 8.09-by-7.35-by-2.87 meters (L-W-H),

where the center of the loudspeaker array are located against a wall in the center, which is defined

as the Cartesian coordinate (0,0). The test setup for the recordings can be seen in Figure A.1 and

Figure A.2 and the equipment used are listed in Table A.1.

Figure A.1: Picture of the test setup for the recordings of pressure in the acoustical bright and dark
sound zone for CT computations.

Equipment AAU/Serial No. Type

RME M-16 DA 86844 DA Converter

RME M-16 DA 86844 DA Converter

RME M-16 DA 108243 DA Converter

RME Fireface UCX - AD Converter

RME Fireface UFX+ 108249 Soundcard

7x150 W ICEPOWER amplifier 0001 Power amplifier

7x150 W ICEPOWER amplifier 0002 Power amplifier

7x150 W ICEPOWER amplifier 0003 Power amplifier

GRAS 40AZ, w. 26CC preamp 78161 Measuring microphone

GRAS 40AZ, w. 26CC preamp 78162 Measuring microphone

Microphone calibrator 94 dB ref. 20 µPa 78301 Brüel & Kjær - TYPE 4231

20 x 2 inch loudspeakers - Loudspeakers

MATLAB R2020a - Data processing software

Table A.1: Equipment for the room reflection impact on CT.

The individual recordings of the reproduction playback signals are used to compute the CT for
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Loudspeaker array

Power amplifier

D/A converter

Soundcard A/D converter

Computer

Mic 1 Mic 2

Figure A.2: The test setup for the recordings of pressure in the acoustical bright and dark sound zone
for CT computations.

a reflective environment. Remark that the recordings have been highpass filters with a 2. order

butterworth filter that have a cutoff frequency of 50 Hz before computing the CT. Furthermore the

CT for the adaptive filters is computed with the transient to the converged filters. The test results

can be seen in Table A.2.

Playback signal Filters Sim. CT [dB] Rec. CT [dB] Delta [dB]

Michael Jackson
Closed form 15.33 10.33 −5.00

Adaptive 15.65 10.53 −5.12

Nirvana
Closed form 12.97 10.39 −2.58

Adaptive 13.13 10.31 −2.82

Aerosmith
Closed form 12.32 8.93 −3.39

Adaptive 12.50 8.93 −3.57

Noise
Closed form 10.40 8.76 −1.64

Adaptive 10.50 8.82 −1.68

Table A.2: Results from the CT computed via simulations with the assumption of anechoic conditions
and recordings from a reflective and noisy environment.

Looking at the results from Table A.2 the CT varies relative much from playback signal to playback

signal, which indicate that the reflections have an impact on the CT. Furthermore the closed form

filters and the adaptive filters for the same playback signal tends to behave the same. It is also seen

that ”Michael Jackson - Smooth Criminal” differs from the other in that the difference between the CT

of the simulated and recorded are relative high compared to the other playback signals. To investigate

what the cause may be, the simulated and recorded reproduction signal, generated from the closed

form filters, for both the acoustical bright and dark zone are plotted, and is shown in Figure A.3.
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Figure A.3: Simulated and recorded reproduction signal of ”Michael Jackson - Smooth Criminal” in
both the acoustical bright and dark zone.

By inspection of the simulated reproduction signal plot, it is seen that the relative amplitude difference

from the acoustical bright and dark zone is high. The signal in the acoustical dark zone is caused by

that it is impossible to create perfect separable sound zones.

For the recorded reproduction signal it is seen that the relative difference is smaller. This is due to that

both the signals suffers from noise in the environment, that the recordings are conducted in a reflective

environment, that the speakers/speaker system may not produce the correct pressure and that it is

impossible to create perfect separable sound zones. The reflections in the environment are most likely

to cause the CT to fall the most, as the reflected signals will contribute to the measurements. An

example of this can be seen in Figure A.4. Here it is believed that a reflection from the bright sound

zone contributes to the pressure in the dark zone. As a reflection is a delayed and attenuated version

of the signal, which is also discussed in section 3.1. Furthermore it is assumed that the playback

signal ”Michael Jackson - Smooth Criminal” suffers the most in terms of CT, as the beat have abrupt

transitions to silence in a repeating manner. In these silent moments, contributions from the reflections

are present in the recordings. This can also explain why the reflective environment do not impact the

CT for noise as much, as there is almost no silent samples.

The test indicates that if the greatest separation, in terms of CT, between the sound zones is desired

then other assumptions than anechoic conditions should be considered. This could be to include the

transfer functions from the environment in the calculations of the filters.

66



A. Test of the influence of a reflective environment Aalborg University

0 200 400 600 800 1000 1200 1400 1600 1800

Samples

-0.1

-0.05

0

0.05

0.1

A
m

p
lit

u
d
e

Simulated signal in the acoustical bright

Simulated signal in the acoustical dark

0 200 400 600 800 1000 1200 1400 1600 1800

Samples

-0.4

-0.2

0

0.2

0.4

0.6

A
m

p
lit

u
d
e

Recorded signal in the acoustical bright

Recorded signal in the acoustical dark

Figure A.4: Simulated and recorded reproduction signal of ”Michael Jackson - Smooth Criminal” in
both the acoustical bright and dark zone zoomed in.

On the other hand if a general solutions is desired, that is independent on the environment and only

consider the distance from the speaker to the measuring points that forms the sound zone, then the

assumption of anechoic conditions can be used on the compromise of lower separation.
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