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1. INTRODUCTION 
 

This project report elucidates  the var ious goals and methods that were used during the 

project.  This chapter wil l  g ive a brief overview of the project and set up the goals of  

the project .  In this chapter the fol lowing wi l l  be discussed:  

•  A br ief overview of power electronics and their condit ion monitoring  

•  Formulat ion of the objective 

•  Definit ion of the goals  and del imitations of the project  

•  Steps involved in t he project  

 

1.1 USE OF CONDITION MONITORING AND POWER 

ELECTRONICS IN OFFSHORE ENERGY 
 

Condit ion monitor ing of wind turbines is  becoming more and more prevalent in  the 

wind industry  to keep turbines running at  optimum performanc e especial ly  offshore 

wind turbines,  s ince they are harder and more expensive to keep running opt imally[1] .  

Condit ion monitoring involves the observation of a wind turbines components to see if  

any changes in their behaviour can tel l  us of an incoming fault,  and it  has also been 

seen that robust  condit ion monitor ing has to potential  to reduce operations and 

maintenance costs s ignif icant ly by detecting a fault  before it  is  severe[2].  

When considering exist ing condit ion monitoring methods of a  wind turbine it  can be 

divided into different types based on the method of approach. Some main ways it  can 

be divided are as  fol lows [3]:  

•  Granularity:  A condit ion monitoring system can be appl ied at  the smallest  

subsystem level,  such as power electronics  or it  can also be appl ied on a much 

larger sca le l ike a whole wind farm.  

•  Intrusiveness:  A system can also be c lass if ied on the basis  of impact it  has on 

the component  being monitored. So a system involving vibration and oil  debris  

analys is would be considered as  intrus ive but a system involving power  signal  

monitoring would be considered non-intrusive.  

•  Prediction :  I f  a system is being designed to predict faults then it  would be a fault  

prognosis system whereas i f  it  was being designed to detect faults as they 

happen it  would be a  fault  detection syste m. 

When deciding which components to apply  condit ion monitoring to,  the fai lure rates  

and downtimes per  fa i lure need to be considered. Based on that,  prior ity needs to be 

given to components that are more l ikely to fai l  or those components who se fai lure can 

lead to long downtimes and high costs .  
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Condit ion monitor ing of wind turbines is  not a very recent  development,  so tradit ional 

methods of fault  detection and diagnosis have been applied, but  with the advent of  

increased computational power, one method in part icular seems to have a signif icant 

advantage when it  comes to condit ion monitoring and fault  detection and that is  

Machine Learning.  

Machine learning is  a method that involves bui lding a model from a l imited set of data 

and without much intervention fr om engineers.  As the name suggests,  a mod el based 

on machine learning wil l  be able to f ind underlying patterns which can be used to 

enhance the capabil i ty of the system to detect faults,  this process is  a cycl ical  one.  

Machine Learning can also be div ided into two broad categories,  superv ised lea rning,  

which predicts an output based on previously labelled data which it  has trained  on and 

unsuperv ised learning, which is  able to c lass ify data without label led inputs.  

 

Figure  1  Ba s i c  taxonomy o f  Mach ine  Learn ing  

 

1.2 GOALS AND OBJECTIVE OF THE PROJECT 
 

Based on the criter ia  stated in the previous section it  was decided that the system 

would be implemented on a single phase rectif ier using a non-intrusive method which 

involves measuring  the voltages in the system and that  it  w ould be a  fault  detection 

system, being able to detect the faults as they occur.  

So the main objective of this project is:  ”to design a fault  detection system for a single  

phase controlled rect i f ier  using machine learning”  

Based on the above objective the goals  of this project are as fol lows:  

•  Obtain practical  and appl ication based knowledge about machine learning .  

•  Design and implement a simple single phase controlled recti f ier .  

•  Collect data on healthy and faulty syst ems.  

•  Gain an understanding into how the algor ithms detect the faults in the system . 

•  Validate the algorithm using the data collected.  

 



  Master’s thesis report 

                Mohamed Ameen 

10 
 

1.3 DELIMITATIONS OF THE PROJECT 
 

The purpose of this project is  to implement a fault  detect ion system based on machine 

learning, but  one of the main drawback s of  machine learning is  that it  requires  a lot of 

data on healthy systems and faulty systems. Since there are no freely available datasets  

for wind turbines it  was decided that the data would be collected in a lab setup  and a 

simulat ion.  Both would then be subject  to  emulated faults to collect data on faulty  

systems.  The device was chosen to be a s ingle phase control led rectif ier  because the 

focus of  this project  is  to be on the machine learning aspect and not on the mod ell ing 

and control of the devices and the single  phase control led rectif ier is  re latively simpler 

than a three phase controlled rect if ier to model and introduce faults into.  

 

1.4 METHOD OF THE PROJECT 
 

To accomplish the goals that have been set  for this p roject,  the fol lowing steps were 

devised:  

Step 1: Studying machine learning algorithms :  Machine learning algorithms need to be 

studied to determine which algorithms are the best suited for the task set.  A 

comparison between algorithms wil l  be done at a lat er stage.  

Step 2: Preparation of set up: The setup needs to be prepared and research needs to 

be done regarding the device to be tested and it ’s  various faults .  Also a safe method of 

introducing the var ious faults must be determined.  

Step 3: Data Collection: Data needs to be collected on both healthy systems and 

unhealthy or faulty systems, this data also needs to be labelled correctly for  tra ining  

the machine learning algorithms.  

Step 4: Data processing: The data collected needs to be cleaned of outl iers a nd divided 

into 2 batches for tra ining the algorithm and for testing it .  

Step 5:  Training algorithms: The batch of  data set for  tra ining is  used to train var ious 

machine learning algorithms, based on the most eff icient and unbiased way to do so to  

avoid fa lse posit ives in the test ing.  

Step 6: Testing algorithms:  The batch of data set aside for testing is  used to test the 

machine learning algorithms and it  is  noted how accurate each algorithm is using 

various metrics.   

Step 7: Comparison and conclusion: The accuracy metrics in the previous step for each 

algorithm need to be compared to see which algorithm has the highest accuracy,  and 

that is  the best candidate for  the task.  This  loops back to step 4 unti l  an a lgor ithm of  

the highest accuracy for detection is  achieved.  
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2. TOPOLOGY AND EXPERIMENTAL SETUP 
 

In this chapter the device that condit ion monitoring system is chosen to be 

implemented on is  discussed in detail  a long with the design and implementation  of 

the experimental setup.  

 

2.1 SINGLE PHASE RECTIFIER 
 

The device that was chosen to be examined was a single phase controlled rect if ier .  

Rectif iers are used in the offshore wind energy to convert the generated alternate 

current into DC for more eff icient transmiss ion to onshore substat ions where it  is  

converted back to AC for  supply ing the grid.  However single phase rectif iers are not 

used in the industry as much but the methodology used in this project could very 

easi ly  be used to scale  up the algorithm to a 3 phase rectif ier provided that data is  

provided on healthy and faul ty systems.  

A single phase control led rect if ier has an inductor connected in series with the source 

to al low for stepping up of the output current to desired values. This rect if ier is  l ike a  

regular ful l  wave recti f ier in terms of diod e placement but it  al so has 4 antiparallel  

IGBTs in order to enable the stepping up and phase control of the system. The 

advantage of this system is that it  is  able to  step up the output voltage unlike a 

normal ful l  wave recti f ier and it  can also be used f or control l ing the po wer factor of 

the system to al low for better power eff iciency. So basical ly,  the PWM controlled 

rectif ier has more potential  and abil ity to “shape” the output voltage than an 

ordinary rect if ier .  

 

 

Figure  2  C i r cu i t  d iagram o f  PWM S ing le  Phas e  Re ct i f ie r  

 

S1 

S4 

S3 

S2 

D1 

D2 D4 

D3 
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The basic principle behind the PWM single phase rect if ier is  that the voltage being 

supplied to the rectif ier has a source voltage and the voltage that  is  separated by the 

input inductance, and due to the  nature of the recti f ier a l lowing bidirectional power 

f low, this inductive voltage is  also used in the system allowing for more abil ity to 

shape the output voltage than an ordinary rectif ier .  The working of the recti f ier wil l  

be explained in more detail  la ter .  

From the diagram it  can be seen that there are 4 main components that could fai l  or 

that could have faults introduced, those are the capacitor,  the inductor,  the diodes 

and the transistors.  So when looking to describe a fa ult  detection algor ithm, thes e 

devices must be carefully considered. Moreover in surveys conducted it  has been 

found that switching devices or power devices account for 38% of faults in variable 

speed drives[4] and that capacitors and semiconductor devices  together account for 

around 50% of al l  power electronics faults[5].  

When choosing the values of the components for the controlled rectif ier the most 

important one to be chosen carefully is  the capacitor on the DC side. The capacitor is  

chosen based on calculations made for the ripple  voltage, the formula for  the r ipple 

voltage is  given as:  

 𝑉𝑟𝑖𝑝𝑝𝑙𝑒 =
𝐼(𝑙𝑜𝑎𝑑)

𝑓 ∗ 𝐶
 (1)  

The above formula is  rearranged as fol lows:  

 𝐶 =
𝐼(𝑙𝑜𝑎𝑑)

𝑓 ∗ 𝑉𝑟𝑖𝑝𝑝𝑙𝑒

 (2)  

In the above formula,  if  𝑉𝑟𝑖𝑝𝑝𝑙𝑒 = 0.8 𝑉 and I=0.04 A and f=50Hz, the value of the 

capacitance required is  C=1000 µF at R= 100 Ω .  

Based on the above calculations the choice of the values of the components are as 

fol lows:  

Variable  Value  Descr ipt ion  

L 1e-3 H Input inductance  

C 1000µF Output capaci tance  

R 100 Ω  Load  
Table 1 Value of the components used 

2.2 MODELLING AND CONTROL 
 

Before the setup is  implemented , the system was f irst  designed and implemented in 

Simul ink a long with basic  control  to check i f  it  is  working.  The system was modelled 

for a very low power consumption of around 2 -3 watts and the values of the 

components were chosen accordingly .  

 

 



  Master’s thesis report 

                Mohamed Ameen 

13 
 

2.2.1 WORKING PRINCIPLE  
In f igure 2 ,  the boost part of the recti f ier is  handled by t he inductor and the 4 power 

electronic switches and the rect if ication part is  handled by the 4 anti -paralle l  d iodes 

with suitable current carrying capacity in a H -bridge configuration, the capacitance on 

the DC side of the rectif ier is  used to smoothen out  the DC output  voltage and a 

suitable value must be chosen for it  in accordance with how much ripple voltage is  

desired. Assuming that the supply voltage v s  is  s inusoidal,  the equation for the AC 

side of the converter under steady state condit ions can be g iven by the fol lowing 

equat ion:  

 𝑣𝑠 = 𝑗𝜔𝐿𝑖𝑠 + 𝑣𝑎𝑏  (3)  

 

The equation governing the  voltage on DC side of the converter  generated by PWM 

can be given by the fol lowing equation:  

 𝑣 = 𝑚𝑣𝐷𝐶 (4)  

Here m is the modulat ion index or the rat io of the reference voltage to the tr iangular 

or sawtooth carr ier wave for the PWM, given by the fol lowing equation:  

 𝑚 =
𝑉𝑠𝑖𝑛

𝑉𝑡𝑟𝑖

 (3)  

The inductor L  in the c ircuit  wil l  store energy when either switch S2 or S4 is  closed 

and wil l  release the energy w hen those switches are open al lowing for a boost in the 

output DC voltage. In the posit ive half  when cycle switch S2 is  closed and the c ircuit  

is  completed with the current f lowing through D4 to complete the circuit  and charge 

the inductor,  then when the s witch S2 is  opened, the current wil l  f low through D1 to 

the load and back through D4 to the source. Simi lar ly d uring the negat ive half  cycle 

when switch S4 is  closed the current f lows through the inductor and back through D2, 

and when the switch is  opened the stored energy is  discharged through D3 and back 

through D2.  From equation 1,  the fol lowing phasor diagram i s obtained 

 

Figure  3  Pha sor  d iagra m o f  the  r ec t i f ie r  

According to the above phasor diagram the power del ivered from the  input  to the 

output side is  g iven by the fol lowing equat ion:  
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 𝑃 =
𝑣𝑠𝑣𝑎𝑏

2𝜋𝑓𝐿
sin 𝛿 = 𝑣𝑠𝑖𝑠 cos 𝜑 (4)  

 

2.2.2 CONTROL DESIGN 
The goal of the control to be designed is  twofold:  

•  Control the power factor to unity  

•  Control the DC voltage to a desired value  

From equat ion 4 and the phasor diagram it  can be seen that in order to control the 

power factor to unity the source current must be in phase with the voltage and in 

order to control the DC output voltage to a desired value, the modulation index m is 

to be manipulated. Based on the above a s imple PI control ler was designed to fulf i l  

the objectives of the control as seen in the fol lowing f igure.  

 

Figure  4  S i mul ink  model  o f  the  contro l  

The results of the Simulink model with the abo ve defined contro l are shown below 

and it  can be seen that in the simulation the designed control is  fulf i l l ing the 

objectives it  was designed for.  

 

 

Figure  5  AC inpu t  vo l tage  
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Figure  6  AC inpu t  curren t  

 

Figure  7  DC  output  vo l tag e  

 

Figure  8  DC  output  current  

 

 

Figure  9  Pha se  d i f feren ce  between  vo l tage  and  curre n t  
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Since the designed controller  was working in the s imulat ion, the control was then 

implemented on a real  system in the laboratory ,  to check if  it  was working  with the 

fol lowing component values  

 

Variable  Value  Descr ipt ion  

L 1e-3 H Input inductance  

C 1000µF Output capaci tance  

R 100 Ω  Load  
Tab le  2  Va lues  o f  the  co m ponents  us ed  

The following results were obtained for the experiment,  

 

Figure  10  Input  vo l tage  

 

 

Figure  11  Outpu t  Vo l tage  

The control is  working in the simulation  and was verif ied as well  on a pre -exist ing 

setup in the lab, so the control is  ready for use in the data col lect ion process.  
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3. MACHINE LEARNING AND NEURAL 

NETWORKS 
 

3.1 INTRODUCTION TO MACHINE LEARNING 
 

Despite the recent surge of interest in them, machine learning and specif ical ly  neural 

networks have been around for around 50 years.  Due to a  rapid increase in computing 

power, neural networks are becoming more and more powerful tools in today’s 

society,  and this has seen their popularity increase ov er the past decade. As the name 

implies neural  networks are networks of programmed “neurons” that are based on the 

way that biological  neurons behave in a brain. In fact the f irst  inspiration for a neural 

network came when scientists examined a cat’s visua l  cortex. Neural networks  that 

have been programmed are cal led Art if ic ia l  Neural Networks or ANNs, there are many 

variations of the ANN, but most have a very similar structure.  

Artif ic ia l  neural networks learn from a set of sample data,  and after their “tr aining”,  

i f  the network is  given data that it  has  not been exposed to before, the output wi l l  be 

something very c lose to the desired output,  so it  is  not just memorization of the 

values but a lso learning work with new data as well ,  the steps to  train the n etwork 

are cal led learning a lgorithms[ 6].  Machine learning takes advantage of computat ional 

power and doesn’t  need to rely on mathematical  models to work.  If  the sample of 

training data is  large and varied the algorithm continuously improves itself  as it  i s  

trained, however that is  also a drawback of machine learning, a large sample of data 

is  needed for the network to be trained accurately .  

As br iefly ment ioned in the introduction and f ig ure 1,  machine learning can be 

broadly divided into 2  categories:  Unsupe rvised and superv ised learning. An 

unsuperv ised learning algor ithm involves using unlabel led data to see if  any pre -

exist ing patterns that are not detectable by humans might be present and supervised 

learning involves giving the model a  set of labelled or known data and getting the 

response for new or unknown data,  an example for this is  to use the data of the last 

10 years’  seasonal electricity load to predict  or forecast what the load for the next 

year wil l  look l ike.  

3.1.1 Neurons  
Before discuss ing the structure of a neural network, the most basi c part of an ANN 

must be defined, the neuron. A neuron is  the basis of a neural network and it ’s  

structure can be seen in the f igure below .  
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Figure  12  S ing le  neuron  

Here 𝑋1 and 𝑋2 are inputs,  that are then multipl ied by their r espective weights 𝑊1 

and 𝑊2 and are then added together with a bias 𝑏,  this is  cal led the activation 

potentia l  and is  denoted by i ,  then it  is  used as the input for a chosen activat ion 

funct ion f ,  the output of which is  the output  of the neuron, most ne urons fo l low this 

s imilar structure. In mathematical  form the neuron can be written as  

 𝑖 = 𝑋1 ∗ 𝑊1 + 𝑋2 ∗ 𝑊2 + 𝑏 (5)  

 𝑦 = 𝑓(𝑖) (6)  

 

The above equations are usually written in matrix form to al low for easier 

representation when the structure of  the network becomes too complex to write 

down in equation form.  

 

 𝑋 = [
𝑋1
𝑋2
1

] (7)  

 𝑊1 = [𝑊1 𝑊2 𝑏]  (8)  

 𝑖 = 𝑊1 ∗ 𝑋 (9)  

 

In the above equation X is  the input matr i x and 𝑊1 is  the weight matrix,  the 

superscript on the W is to denote the neuron number which is  important when the 

structure of the neural network is  discussed later in this sect ion of  the report .  The 

other f inal aspect to consider  in the structure of a neuron is  the activation funct ion. 

The activat ion funct ion is  the f inal calculation being  done before the output of the 

neuron is  determined,  activation functions are of many different types and ranges 

and each pose their own advantages and disadvantages,  some activation functions 

and their  graphs are shown in the table and f igure below.  

 

Name Function  Range  

Hyperbol ic  𝑓(𝑖) = tanh(𝑖) 𝑓(𝑖) 𝜖 (−1,1) 

Sigmoid  
𝑓(𝑖) =

1

1 + 𝑒𝑖
 

𝑓(𝑖) 𝜖 (0,1) 
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Softp lus  𝑓(𝑖) = log (𝑒𝑖 + 1) 𝑓(𝑖) 𝜖 (0,1) 

RELU 𝑓(𝑖) = max (0, 𝑖) 𝑓(𝑖) 𝜖 (0, ∞) 

None(ident i ty)  𝑓(𝑖) = 𝑖 𝑓(𝑖) 𝜖 (−∞, ∞) 

Table 3 Comparison of different activation functions 

  

 

Figure  13  Co mmon a ct i vat ion  func t ions  

Single neurons by themselves are  not very powerful computational tools and not 

much other than basic  class if ication can be d one by them, this  is  why multiple 

neurons are used in tandem and parallel  with each other to make layers and these 

layers are stacked in order to construct what  is  known as an art if ic ial  neural network.  

3.1.2 Neural Networks  
The basic structure of a neural  network is  general ly similar regardless of the type of 

neural network and can be seen in the f igure below.  

 

Figure  14  Stru cture  o f  a  n eura l  networ k  
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In general as can be seen from fig ure 14 a neural network can be divided into 3 m ain 

parts:  

•  Input  Layer :  This layer  is  the one that receive s the data to be analysed such as 

signals or measurements from the system, there can o nly be one input layer,  

but the number of neurons in the layer are not l imited.  

•  Hidden Layer :  The hidden layer can be made of multiple layers of neurons 

depending on what is  needed from the network, this layer is  responsible for 

“feature extraction” or det ermining the patterns present in the input data that 

can be analysed. There is  no l imit  to the number of hidden layers that can be 

used in a neural network but it  is  important  to keep in mind that with an 

increase in the number of hidden layers the complex ity of the network also 

increases and so does computation t ime.  

•  Output Layer :  This layer is  made of neurons that  determine the f inal output of 

the network and l ike the input layer there can only be one, usually the number 

of neurons in the output layer is  much lesser  than the number of neurons in 

the hidden layers and sometimes the input layer as well .  

One of the most common types of neural networks that are being used and are used 

in this project is  cal led a mult i layer feedforward neural network, which is  made of 

multiple interconnected neurons that “ learn” the relationships between the inputs 

and the outputs [6].  Given enough layers in the hidden layers part of the network, it  

could theoretical ly  learn the relat ionship between any 2 sets of inputs and outpu ts 

but in reality after some number of hidden layers it  can lead to overfitt ing of the data 

and s low computat ion  t imes due to the large number of calculat ions. A simple 3 input 

neural network with 2  hidden layers is  shown in the diagram below, this was an 

arbitrary choice to i l lustrate the working of a neural network, however when 

designing a neural network the desi gner has to specify the fol lowing parameters[ 6]:  

•  Number of neurons in each layer  

•  Activation functions of the neurons  

•  Number of hidden layers in the network  

The other parameters are init ia l ized randomly and are taken care of by the program.  

A simpl if ied dia gram of the previously mentioned neural network can be seen in 

f igure 15, the structure of the neurons is  as described in section 3.1.1 and thou gh the 

number of inputs to each neuron in the hidden layers changes,  the neurons are 

otherwise simi lar to each o ther.  Every neuron has one output and one activation 

funct ion and the act ivation funct ions for each neuron can be changed i f  it  desired to 

do so. In the f igure above the f irst  hidden layer is  represented by H and the second 

hidden layer is  represented by H ’ ,  the bias,  weights and act ivation function are not 

represented in the diagram.  
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Figure  15  A  3  input  2  h idd en  layer  n eura l  networ k  

Now to mathematical ly  represent the neural  network in f ig ure 16, the same matrix 

methodology that was applied in section 3.1.1 to mathematical ly  define a neuron is  

used here. Each neuron when it  is  connected to a neuron in another layer,  it  i s  

multipl ied by a weight  as explained previously.  

 

 𝑋 = [

𝑋1
𝑋2
𝑋3
𝑏

] (10)  

 𝑊1 = [

𝑊11 𝑊12 𝑊13
𝑊21 𝑊22 𝑊23
𝑊31 𝑊32 𝑊33

  
1
1
1

      

𝑊41 𝑊42 𝑊43 1

] (11)  

 𝑊2 = [

𝑊11 𝑊12 𝑊13
𝑊21 𝑊22 𝑊23
𝑊31 𝑊32 𝑊33

   
𝑊14
𝑊24
𝑊34

      
1
1
1

𝑊41 𝑊42 𝑊43 𝑊44 1

] (12)  

 𝑊3 = [
𝑊11 𝑊12 𝑊13 𝑊14 1
𝑊21 𝑊21 𝑊23 𝑊24 1

] (13)  

 

The above are the weight matr ices for the f ig ure 6 and the f irst  number fol lowing the 

W denotes the output neuron for that weight in the next layer and the number after 

that denotes the number of the neuron from the input laye r so for example W13 in  W 3  

is  referring to the weight connecting the 3 r d  neuron in the 3 r d  layer to the 1 s t  neuron 

in the 4 t h  layer.  Also i t  can be seen that the last column in each of the weight 

matrices are al l  ones,  this is  because that co lumn represent s the weight of the bias b 

and as seen previously the bias has no defined weight .  Now going forward us ing the 

method established in the previous sect ion, the activat ion potentials are calculated 

and then given to the activation function this is  then fed to  the next layer and the  

process is  repeated unti l  the last layer is  reached.  
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 𝐼1 = 𝑊1 ∗ 𝑋 = [

𝑖11
𝑖12
𝑖13
𝑖14

] (14)  

 𝐻 = 𝑓(𝐼1) = [

𝑓(𝑖11)

𝑓(𝑖12)
𝑓(𝑖13)

𝑓(𝑖14)

] (55)  

 

A bias is  added to the vector H as an addit ional row and the process is  repeated unti l  

the last layer is  reached where the fol lowing relat ion is  determined  

 𝐼2 = 𝑊2 ∗ 𝐻 = [

𝑖21
𝑖22
𝑖23
𝑖24

] (16)  

 𝐻′ = 𝑓(𝐼2) = [

𝑓(𝑖21)

𝑓(𝑖22)
𝑓(𝑖23)

𝑓(𝑖24)

] (17)  

 𝐼3 = 𝑊3 ∗ 𝐻′ = [
𝑖31
𝑖32

] (18)  

 𝑌 = [
𝑌1
𝑌2

] = [
𝑓(𝑖31)
𝑓(𝑖32)

] (19)  

 

The above was a mathematical  expla nation of how a feed forward neural network 

works,  the weights of the neurons are adjusted by minimizing the error by use of a 

cost function and the delta rule,  which wi l l  be explained in a later  section.  

Based on this  various  types of neural  networks can be constructed by making some 

tweaks to the structure of the network, but throughout these var ious types of 

networks the working principle and basic structure remains the same.  

 

3.2 OTHER TYPES OF NEURAL NETWORKS 
 

Owing to the structure of a neural network  there are various other types of neural 

networks that can be made by combining neurons in multiple different ways and by 

adding addit ional  functional ity,  some examples of these are recurrent neural 

networks,  perceptrons and d eep neural networks,  the struc ture of some of these can 

be seen in the f igure below  
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Figure  16  Som e examp les  o f  neura l  ne tworks [10 ]  

Of these multiple types of neural networks,  focus must be drawn to 2 types of neural 

networks that are currently being widely us ed in the f ield of machine learning, those 

are deep neural networks and convolut ional neural networks,  both of these can be 

combined with each other as well  g iving r ise to a deep convolutional neural network  

3.2.1 Deep Neural Networks  
Deep learning employ s deep neural network architecture such as convolutional neural 

networks or Boltzmann machines.  The architecture is  markedly di fferent that ANNs 

because of  the large increase in the number of layers of neurons bet ween the input 

and the output,  this  in  turn  al lows the neural network to progress ively extract higher 

level features as the information travels further and further through the network. An 

example of the feature extraction can be seen in the f igure below wh ere a deep 

neural network is  trained for im age recognit ion and it  extracts simple shapes l ike 

l ines and the features extracted become more and more complex.  

Deep neural networks are general ly used in the f ie ld for applications such as image 

recognit ion, speech to text conversion and machine transla t ion and recently they 

have also been used in the medical f ield for  detection of tumors and also in board 

games where they have been shown to be more successful than humans[7].  However 

these neural networks  face 2  main drawbacks,  f irst ly the require a larg e amount of 

data for them to be able to be trained accurately and secondly they can suffer from 

overfitt ing of the data which can lead to false posit ives or wrong outputs.  
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Figure  17  Fea ture  ex trac t i on  in  a  deep  neura l  ne twork [1 1]  

3.2.2 Introduction to Convolutional Neural Networks  
Convolutional neural networks (CNNs or Convnets)  are a type of deep learning 

architecture that are widely used in c lass if ication problems owing to them using a set 

of unique layers cal led convolut ional layer s.  These neural networks are also ideal for 

the problem statement of this project and may be used effect ively in the 

classi f ication of faults  in a system. The basic  structure of a CNN is almost the same as 

an ANN in that they have one input and output laye r and they have multiple hidden 

layers in the middle,  but some of the hidden layers are convolut ional layers,  the basic 

working principle behind the convolut ional layer is  that a f i lter is  used when 

propagating in formation from one layer to the next,  this f i lter is  key to feature 

extraction as is  seen in the f ig ure 17. The ful l  working of the CNN wil l  be explained in 

the next sect ion.  

3.2.3  Convolutional Neural Networks  
When explaining the working of CNNs it  is  easie st to do so in the realm of image 

recognit ion, but it  must be mentioned that CNNs are not only applied for image 

recognit ion but a lso for various other appl ications. If  an image needs to be given as  

the input  to an ANN, the easiest way that this can be don e is  by f lattening the data 

into a vector s ince the image can be represented as  a matrix of  various values,  the 

values are just rearranged into a vector of dimensions Nx1 and that is  used as the 

input layer,  as shown in the f igure below.  
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Figure  18  F lat ten ing  o f  a  matr ix  

This method is  useful for smaller images with binary values (black and white) but if  

larger images with higher resolution and multiple colour channels must be considered 

then this becomes highly inaccurate in i ts d etection, this same principle holds true 

for noisy t ime ser ies data that wil l  be analysed in this project .  So to overcome this 

l imitation a convolutional layer is  added which has 2 processes cal led f i ltering and 

pooling which are represented in the f igure below and wil l  be explained in the next 

section 

 

Figure  19  D iagram mat ic  r e presentat ion  o f  a  con vo lut iona l  layer [1 2]  

3.2.3  Fi lters and Filtering  
As previously explained f i ltering is  a part of the convolut ion process in a CNN. Fi lt ers 

are not restricted in terms of the numb er of  dimensions but they are usual ly with 2 or 

3 dimensions and their dimensions are smal ler than the input data that they are 

f i lter ing,  the f igure below shows the process  of f i lter ing in a CNN.  
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Figure  20  Work ing  o f  f i l te rs  in  a  C N N  

In the above diagram the input  matrix is  a 5x5 matrix and it  is  being f i ltered with a 

2x2 matrix which gives an output matrix of 4x4, the dimensions of the output matr ix 

depends on the size of  the input and the f i l ter,  the padding and the striding. A s it  can 

be seen in the above diagram the highlighted portion of the input matrix is  the part 

that is  multipl ied with each element of the f i lter matr ix element wise and then added 

together to get the output value,  the calculations of the above diagram are shown 

below. 

 (𝐴)     (1 ∗ 5) + (1 ∗ 7) + (0 ∗ 6) + (0 ∗ 1) = 12 (20)  

 (𝐵)     (1 ∗ 7) + (1 ∗ 2) + (0 ∗ 1) + (0 ∗ 3) = 9  (21)  

 (𝐶)     (1 ∗ 0) + (1 ∗ 9) + (0 ∗ 0) + (0 ∗ 8) = 9  (22)  

 (𝐷)     (1 ∗ 1) + (1 ∗ 1) + (0 ∗ 2) + (0 ∗ 2) = 2  (23)  

 

In f igure 20 the f i lter  is  moving to the r ight by one element every t ime an output 

element is  calculated,  the amount of e lements by which the f i lter  moves over the 

input matrix to obtain each element of the output matrix is  cal led striding, so in 

f igure 20 the f i lter str ide is  1 .  Moreover another thing to discuss is  padd ing, which i s  

augmenting the input matrix with an addit ional layer of zeros wrapped around the 

input matrix,  by doing this it  is  ensuring that the data on the edges of the matrix is  

also captured well ,  and it  wi l l  lead to the output matr ix having higher di mensions 

than if  there was no padding, the same matr ix in f ig 8 if  padded wi l l  look l ike the 

f igure below. 
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Figure  21  Padd ing  o f  the  i nput  mat r ix  

Striding is  not only horizontal but a lso vertical,  so the amount by which the f i lter  

moves horizontal ly and vertical ly  needs to be defined, the f igure below shows the 

f i lter ing of the padded matrix with horizontal str iding set at 2 and vertical  string set 

at 1  

 

Figure  22  Padd ing  and  str i d ing  

From fig 10 it  can be  seen as the f i lter moves from (A) to (B) it  moves over 2 elements 

and when it  goes from (B) to (C) it  moves by one element vertical ly ,  the str iding can 

also be represented in vector form as [2 1] denoting [horizontal str iding vert ical  

striding].  The process shown is just shown for one node of a CNN,  this process needs 

to be repeated for each node or neuron on the convolutional layer  where each f i lter 

is  di fferent and might be responsible for extracting dif ferent features from the input 

matrix,  l ike horizontal  or vertical  l ines,  and as the information traverses farther 

through the neural  network higher level  features might be extracted us ing different 

f i lters l ike parabolas or hyperbolas,  the f i lters may be inputted by the programmers 

or they may be randomized init ial ly  and opt imized by the computer using gradient 

descent.  The dimensions of the output matrix are given by the fol lowing equat ions:  
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 𝑂𝑢𝑡𝑥 =
𝑖𝑛𝑥 − 𝑓𝑥 + 2 ∗ 𝑃

𝑆
+ 1 (24)  

 𝑂𝑢𝑡𝑦 =
𝑖𝑛𝑦 − 𝑓𝑦 + 2 ∗ 𝑃

𝑆
+ 1 (25)  

 

Where 𝑖𝑛𝑥 and 𝑖𝑛𝑦 are the x and y dimensions of the input matrix and 𝑓
𝑥
 and 𝑓

𝑦
 are 

the x and y dimensions of the f i lter and P and S are p adding and striding respectively.  

3.2.4  Pooling  
As it  was previously mentioned pooling is  the next process  that happens in a 

convolutional layer,  it  is  usual ly done to reduce the s ize of the output of the layer 

and to reduce the computat ional  power requir ed to process the data. Pooling can also 

extract the more prominent or important features in the data and it  a lso acts as a 

noise suppressant giving c leaner data to the next layer.  

There are 2 main types of pooling max pooling and average pooling. Pooling involves 

selection of a  window size and selection of the horizontal and vert ical  striding, as 

explained in the previous section,  afte r selecting the type of  pooling.  Average pooling 

involves taking the average of the elements captured by the window and giv ing that 

as the output and max pooling involves f inding the maximum number in the window 

and giving that as the output examples of bo th max and average pooling are shown in 

the f igure below.  

 

Figure  23  I l lus trat ion  o f  m ax  and  aver age  poo l ing  

As can be seen from the above f igure the outputs are c lear ly di fferent but the 

dimensions of the output are the same, the  dimensions of the output can be 

calculated by using the equat ions 2 4 and 25 as well .  Also it  must be mentioned that 

the noise suppression characterist ic of pool ing is  better when max pooling is  done 

because it  discards the noisy activat ions (which are usu ally the smallest values),  but 

average pool ing also does noise reduction but it  stems from the fact that it  is  

reducing the dimensions of the output given to the next layer.  Before the output of 

the CNN is given to the classi f ication layers,  the output is  f lattened to a vector,  this 

vector is  then the input layer of the next  layer.  So it  can be said that when using a 

CNN for a  classi f icat ion problem, the neural network is  essentia l ly  made up of 2 parts,  

the f i rst  part is  the feature extraction which is  done  using the convolutional layers 
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and the second part is  the classif icat ion which takes the extracted features and  learns 

to classi fy them accurately .  

 

3.2.5 Softmax Layer  
General ly when training a neural network for classi f ication, the f inal  output layer of  

the network wi l l  have N number of neurons and N wil l  a lso be the number of 

classi f ication states available for the system.  When the network is  tra ining, the 

activation of the output neurons wil l  not be strict ly binary,  so some neurons may 

activate partia l ly  as well ,  this becomes a problem for the neural network.  

So to overcome this problem a Softmax layer is  added as the f ina l layer,  with the 

number of outputs of the Softmax layer being the number of system states needed to 

be classif ied. The operating fun ct ion of the Softmax layer is  defined as [6]:  

 𝑦𝑖 =
𝑒𝑖

∑ 𝑒𝑖𝑁
𝑖=1

 (26)  

 

The above equations gives the prob abil ity of  the i t h  neuron being activated and if  we 

calculate ∑ 𝑦𝑖
𝑁
𝑖=1   it  wil l  be equal to 1.  This last  layer makes it  much easier for the 

network to assign a  value to the input that has been given to it  to a part icular output 

(class if ication of the system state) since the system is def ined to only have one state 

at a t ime whi le tra ining.  

3.3 TRAINING OF NEURAL NETWORKS 
 

In this sect ion the training of neural networks is  explained along with some important 

concepts such as gradient descent,  cost f unctions and back propagation, these 

concepts are essent ial  to understanding how  the networks learn from the training 

data.  

3.3.1 Gradient Descent and Cost Function  
Consider a neural network with 4 outputs,  whose weights and biases have been 

randomly init ial ized, for a part icular set of input,  the neural network gives the 

fol lowing output  

 𝑦 = [

0.1
0.7
0.2
0

] (27)  

But since the data is  labelled the desired output is  known and is  given by the 

fol lowing  

 𝑦𝑑 = [

0
0
1
0

] (28)  
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Now the programmers nee d a way to tel l  the neural network that the output that it  

has given is  wrong and also to tel l  it  the magnitude by which it  is  wrong, this is  where 

a cost function comes into the picture. A cost function is  a way for  the neural  netwo rk 

to measure how wrong it  is  in its  guess for the value of the output  as a funct ion of 

the weights and biases it  current ly has,  a formula for the cost function is  given as  

 𝐶(𝑤, 𝑏) =
1

2 ∗ 𝑁
∗ ∑(𝑦𝑑𝑖 − 𝑦𝑖)2

𝑁

𝑖=1

 (29)  

Here the cost function is  a funct ion of w and b which are the weights and the  biases 

of the neural  network and N is  the total  number of tra ining samples used to train the 

network and 𝑦𝑑𝑖 is  the desired values for the output for the i t h  sample and 𝑦𝑖 is  the 

actual values that the network gives for  the i t h  sample. The function w il l  give the cost 

for each output  and if  the sum of the vector is  taken the total  cost for the neural 

network wil l  be obtained.  

Now the goal of  the network is  to minimise the cost  and maximise the accuracy of the 

network. So the network is  tra ined with ba tches of data and the weight matr ices as 

shown in equations 11,12 and 13 are adjusted so as to reduce the total  cost.  The total  

cost with a new batch of data is  compared to the total  cost with the preceding batch 

of data and the difference between them can be  defined as 𝜖 and the network is  

constant ly tra ined unt i l  𝜖 becomes small  enough, if  𝜖 is  increasing then the network is  

being badly trained,  but care must be taken to not define 𝜖 to be too small  as it  runs 

the risk of  𝜖 never reaching the value.  

 𝜖 < 𝐶𝑛𝑒𝑤 − 𝐶𝑜𝑙𝑑 (30)  

 

This process of changing the weights and biases to reduce the cost function is  known 

as optimization, where many dif ferent algor ithms l ike stochast ic gradient descent or 

adam can be used[6].  The algorithm is adjusting the weight s and biases so the 

network minimises  the prediction error by stepping in the direct ion of the steepest 

gradient descent.  Another thing to note is  that since the network is  not being given 

al l  of the data at once and only in batches,  i t  is  not calculating the exact optimum 

gradient descent but only for that particular batch of data,  so the descent is  not 

fol lowing the opt imum path, this is  done to save computing power and is  a lso known 

as stochast ic gradient descent.  The next sect ion explores how the networ k actual ly 

adjusts it ’s  weights and biases according to the cost function based on a concept 

known as backpropagation.  

3.3.2 Backpropagation  
Back propagation is  the way the neural network learns from its mistakes during the 

training phase. Backpropagat ion involves  using the error calculated by the cost 

funct ion and using gradient descent to slowly minimise that error by changing the 

weights and biases of the layers preceding the output layer.  I t  is  cal led back 

propagation because i t  starts f rom the last  layer or the output layer where the cost is  

calculated us ing the cost funct ion and the error is  distributed backwards layer by 

layer apply ing the same processes for each layer.  



  Master’s thesis report 

                Mohamed Ameen 

31 
 

Considering the example in the previous section again,  the example  neural network is  

defined to have 2 hidden layers and the output layer has 4 outputs with the hidden 

layers having n nodes each. It  can be seen that the 3 r d  output neuron must be ful ly  

activated for the output to be correct .  So the 3 r d  neuron is  considered 

 

Figure  24  S ing le  neuron  co nnected  to  pre viou s  layer  

 

So according to equation 5 the activat ion of the output neuron y3 is  affected by the 

activation of the neurons in the previous layer,  the weights and the biases. Since the 

activation of the neurons is  something that cannot direct ly be affected the weights 

and biases are changed to adjust it  to the required output,  this is  done for the other 

layers in the output layer as well .  After this is  done for the output  layer and the lay er 

preceding it ,  the sam e method is  applied to the next pair of layers  again and again 

unti l  the input layer is  reached, hence the name backpropagation.  
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4. FAULTS AND THEIR EFFECTS 
 

4.1 RECTIFIER FAULT ANALYSIS 
 

In this chapter,  the various faults that can affect the di f ferent parts of the rect if ier 

are examined, the faults and how they are implemented in the simulation and their 

effects on the measurements wil l  be discussed in the next chapter.  Faults need to be 

introduced in various parts of the setup and the AC curren t and DC voltage is  

measured for each of the faults introduced. In the control led rect i f ier,  each 

component is  examined closely to see what kind of fault  can be introduced in it  and 

what effect it  has on the system measurements.  The schematic of the single  phase 

rectif ier can be seen in the diagram below:  

 

Figure  25  D iagram of  cont ro l led  r ect i f ie r  

 

From the diagram it  can be said that the main components in which faults can occur 

are:  

-Power Switches  

-Diodes  

- Inductor  

-Capacitor  
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Each of these components wil l  be examined to see what kinds of faults most 

commonly affect them and how the system changes according to these faults .  Now 

another thing to keep in mind is  th at there can be faults that do not directly affect 

the components as well  such as a DC offset in the supply voltage or a change in the 

control algorithm, these are def ined as external faults and wil l  also be discussed 

further in this chapter.  

 

4.1.1 POWER SWITCH FAULTS 
As mentioned in the introduction power switches are the  most l ikely component to 

fai l  in any power e lectronic as such it  is  important to analyse the various faults and 

their effects through the power switches that are used in the rectif ier.  Generally 

faults in power switches can be classif ied into either open circuit  or short circuit  

faults.  Open c ircuit  faults can happen due to improper connections,  loose wire,  aging 

of wires or fa i lure of the dr iver for the switches,  in the case of open circ uit  faults the 

rectif ier can st i l l  work but not as it  is  designed to,  without  adverse effects on the 

system as a whole,  but it  can lead to excess stress on the healthy switches in the 

system. However in the case of a short circuit  fault  which is  caused whe n the current 

doesn’t  take a path through the switch ,  f lowing freely,  this  can lead to high currents 

in the system, adversely affect ing other components and leading to propagation of 

faults into other components of the system [8].  

Some of the faults in a power switches a long with their effects are shown in the table 

below[8][9]:  

Fault  Effects and Features  

Overheating Maximum operating temperature is exceeded causing 
relatively low col lector current  

Overcurrent  Maximum operating current is exceeded causing high 
currents at the DC link, peaks in the current can also be 
caused by incorrect switching  

Short Circuit  Very high rate of change of current in the collector causing 
high current at the DC link and desaturation of the transistor  

Open Circuit  Usual ly caused by loose connections or improper switching 
which leads to improper load current placing stress on other 
switches 

Earth Fault  Collector current is dependent on earth inductance and 
driving voltage desaturation of the transistor is dependent 
on fault current value 

Table 4 Table of faults affecting power switches 

The effect that some of these faults have on the measured quant it ies,  namely AC 

current and DC voltage wil l  be examined more closely in a later chapter concerning 

data col lection .  
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4.1.2 DIODE FAULTS 
The diode is  a lso a component which is  l ikely to fai l ,  however diodes are lesser l ikely 

to fai l  than power switches because they are not an act ive component (no switching 

required)  so there is  one less way that the use of a diode can go wrong. In the case of 

the control led rect if ier if  one dio de fai ls  it  wil l  affect the system as a whole and place 

more stress on the other diodes in the system, however if  the currents are below the 

maximum rated current it  shouldn’t  propagate the fault  to the other diodes,  b ut both 

the DC voltage and the AC curr ent wil l  be noticeably affected. Again as is  the case 

with power switches,  diode faults can also mainly be classif ied into open circuit  and 

short circuit  faults .  When an open circuit  fault  happens on a diode the resist ance of 

that diode essentia l ly  becomes  inf inity and doesn’t  a l low any current to pass  through 

and this is  usually caused by loose connections in the system and with short circuit  

fault ,  the resistance of the diode essentia l ly  becomes zero in both direct ion s a l lowing 

current to also pass in  bot h directions,  this is  more dangerous as i t  can lead to high 

currents in the system and usual ly happens when the diode has been exposed to 

voltages or currents higher than their rated values.  

4.1.3 CAPACITOR FAULTS 
A capacitor in a c ircuit  is  usually never just a pure capacitance, and it  can be 

represented as a capacitor in series with an inductor and a resistance, so the 

equivalent c ircuit  of a  capacitor looks l ike as shown in the diagram below  

 

Figure  26  Equ i va len t  model  o f  capac i tor  

In the above diagram ESR is  the equivalent series res istance and ESL is  the equivaled 

series inductance, the values of the ESR and ESL depend mainly on the temperature 

and other physical  and environmental condit ion s[13] .  A change in these values due to 

a change in the environmental condit ions can place stress on the capacitor and lead 

to changes in the output voltage and the amount of r ipple that is  present and can also 

lead to instabil ity in the control of the cont rolled rectif ier.  

4.1.4 INDUCTOR FAULTS 
The inductor in the controlled rect if ier is  used to store energy, to be released at 

particular intervals in order to boost the voltage as explained in chapter 2.  So i t  can 

be said that the inductor is  an integral par t of the boosting act ion of the recti f ier .  The 

inductor stores the energy in a magnetic f ield around it ,  so anything that disrupts 

that magnetic f ield can be viewed as causing a fault  in the inductor as it  prevents it  

from working as intended, such as poor  wiring,  poor isolat ion and also solar  f lares,  

however one of the main ways it  could be disrupted is  if  another inductor is  placed 

nearby while the rect i f ier is  operat ing as it  would transfer some of its  energy to that 

inductor leading to a loss in energy,  besides this a change in the environm ental 

condit ions of the inductor such as temperature or humidity can lead to a change in 

the value of the inductor which can change the input  AC current noticeably .  
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4.1.5 OTHER EXTERNAL FAULTS  
There are some other faul ts that can occur,  such as high input current or a DC offset 

in the input voltage, these faults are defined as external faults s ince they do not arise 

from a part icular faulty component .  

The fol lowing is  a table of the faults chosen to implement in the s im ulation:  

No. Component  Fault  

1 Power Switches  Short  circuit  

2 Power Switches  Open circuit  

3 Power Switches  Overheating 

4 Diodes Short  circuit  

5 Diodes Open circuit  

6 Diodes Overheating 

7 Capacitor  Change in ESR 

8 Capacitor  Open circuit  

9 External  DC offset in input voltage  

10 External  Short  circuit  load  

11 External  Open circuit load  
Table 5 Table of faults chosen to implement 

 

4.2 EFFECTS OF FAULTS 
The faults shown in the table above need to be implemented in the simulat ion, and 

their effect on the measured current and voltage is  observed, but before examining 

the faulty systems, the healthy system must  be observed to see how the faults affect 

the measurements.  Al l  of the faults were implemented such that they occur at 1 

second in the simulation t ime.  

 

4.2.1 HEALTHY SYSTEM 
A Healthy system state needs to be def ined as a state of the system when no faults 

are occurring and the system is operat ing as  intended. When no faults have occurred, 

the system is set to operate at an output voltage of 4 V and a n input current of 0.5 A 

and an input voltage of 4V at 50 Hz. The voltage and current measurements of the 

healthy system can be seen in the fo l lowing f igures.  
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Figure  27  Hea l th y  Curren t  

 

Figure  28  Hea l thy  Vo l tage  

The voltage in the system has been control led to 4V DC and the current has been 

controlled to be in phase with the input voltage. This data sets the standard for a 

healthy system for the fault  detect ion algorithm.  
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4.2.2 IGBT FAULTS 

 

There were 3 types o f faults chosen to simulate on the IGBT due to their ease of 

simulat ion as compared to the other faults,  which are:  

a.  Short Circuit  

b.  Open Circuit  

c.  Overheating  

 

SHORT CIRCUIT FAULT 

This fault  is  s imulated by removing an IGBT in the system and just short circuit ing the 

connection, the rectif ier after implementing the fault  after 1 second is  shown below:  

 

Figure  29  Rec t i f ie r  w i th  sh ort  c i rcu i t  IGBT  

This fault  severely impacts the system, making it  unable to deliver the voltage 

required and also delivering high currents in the input s ide making it  dangerous to 

operate in this condit ion. The effect of this fault  on the measurements can be in the 

fol lowing f igures.  
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Figure  30  I GBT  Short  C i rcu i t  Current  

 

Figure  31  I GBT  S C  Fau lt  Vo ltage  

 

From the measurements,  it  can be seen that the short c ircuit  a l lows high current to 

pass through the inductor and also the lack of an IGBT means that  the waveforms wil l  

not be in phase. Moreover the voltage is  around 1.1V, the short  circuit  IGBT is  

preventing the boost action of the recti f ier and hence the voltage is  at  a low level.  
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OPEN CIRCUIT FAULT  

 

In this fault  the IGBT is  remov ed from the rectif ier and the connection is  open ed in 

the simulation at 1 second, the recti f ier then looks as fol lows  from the input s ide .  

 

Figure  32  Sys te m wi th  Ope n  C i r cu i t  I GBT  

When there is  a fault  l ike this ,  the boost action might be affected, with the other 

switches taking more stress.  However,  lookin g at the measurements,  the voltage is  

more or less controlled to what is  required, but the current waveform is s ignif icantly 

different.  

 

Figure  33  I GBT  Open  C i rcu i t  Current  
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Figure  34  I GBT  Open  C i rcu i t  Vo ltage  

 

OVERHEATING FAULT  

Overheating of an IGBT wil l  affect the internal character ist ics of the switch, so this 

wil l  usually effect things l ike resistance, forward voltage and power dissipation. To 

see what effect heat has on the IGBT the model of the IGBT  in the simulat ion must be 

examined. The Simul ink model of the IGBT is  shown in the f igure below.  

 

Figure  35  In terna l  model  o f  IG BT  in  S i mul ink  

From the internal model of the IGBT, it  can be seen that  the main things that the 

overheating wil l  effect is  R O n  and V f  which is  the on res istance and the forward 

voltage respectively,  according to the datasheet of the IGBT IRGB6B60KPbF, from the 

fol lowing f igure the on resistance and the forward voltage at room temperature.  
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Figure  36  I GBT  Chara cter is t i cs  a t  d i f feren t  t empera t ures [1 4]  

From the above graphs the forward voltage at room temperature is  approximately 

0.8V and the resistance is  0.25 Ohm. The overheated IGBT at 150 Degrees has a 

forward voltage of approx imately 0.4 V and the resistance is  calculated to be 0.5 

Ohm[14].  These changes were implemented in the simulation and the collected data is  

shown below.  

 

Figure  37  I GBT  O verhea te d  Fau l t  Current  
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Figure  38  I GBT  O verhea te d  Fau l t  Vo l tage  

 

forward voltage The fault  doesn’t  seem to have adversely affected the voltage of the 

rectif ier however the waveform of the curre nt has a lower amplitude, presumably 

because of  the increase in the resistance due to the hea t .  

 

4.2.3 DIODE FAULTS  
The faults for the diode are very similar to the faults that occur for the IGBT, but 

these faults effect the measurements dif ferently than w ith the IGBT. The faults 

introduced for the diode are as  fol lows:  

•  Short Circuit  

•  Open Circuit  

•  Overheating  

SHORT CIRCUIT FAULT 

To simulate this fault  a diode was removed from the rectif ier and a normal connection 

was made in its place,  just as with the IGBT short circuit  fault .  The current in the AC 

side is  very high and uncontrol led and the voltage  is  also not being control led to the 

required voltage, this is  because the short circuit  in the rect if ier is  al lowing current 

to pass through when it  is  not suppos ed to .  
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Figure  39  D iode  shor t  c i r c u i t  current  

 

Figure  40  D iode  shor t  c i r c u i t  vo l tage  
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OPEN CIRCUIT FAULT  

To simulate the open circuit  fault  the diode was removed and the connection was left  

open. Understandably  this would affect output voltage, s ince there is  one diode 

effectively absent in  the recti f ier .  This kind of fault  also places more stress on the 

rest of the components in the recti f ier which may lead to more faults in those 

components  at a later t ime.  

 

 

 

 

Figure  41  D iode  open  c i r cu i t  current  

 

Figure  42  D iode  open  c i r cu i t  vo l tage  
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OVERHEATING FAULT   

When a diode overheats,  the temperature effects a lot of its  characterist ics,  which in 

turn would change the measured voltage and current,  to implement this fault  in the 

simulat ion, f irst  the Simulink model of  the diode must be examined.  

 

Figure  43  Mode l  o f  a  d iode  in  s i mul ink  

In the diagram, it  can be seen that the re are 3 physical  components in the model of 

the diode, the inductance can be ignored since it ’s  valu e is  so smal l  it  can be 

considered negl ig ible.  So the 2 other elements than can be effected are the on 

resistance and the forward voltage. The effect of te mperature on both of these can be 

seen in the below graph from the datasheet  of the diode BYQ28E -200E. 

 

Figure  44  Outpu t  chara cte r is t i cs  o f  a  d iode [15 ]  

At room temperature the forward voltage of  the diode is  approximately 0.8V and its 

on resistance is  0.033 Ohms, and i f  the temperature of the junct ion reaches 150 

Celsius then the value of the forward voltage and on resistance changes to 0.4V and 

0.05 Ohms[15],  this change was implemented in the model to simulate the fault  and 

the measurements  were taken, where it  can be seen that the ampl itude of the current 

has dropped but the vo ltage looks unchanged.  
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Figure  45  D iode  overheat i ng  current  

 

Figure  46  D iod e  overheat i ng  vo l tage  

 

4.2.4 CAPACITOR FAULTS  
The capacitor is  instrumental in maintaining the output voltage to be smooth and 

steady, the main 2 faults chosen to simulate on the capacitor are:  

•  Open c ircuit  capacitor  

•  Change in ESR due to heat  

Both of these fault  have effects on not just the output voltage but also the input 

current of the system.  
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OPEN CIRCUIT CAPACITOR 

Sometimes due to a loose connection or harsh environment condit ions,  the capacitor 

may not be properly connected before the load, this can l ead to an open c ircuit  fault.  

In the simulation the capacitor was removed and the connect ions were left  open. This 

can lead to no  smoothing of voltage creating large variat ions in the DC voltage.  

 

 

Figure  47  Capac i tor  open  c i r cu i t  curr ent  

 

Figure  48  Capac i tor  open  c i r cu i t  vo l tage  
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CHANGE IN ESR OF CAPACITOR  

A capacitor is  usual ly never just  a pure capacitance value, it  wi l l  a lways have 

resistance and inductance values,  albeit  very  small  in magnitude.  So a capacitance is  

usually modelled as a large capacitance value with smal l  resistance and inductance 

values,  however the inductance  values are usually so smal l  that their effect can be 

neglected. The capacitance used in the simulation is  s imul ated as shown in the f igure 

below.  

 

Figure  49  Mode l  o f  capac i tance  

As it  was with the other components overheating, th e ESR of the capacitor also 

increases,  changing various characterist ics about it  such as leakage current,  

impedance and power diss ipat ion.  

 

Figure  50  Capac i tor  h igh  E SR  curren t  

 

Figure  51  Capac i tor  h igh  E SR  vo l tag e  
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4.2.5 EXTERNAL FAULTS  
The external faults are those that do not affect any part icular  component but the 

system as a whole or the load, which is  not a  part of the rect if ier .  The external faults 

introduced are as  fol lows:  

•  DC offset in input voltage 

•  Open c ircuit  load  

•  Short circuit  load  

These wil l  af fect  the current and the voltage measurement s.  

DC OFFSET IN INPUT VOLTAGE  

In this fault,  it  is  assumed that the power supply feeding the rect if ier is  faulty which 

leads to a DC offset voltage, the measur ements with this fault  can be seen in the 

f igures below.  

 

Figure  52  D C o f f set  fau l t  c urrent  

 

Figure  53  D C o f f set  fau l t  vo l tage  
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OPEN CIRCUIT LOAD 

An open circuit  at  the load side can happen, leading to ess ential ly  no load connected 

to the rectif ier,  this leads to the voltage being achieved but  the input current being 

too low. 

 

Figure  54  Open  c i r cu i t  load  fau lt  curren t  

 

Figure  55  Open  c i r cu i t  load  fau lt  vo l tage  
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SHORT CIRCUIT LOAD 

A short c ircuit  can occur at the loa d side if  there is  a malfunct ion the connected load 

leading to a short c ircuit  between the terminal,  this  leads to dangerously high 

currents and the system cannot operate l ike this .  

 

 

Figure  56  Short  c i rcu i t  fau l t  current  

 

Figure  57  Short  c i rcu i t  loa d  vo l tage  
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4.3 FAULT TREE ANALYSIS 
 

A fault  tree analysis is  now conducted with the faults chosen to implement to obtain 

a better understanding of what the faults are affecting and how. Because the faults 

effect the voltage and current in many different ways,  the 2 main undesirable events 

are def ined as,  change in the current,  compared to a healthy system and a change in 

both current  and voltage , compared to a healthy system . The change in voltage is  not 

defined as an event because it  does not happen when a fault  occurs.  After this broad 

classi f ication, the sublevel events are defined as what exact ly is  happening to the 

voltage or current,  and below t hat is  the base level event that occurs,  which is  the 

fault .  The fault  tree can be seen in the diagram below.  

 

Figure  58  Fau lt  t ree  ana ly s i s  o f  the  re ct i f ie r  

 

The fault  tree analysis  was conducted based on the data collected, the substates were 

defined by examining the data to see how it  dif ferent iated from the data of the 

healthy system, these are differences that are apparent,  however the neural network 

may not classi fy them based on these differences but some others which by not  be as 

apparent.  From the fault  tree analysis,  it  can be seen that multiple faults (denoted by 

the orange circles)  can have the same effect on  the voltage or current,  this might 

make detection of those faults diff icult  or maybe even not possible,  this wil l  have to 

be seen when the algorithm is trained on the data.  
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4.4 FAILURE MODES AND EFFECTS ANALYSIS  
 

A fai lure modes and effects analys is (FMEA) is  conducted on the rectif ier based on the 

fault  tree analys is and the data collected. The sublevel events fro m the fault  tree in 

f igure 61 are defined as possible effects in the FMEA with the faults defined as the 

root cause. Each root cause is  then a ss igned a score from 1 to 10 in the categories of  

severity(S),  occurrence(O) and detect ion(D),  with 1 being low se verity,  occurrence or 

detection and 10 being high severity,  occurrence or detect ion. The numbers ass igned 

to each category are multipl ied whic h gives  the risk  pr iority number(RPN).  

 

Possible effects  Root  cause  S  O D RPN 

I(peak)= 0 .3A Overheated  IGBT  8 6  5  120 

 Overheated  Diode  8  6  5  120 

I(peak)= 0 .04A Open c ircu it  load  6  2  10 120 

I(peak)= 0 .4A Open c ircu it  IGBT  4 4  5  80 

 DC offset  3  2  5  30 

 High capac ito r  ESR  3 4  5  60 

I(peak)= 10A 

V= 0V 

Short  circui t  load  10 2  10 200 

I(peak)= 0 .04A 

V(peak)= 2.5V 

Open c ircu it  capaci tor  8  2  10 160 

I(peak)= 0 .3A 

V(peak)= 2.4V 

Open c ircu it  d iode  6  4  10 240 

I(peak)= 15A 

V(peak)= 1.2V 

Short  circui t  IGBT 10 2 1  20 

 Short  circui t  Diode  10 2  1  20 

Table 6 FMEA for the rectifier 

From the above table,  it  is  c lear that the causes with the highest r isk priority number 

are the open circuit  diode and the short circuit  load faults ,  both of these have an 

adverse effect on the system which is  represented by their high severity numbers. 

Another thing to note i s  the f inal effect with short circuit  IGBT and Diode, these have 

high severity numbers  but they have very low detectabil ity because the voltage and 

current measurements  look ident ical ,  although the neural  network may be able to 

detect the faults by looking  for some features not clear ly visible.  
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5. DATA PROCESSING AND WORKING OF 

ALGORITHM 
 

The data collected for  the purpose of fault  detection is  the AC side current and the 

DC side voltage of the converter.  This data needs to be processed before being used  

for the algorithm for training and val idation.  

5.1 DATA PROCESSING 
 

The data was collected in MATLAB as t imeseries data  with a sampling rate of 2000 Hz ,  

where the s imulat ion is  run for ten seconds and the fault  is  introduced at one second, 

as can be seen in the f igure below.  

 

 

Figure  59  Short  c i rcu i t  d io de  current  

 

The data before the fault  occurs is  not used,  so only the data after  one second is  

extracted. The total  number of useable samples or data points  in one measurement of 

current or voltage is  18000, and f ive s imulat ions are carr ied out with noise for each 

fault .  There are 18000 data points for voltage and current each, which can be seen 

visual ly represented below.  
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Figure  60  V i sua l  repr esen t at ion  o f  da ta  co l le cted  

The machine learning algorithm needs the data to be label led and processed before, 

so this data cannot be given to the algorithm in is  present state. Each of the cells  in 

the f igure 54 represents 200 data poin ts,  this data is  processed as shown in the 

diagram below.  

 

Figure  61  Res truc tur ing  o f  co l lec ted  data  

 

The data is  restructured as shown and the result ing data set is  the data from one 

simulat ion, this is  done again 4 more t imes so  the structure of the dataset col lected 

for one fault  is  a 401 x 450 data set,  with each row starting with the label and then 

200 samples of the current fol lowed by 200 samples of the voltage from the same 

time. 
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This process is  repeated for the other fault s  and al l  the data sets are as sembled into 

one master data set containing the measurements and labels for a l l  the faults.  This 

wil l  be split  into training and testing data as  explained previously in chapter 3 .  

 

5.2 STRUCTURE OF THE NEURAL NETWORK 
 

The structure of  the neural network ch osen to implement has various parameters that 

need to be determined, either arbitrar i ly  or  according to what best suits the purpose 

of this project .  The parameters of the neural network are explained in chapter 3 and 

are as fol lows:  

•  Number of layers  

•  Type of each layer  

•  Activation function of each layer  

•  Number of neurons in each layer  

•  Filters,  padding and strides   

•  Other parameters not related to structure (Epochs,  opt imization functions etc.)  

The fol lowing is  a summary of the neural  network model in python,  m ost of the 

parameters mentioned above can be seen.  

 

Figure  62  Sum mary  o f  the  model  in  python  
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From the summary of the model,  the neural network has a total  of  7 layers,  the f i rst  

of which is  the input layer,  which is  mentioned as a  reshape layer,  so basical ly  the 

data which is  processed as a 402 x 1 vector is  just rearranged to a 201 x 2 matrix and 

that is  the input layer of the neural  network.  The input  layer is  then fol lowed by 3 

one dimensional convolution layers  with pooling layers in between them, and then 3 

densely connected layers,  the last of which is  the output layer.  

The activat ion funct ions for each layer is  the same and that is  the relu function, it  

was chosen because of its  better performance and faster training in deep neural 

networks. However,  the output layer is  the only layer that dif fers in the type of 

activation function used, it  uses the softmax layer,  which was further explained in 

chapter 3,  it  bas ical ly  gives the p robabi l ity of each fault  based on the current da ta.  

The number of f i lters  in each convolutional layer can be determined by looking at the 

last dimension of each of those layers,  so the f irst  convolutional layer has 300 f i lters 

with a kernel s ize of 10 and stride of a default  value of 1,  the second and t he third 

layers have 200 f i lters  each with kernel s izes of 5 and 3 respect ively,  the f latten layer 

is  there just to f latten the matrix of 22 x 200 into a 1 x 4400 vector for inputt ing into 

the next layer which is  a densely connected layer.  

The dropout layer  is  present to prevent the problem of overfitt ing which was 

discussed in chapter 3 .  During training some of the layer outputs are ignored, set to 

zero or “dropped out” .  This has the effect of  making the laye r look l ike it  has a 

different number of nodes,  so each update to a training layer is  performed with a 

different “view” of the layer.  This has the effect of forc ing certain nodes to take on 

more or less responsibil ity for the inputs,  which makes the traini ng process a l itt le 

more intensive but it  ult ima tely makes for a  model less prone to overfitt ing and a lot 

more robust.  

There are some other parameters not related to the neural network directly,  such as 

the number of epochs.  A neural network cannot learn al l  the features from a data set 

in just one pass over the data,  it  needs to be fed the data multiple t imes to extract al l  

the features and accurately predict using unseen data,  epochs is  the number of t imes 

the neural network “sees” the training data.  

The f inal aspect to discuss is  the opt imization fun ction, this funct ion determines how 

the gradient descent is  done, there are various functions with dif ferent advantages,  

but for this neural  network the adam opt imization function was chosen , which 

combines the best parts of the 2 other stochastic gradient  descent  algor ithms, it  

calculated the exponentia l  moving average and the square of the gradient ,  and 

assigns 2 parameters to control the decay rates of these.  
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5.3 TRAINING OF THE NEURAL NETWORK 
 

Before the training of the neural network is  started,  th e data col lected must be 

shuffled and split  into  training data and test ing data,  because if  the network is  tested 

on the training data or data that it  has “seen” before there is  a r isk it  can just “re cal l”  

what the output is  and not that it  has actually le arned any features,  so 20% of the 

data is  kept aside for testing and the remaining data is  shuff led and used for tra ining 

the neural network.  

As the neural network goes through the data in each epoch,  it  is  using the adam 

optimizat ion funct ion to adjust th e weights according to check what lowers the 

gradient and eventually after 10 epochs the network is  trained and is  ready to be 

tested on test ing data that it  has not seen.  

So essential ly  the f i rst  3 c onvolutional layers are responsible for feature extracti on 

from the signals,  and the last 3 densely connected layers  are responsible for the 

classi f ication of what kind of fault  has occurred.  
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6. VALIDATION AND RESULTS 
 

6.1 VALIDATION 
 

The validation of the neural network is  done using the 20% of  the data that was set 

aside for this purpose.  This data has not been seen by the neural network before, the 

prediction of the neural network is  compared to the actual label of the data and the 

accuracy of the detect ion is  determined by dividing the total  number of correct 

guesses by the network with the total  number of data batches of voltage and current.  

After the total  accuracy is  determined the accuracy of detection for each of the faults 

is  also determined to see where the neural network has its l imita t ions and after using 

the validation data to test the algorithm, the fol lowing results were obtained. The 

model was used to predict the f i rst  20 results from the testing data and the results 

were compared to the actual labels .  

 

 

Figure  63  Accura cy  o f  the  neura l  network  and  i t ' s  p r ed ic t ions  

 

The neural network has an accuracy of 91.1% in the detection of faults ,  although it  is  

not ideal,  the neural network st i l l  does a good  job at c lass ifying most of the faults as 

can be seen in the predictions,  however it  seems have a di ff icult  t ime different iating 

between short circuited IGBTs and diodes. The accuracy of the neural network in the 

detection of each state is  then examined to  see where exactly the network is  fal l ing 

short.  
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Figure  64  Accura cy  o f  de te ct ion  o f  each  s tate  

From the accuracy results,  the neural network is  perfect at  classif ication of IGBT and 

capacitor faults,  but it  doesn’t  seem to recognise the short circuit  diode fault  state at  

al l ,  this is  very odd behaviour,  for the network not recognise even one data batch of 

that state . To determine what went wrong, the data of the short circuit  diode and 

short circuit  IGBT are examined.  

 

 

Fig ure  65  Short  c i rcu i t  d io de  vo l tage  
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Figur e  66  Short  c i rcu i t  I GB T  vo l tage  

 

Figure  67  Short  c i rcu i t  d io de  current  

 

Figure  68  Short  c i rcu i t  I GB T  current  

The currents and the voltages of both the short circuit  faults for the  diode and IGBT 

seem to be matching in ampl itude and frequency, they do not even seem to be t ime 

shifted, the currents and the voltages seem to be the same. This happens because 

when either  the IGBT or the diode short c ircuit,  there is  only one path for th e current 
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to take on that leg  of the recti f ier,  which is  the short c ircuit,  this  can be seen in the 

diagrams below.  

 

Figure  69  Short  c i rcu i t  d io de  in  the  re ct i f i e r  

  

Figure  70  Short  c i rcu i t  I GB T  in  the  re c t i f ie r  

In both of the diagrams the path of least res istance is  always the short circuit  and 

that wil l  be the path that the current wi l l  fo l low, and tha t is  why both sets of data 

collected for short c ircuit  diode and short c ircuit  IGBT are very similar and  why the 

neural network cannot tel l  them apart .  So to remedy this the 2 faults are clubbed 

together as one fault  state def ined as “Short circuit  rect if i er leg”,  using this s l ight 

modificat ion to the dataset,  the neural network is  tra ined and tested again  and the 

accuracy of the network is  now expected to be better.  

 

Figure  71  New  neura l  ne t work  ac curacy  
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The accuracy of the networ k in the detection of faults has gone up signif icantly and 

for the testing data it  can detect  99.5% of a l l  the faults,  the accuracy of detection of  

each of the states is  examined to see what the neural network is  unable to detect.  

 

 

Figure  72  Accura cy  o f  de te ct ion  o f  each  s tate  

Here it  can be seen that every state has a detection ac curacy greater than 99% except 

for the detect ion of the healthy state,  however it  is  a lso more important that the 

algorithm, detects the faults and it  i s  better if  the algor ithm detects the faults  and 

give a fa lse posit ive for healthy states  than i f  the a l gorithm doesn’t  detect the fault  

at some times.  
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7. CONCLUSION 
 

The purpose of this project was to develop a fault  detect ion method for a controll ed 

rectif ier based on machine learning a lgor ithms. The data used for training the neural 

network was the  AC s ide current and the DC side voltage. The lab work done in this 

project was mainly re lated to testing of the control algorithm and init ial ly  

incorporated addit ional lab work for the col lection of the data for  the faults,  but 

unfortunately due to the CO VID-19 pandemic the measurements used were from the 

simulat ion with added noise. The rect if ier ’s constituent parts were closely examined 

and some of the  faults  that could affect each component were determined. From 

these faults ,  11 were chosen to be implem ented, within the constraints of the 

simulat ion software Simulink. A steady state operating condit ion for the recti f ier was 

set with the input voltage at 4 V 50 Hz AC and the DC output voltage control led to 4 

V,  the measurements taken at this state were la belled as “healthy” with the rest of 

the faults implemented in the s imulat ion occurr ing suddenly at 1 second in simulat ion 

t ime. 

The data collected was spl it  into training and validation batches,  and the neural 

network was trained on the training data and was tested us ing the validation data. 

Init ial ly  the neural network was only giving a  detection accuracy of  91.1%, then on 

closer examination of the accuracy of detect ion of each fault,  it  was seen that the 

short circuit  diode state was not being detected a t a l l .  The data collected  for that 

fault  was very simi lar to the data collected for the short c ircuit  IGBT state,  these 2 

states were then clubbed into 1 state defined as “short circuit  rectif ier leg” and the 

neural network was trained and tested again. Af ter c lubbing the 2  faults together the 

accuracy of the neural  network improved s ignif icant ly to 99.5%, where it  was having a 

l itt le trouble recognis ing the healthy state of the rect if ier but was detecting each 

fault  with an accuracy of greater than 99.5%.  

From the results of this project it  is  evident that machine learning algorithms are a 

viable and accurate method of fault  detection with v ery few false  posit ives and high 

accuracy,  moreover they excel at  pattern recognit ion if  given enough data. However 

machine learning a lgorithms do come with their drawbacks as well ,  one of the main 

drawbacks is  that  a large amount of data is  required for t he algor ithm to be trained, 

and if  the size of the dataset is  not large enough  it  may lead to overfitt ing and it  may 

not be able to detect some faults .  But nowadays,  large amounts of data is  start ing 

become public ly available,  which may be re l iably used to  make better algor ithms.  
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7.1 FUTURE WORK 
 

Further work can be done to improve the results of the project,  the meas urements 

could be collected on a real controlled rect i f ier with the faults implemented on the 

components and the data collected in real  t i me, this would give a much more accurate 

picture of how the algorithm could be used for real devices.  Also another aspect that 

could be further explored is  the machine learning s ide. Different topologies of neural 

networks could be tested to see if  the acc uracy can be further improved such as 

recurrent neural networks or unsupervised learning, or tra ining algorithms could be 

used with control to develop a method of fault  tolerant control.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  Master’s thesis report 

                Mohamed Ameen 

66 
 

References 
 

[1]   E.  Wiggelinkhuizen, T.  Verbruggen, H. Braam, “Condit ion monitoring for offshore 

windfarms” ,  2003  

[2] J.  Helsen, C.  Devriendt,  W. Weijt jens,  P.  Guil laume , “Condit ion monitoring by means 

of SCADA analysis”,  EWEA 2015 Annu. Event,  Nov .  2015. 

[3] A. Stetco, F.  D inmohammadi,  X .  Zhao, V. Robu, D.  F lynn, M. Barnes,  J .  Keane,  G. 

Nenadic,  “Machine learning methods for wind turbine condit ion monitoring:  A rev iew”, 

Renewable Energy an international journal ,  2018.  

[4] F.  Fuchs,  “Some diagnosis methods for voltage sour ce inverters in variable speed  

drives with induction machines -a survey,”  Ind. Electron. Soc. 2003. IECON’03, pp. 1378 –  

1385, 2003.  

[5] S.  S .  Manohar,  A. Sahoo, A. Subramaniam and S.  K.  Panda, "Condit ion monitor ing of 

power electronic converters in power p lants  —  A review," 2017  

[6] I .  S i lva,  D. Spatt i ,  R.  F lauzino. L .  L iboni.  S .  Alves,  “Artificia l  Neural Networks ”,  

Spr inger,  2017.  

[7] A.Kr izhevsky, I .Sutskever,  G.Hinton ,  "ImageNet Class if ication with Deep 

Convolutional Neural Networks" ,  2017 

[8] S.  Chavan, M. Chavan, “Power Switch Faults Diagnosis and Tolerant Schemes in 

Converters of Photovoltaic System”,  2014  

[9] Z .  Sang,  C.  Mao, J.  Lu,  D.  Wang ,  “Analysis  and Simulation of Fault  Characterist ics  of  

Power Switch Fai lures  in Distribution E lectronic Power Tran sformers”,  Energies  2013, 

vol.  6,  pp. 4246-4268, 2013 

[10] A. Tch, “The mostly complete chart of Neural Networks,  explained” ,  

https://towardsdatasc ience.com,  Aug. 4,  2017 

[11] H.  Schulz,  S.  Behnke, "Deep Learning",  K I  -  Künst l iche Intell igenz,  2012  

[12] S. R. Rath,  “Convolutional Neural  Network Architectures and Variants”,  

https://debuggercafe.com, June 23, 2019  

[13] H. Nakao, Y.  Yonezawa, Y.  Nakashima and F.  Kurokawa, "Fai lure pre dict ion us ing 

low stabil ity phenomenon of digital ly  controlled SMPS by electrolytic capacitor ESR 

degradat ion,"  2017 IEEE Appl ied Power Electronics  Conference an d Exposit ion (APEC),  

Tampa, FL,  2017, pp. 2323 -232 

[14] Internat ional Rectif ier ,  “ INSULATED GAT E BIPOLAR TRANSISTOR”, IRGB6B60KPbF 

datasheet,2003 

[15] WeEn Semiconductors,  “Dual ultrafast  power diodes”,  BYQ28E -200E datasheet,  

2018 



  Master’s thesis report 

                Mohamed Ameen 

67 
 

APPENDIX A 

MATLAB CODE FOR DATA PROCESSING 
function B = 

combiner(i1,i2,i3,i4,i5,v1,v2,v3,v4,v5,label) 

I1=i1.Data; 

I2=i2.Data; 

I3=i3.Data; 

I4=i4.Data; 

I5=i5.Data; 

I=(cat(2,I1,I2,I3,I4,I5))'; 

V1=v1.Data; 

V2=v2.Data; 

V3=v3.Data; 

V4=v4.Data; 

V5=v5.Data; 

V=(cat(2,V1,V2,V3,V4,V5))'; 

r=1; 

j=2001; 

for i=1:5 

    j=2001; 

    while j<=19801 

        T1=I(i,j:j+200); 

        T2=V(i,j:j+200); 

        T=horzcat(T1,T2); 

        comb(r,:)=T; 

        r=r+1; 

        j=j+200; 

    end 

end    

comb=[ones(450,1)*label comb]; 

B=comb; 
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APPENDIX B 

PYTHON CODE NEURAL NETWORK 
import numpy as np 

import sklearn 

from sklearn.model_selection import train_test_split 

import tensorflow as tf 

from tensorflow import keras 

import pandas as pd 

import seaborn as sns 

from pylab import rcParams 

import matplotlib.pyplot as plt 

from matplotlib import rc 

from pandas.plotting import 

register_matplotlib_converters 

a=np.loadtxt('data11.txt', delimiter=',') 

print(a) 

a = np.expand_dims(a, axis=2) 

labels=(a[0:4949, 0])-1 

labels_names = ['Healthy', 'DC Offset', 'OC Load', 'OC 

IGBT', 'OC Capacitor','SC Rectifier','OC Diode','SC 

Load', 'OH Diodes', 'Cap ESR', 'OH IGBTS'] 

print(labels) 

data=a[0:4949, 1:403] 

print(data) 

print(a[0:4949, 0]) 

data_train, data_test, labels_train, labels_test = 

train_test_split(data, labels, test_size=0.20, 

random_state=42) 

  

model = keras.Sequential([ 

    keras.layers.Reshape((201,2), input_shape=(402,1)), 

    keras.layers.Conv1D(filters=300, kernel_size=10, 

activation='relu',padding='valid', input_shape=(201, 2)), 

    keras.layers.MaxPooling1D(), 

    keras.layers.Conv1D(filters=200, kernel_size=5, 

activation='relu',padding='valid'), 

    keras.layers.MaxPooling1D(), 

    keras.layers.Conv1D(filters=200, kernel_size=3, 

activation='relu',padding='valid'), 

    keras.layers.MaxPooling1D(), 

    keras.layers.Dropout(0.5), 

    keras.layers.Flatten(), 

    keras.layers.Dense(200, activation="relu"), 

    keras.layers.Dense(100, activation="relu"), 

    keras.layers.Dense(11, activation="softmax") 
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    ]) 

  

##Defining other aspects of NN 

model.compile(optimizer="adam", 

loss="sparse_categorical_crossentropy", 

metrics=["accuracy"]) 

##Training NN 

model.fit(data_train, labels_train, epochs=10) 

##Testing NN 

test_loss, test_acc = model.evaluate(data_test, 

labels_test) 

nofault_loss, nofault_acc = 

model.evaluate(data[0:449,0:402],labels[0:449]) 

DCO_loss, DCO_acc = 

model.evaluate(data[450:899,0:402],labels[450:899]) 

OCL_loss, OCL_acc = 

model.evaluate(data[900:1349,0:402],labels[900:1349]) 

OCI_loss, OCI_acc = 

model.evaluate(data[1350:1799,0:402],labels[1350:1799]) 

OCC_loss, OCC_acc = 

model.evaluate(data[1800:2249,0:402],labels[1800:2249]) 

SCD_loss, SCD_acc = 

model.evaluate(data[2250:2699,0:402],labels[2250:2699]) 

OCD_loss, OCD_acc  = 

model.evaluate(data[2700:3149,0:402],labels[2700:3149]) 

SCL_loss, SCL_acc = 

model.evaluate(data[3150:3599,0:402],labels[3150:3599]) 

OHD_loss, OHD_acc = 

model.evaluate(data[3600:4049,0:402],labels[3600:4049]) 

ESR_loss, ESR_acc = 

model.evaluate(data[4050:4499,0:402],labels[4050:4499]) 

OHI_loss, OHI_acc = 

model.evaluate(data[4500:4949,0:402],labels[4500:4949]) 

print('\nTest accuracy:', test_acc*100, '%') 

prediction=model.predict(data_test) 

for i in range(20): 

    print("Prediction: ", 

labels_names[np.argmax(prediction[i])], " Actual: ", 

labels_names[int(labels_test[i])]) 

print('\nHealthy accuracy:', nofault_acc*100, '%') 

print('\nShort Circuit Rectifier Leg accuracy:', 

SCD_acc*100, '%') 

print('\nOpen Circuit IGBT accuracy:', OCI_acc*100, '%') 

print('\nOverheated IGBT accuracy:', OHI_acc*100, '%') 

print('\nOpen Circuit Diode accuracy:', OCD_acc*100, '%') 

print('\nOverheated Diode accuracy:', OHD_acc*100, '%') 

print('\nDC Offset accuracy:', DCO_acc*100, '%') 

print('\nCapacitor ESR accuracy:', ESR_acc*100, '%') 
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print('\nOpen Circuit Capacitor accuracy:', OCC_acc*100, 

'%') 

print('\nShort Circuit Load accuracy:', SCL_acc*100, '%') 

print('\n') 

 

 

 


