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Abstract:

This project investigates the nonlinear dynamic
analysis of a compliant joint for an assistive
exoskeleton. The compliant mechanism was
modeled as a 1 DOF pendulum system and a
dynamic model was obtained using Lagrangian
formulation. The numerical Runge-Kutta and
analytical Harmonic balance method (HBM)
were utilized in solving the dynamic equation.
Both methods were used to show the chaotic and
jump phenomenon behaviors associated with the
nonlinear dynamic model. Subsequently, the
model was validated by running simulations in
MSC Adams and comparing the solution with
Runge-Kutta method. The results showed a
good correlation with errors ranging between
0 and 0.09rad. Afterward, HBM and Runge-
Kutta were compared and the results matched
closely with an error between ±0.008rad. Finally,
the dynamic model was further extended to
include an actuator. Series elastic (SEA) and
Parallel elastic (PEA) actuators were considered.
Power analysis for both PEA and SEA was
done using inverse dynamics analysis and the
results showed that an increase in stiffness
from softening to hardening reduces the power
requirement of the system.
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Reading guide

The source referencing of this report is done using the Harvard method [Surname, year].
The complete list of literature can be found at the end of the report. The figures, tables and
equations in the report are itemized according to the format of (a,b), where a represents the
chapter number where the figure is placed and b represents the order of the figures, tables and
equations. The appendices are designated by a letter and the sections are itemized as in the
main report.

The following software are used in the project

• MatLab R2019a
• MSC Adams/View
• Excel
• Inkscape
• SolidWorks
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1 | Introduction
The exoskeleton is a human-robot interaction system that augments the operator’s ability in
various environments. It has been widely used in the medical, rehabilitation, haptic interaction
and power-assisted fields.

This thesis is a part of an ongoing research and development InnovationsFonden project on
assistive exoskeleton called Exo-aider. Exo-aider’s objective is to develop end-user driven
innovations in assistive exoskeleton technology to meet the growing needs of motion assistance
of elderly people and individuals with physical disabilities. Shown in Fig. 1.1 is the current
upper-body exoskeleton at Alborg University (AAU).

Figure 1.1: Upper-body exoskeleton Bai et al. [2017]

One of the major considerations with exoskeletons is the human-robotic interaction in terms of
safety, dexterity, flexibility and compatibility. As a part of Exo-aider’s project, Bai et al. [2017]
designed and successfully tested the human-robotic interaction of the shoulder mechanism.
It is a novel spherical mechanism that consists of two revolute joints connected together via
a double parallelogram linkage. It allows for spherical motion of the exoskeleton that is
comparable to that of the human arm [Bai et al., 2017]. The elbow mechanism is a single
powered joint that supports flexion/extension of the human elbow [Christensen et al., 2019].

Another milestone in the research is a novel revolute compliant joint mechanism [Li and Bai,
2019]. Compliant joints are used to increase the safety of physical human-robotic interaction,
enhance the energy efficiency and improve the dynamic adaptability to the environment.
The implementation of this compliant joint mechanism into the exoskeleton’s elbow joint is
considered in this project.
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Group 14-23E 1. Introduction

1.1 Project Scope

The scope of this project is the dynamic modeling and analysis of the compliant joint.
In exoskeleton design, there exist many critical design problems which include kinematic
considerations, joint range of motion, degrees of freedom, torque and velocity requirements for
joints, weight and inertia, etc. However, the most crucial issue is dynamics and corresponding
system control and balancing methodologies [Yan et al., 2019]

1.1.1 Project objective

The objective of this project is to perform the dynamic modelling and analysis of the compliant
joint. This will be done to observe the various dynamic capabilities of the joint.

The project is organized as shown in Fig 1.2 below. In the dynamic analysis, numerical and
analytical techniques will be employed on the dynamic model to gain a better understanding
of the system. The Harmonic Balance method is the analytical technique that will be used
while the fourth order Runge-Kutta will be used to numerically integrate the equation. MSC
Adams software will be used to simulate the system and validate the model. The behavior of
the dynamic system (chaos, jump phenomenon) will then be observed through the generation
of Phase and Frequency response plots

Subsequently, the system dynamics will be investigated to observe the dynamic response when
an actuator is added to the joint. A power analysis will as well conducted to obtain the power
consumption of the system.

Figure 1.2: Project Outline
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2 | Nonlinear Dynamic Model
This chapter will consider the dynamic model of the compliant joint, but first the kinematics of
the mechanism is summarized below

2.1 The compliant joint kinematics

This section is based on [Li and Bai, 2019]. Fig. 2.1 below shows the kinematic principle of the
joint.

Figure 2.1: The framework of compliant joint using a special case four-bar linkage [Li and Bai,
2019]

In a four-bar rigid-body linkage, the speed ratio between the crank (link 1) and the follower
(link 3) is a function of link lengths and rotation angle, so is the torque ratio. In a unique case
when the length of link 4 (ground link) is zero, the torque ratio or the reciprocal of the speed
ratio becomes 1. When the three links (1-3) are collinear, the linkage becomes singular. If one
rigid link is replaced with an elastic element, the stiffness at the singular configuration is zero.
The compliant joint mechanism is obtained by replacing the coupler (link 2) with a compliant
material (e.g. rubber, spring or thin metal strips) of stiffness k.

Based on the above mentioned principle, a re-configurable compliant revolute joint mechanism
was proposed as shown in Fig 2.2A. The compliant joint is implemented as cable wrapped
on three pulleys, one on the output and two on the input link. Two coaxial shafts (input and
output), are coupled through the cable. One end of the cable is reeled, while the other end of
the cable is connected to a linear spring of stiffness k with pretension F0. The system (joint) is
re-configurable by wrapping the cable around different number of pulleys. In this design, the
number of pulleys on the input shaft are two times those of the output shaft (n in Fig 2.2A
denotes the number of pulleys on the output shaft). Reconfiguration is also feasible by the
cable wrapping pattern as illustrated in Fig 2.2B. Where N indicates the number of output
pulleys wrapped by the cable.

3



Group 14-23E 2. Nonlinear Dynamic Model

A

B

Figure 2.2: (A) Schematic design of joint showing re-configurability through n (B) re-
configurability through N [Li and Bai, 2019]

The torque generated by the compliant joint is given as

T = N2kδl J1 + NF0 J1 (2.1)

where the cable length l based on the single branch of the compliant joint (shown in Fig. 2.3) is

l =
a · α

2
+ |−→DB|+ |−→EG| (2.2)

4



2.2. Dynamics Aalborg University

Figure 2.3: Schematic of a single branch of JVSR [Li and Bai, 2019]

|−→DB| =
√

I2
2 − al1 sin θ, |−→EG| =

√
I2
2 + al1 sin θ, α, β and γ are the contact angles between

cable and pulley- 1, 2, 3 respectively, which can also be expressed as


α = β + γ

β = arccos
(

a−λ1 sin θ√
4l−4a1 sin θ+a2

)
− arccos

(
a√

4l−4
2 −4d1 sin θ+a2

)
+ π

2

γ = arccos
(

a+2l1 sin θ√
4+4a1 sin θ+a2

)
− arccos

(
a√

4 1
4+4al1 sin θ+a2

)
+ π

2

(2.3)

J1 is the linkage Jacobian (J1 = ∂l
∂θ ). Given geometric dimensions, the torque becomes a function

of cable pretension F0, joint configuration N and θ (τ(θp, N, F0)).

The results of simulation and experiments done in the referenced material showed that the
system is able to change its stiffness from zero to a specified range (through design parameters
and configurations N). The stiffness was also varied in different modes (linear, softening and
hardening) by adjusting spring pretension.

2.2 Dynamics

Dynamics is the study of systems that undergo changes in their state as time evolves. In
mechanical systems such as exoskeletons, the change of states involve motion and the derivation
of the equations of motion for the system is the major step in it’s dynamic analysis. The
equations are fundamental in the design, analysis, and control of the system. They also
describe dynamic behavior and they can be used to simulate exoskeleton’s motion, design
suitable control equations, and evaluate the dynamic performance of the design [Jazar, 2007].

The problems in dynamics may be considered as Forward (direct) and Inverse [Norton, 2012].
Forward dynamic problems involve the calculation of movements (velocities or accelerations)
and external reaction forces, based on known internal forces or moments of force. While,
inverse dynamic problems involve the calculation of internal forces or moments of force based
on known movements and external forces.
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Group 14-23E 2. Nonlinear Dynamic Model

2.3 Methods

There are various methods of generating dynamic equations. They all generate equivalent sets
of equations, but the method of choice depends on the intended analysis or computation. The
Lagrangian formulation will be utilized in this project. It relies on the energy properties of
the system to compute the equations of motion. The resulting equations can be computed in
closed form, thus allowing the detailed analysis of the system’s properties.

2.3.1 The Lagrangian method

The Lagrangian equations are a classic formulation of the dynamics of a mechanical system.
They reduce the number of equations required to describe the motion of the system from n
(the number of particles in the system) to m (the number of generalized coordinates) [Murray
et al., 1994]. To write the equations of motion, the Lagrangian, L, is defined as the difference
between the kinetic and potential energy of the system:

L(q, q̇) = T(q, q̇)−V(q) (2.4)

where T is the kinetic energy and V is the potential energy of the system, written in generalized
coordinates. The equations of motion for a mechanical system with generalized coordinates
q ∈ Rm and Lagrangian L are given by;

d
dt

∂L
∂q̇i
− ∂L

∂qi
= Qi i = 1, . . . , m (2.5)

where Qi is the external force acting on the ith generalized coordinate. The equation is often
represented in vector form as;

d
dt

∂L
∂q̇
− ∂L

∂q
= Q (2.6)

where ∂L
∂q̇ , ∂L

∂q , and Q are to be formally considered as row vectors, though often written as
column vectors for notational convenience.

2.4 Joint dynamic model

The exoskeleton elbow joint section is assumed to be a 1 degree of freedom (DOF) pendulum
system as shown in Fig. 2.4 below
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2.4. Joint dynamic model Aalborg University

Figure 2.4: Dynamic model of compliant joint, where VSM is Variable stiffness mechanism
(The compliant mechanism)

The kinetic and potential energy of the system respectively are

T =
1
2

I α̈2 (2.7)

V =
1
2

τ
(
θ2, N, F

)
−mglcos(θ) (2.8)

where I is moment of inertia, α is angular acceleration (θ̈), m is mass of pendulum, and g is
gravitational acceleration.

Inserting the above equations into Eq. 2.6, if damping is included, gives the dynamic model of
the system as

Iθ̈p + Bθ̇p + mpglp sin
(
θp
)
+ τ

(
θp, N, F0

)
= 0 (2.9)

where B is angular damping constant [N.mm.s/rad]. With given values of N and F0, the torque
generated by the compliant joint can be simplified to a polynomial that depends only on θ

such that

τ(θ) = aθ ± yθ3 (2.10)

where a and y are constants depending on the given parameters. This can be done through
curve fitting using least square method or polynomial interpolation. An example of this using
polynomial interpolation (in excel) is shown in Fig. 2.5 below, where a = 5, 894.9685 and
y = 19, 584.2465. The polynomial fits well with the curve and this is also evident as R2 = 0.9974

7



Group 14-23E 2. Nonlinear Dynamic Model

Figure 2.5: Compliant joint torque curve for given geometrical values. N = 3 and F20

Combining this with Eq. 2.9 yields

Iθ̈p + Bθ̇p + mpglp sin
(
θp
)
+ aθ ± yθ3 = 0 (2.11)

This is similar to the duffing oscillator, which is a second-order nonlinear dynamic equation
with static non-linearity, as a result of stiffness [Lumori et al., 2011]. The gravitational torque in
Eq. 2.11 above is also a source of non-linearity when the term sin(θp) is approximated through
Taylor’s series expansion as in Eq. 2.12 below. Thus it is essential to note this when considering
the nonlinear behavior of the system.

sin(θp) = θ − 1
6

θ3 (2.12)

The next chapter will consider the methods that will be used in solving the dynamic model
(Eq. 2.11).

8



3 | Methods
The two methods that will be utilized in solving the dynamic model are the Harmonic balance
method (HBM) and Runge-Kutta method. HBM is analytical while Runge-Kutta method is
numerical. Both methods including the MSC Adams software that will be used to validate the
model are presented. Subsequently, nonlinear dynamic behaviors are discussed.

3.1 The harmonic balance method

This is a frequency domain method used to calculate the steady-state response of nonlinear
systems. It expresses the periodic response of the system in the form of a Fourier series with
finite number of harmonics, whose coefficients are unknowns to be determined. Inserting
this response expression into the governing differential equations and balancing the similar
harmonic terms, gives a set of nonlinear algebraic equations in terms of the unknown Fourier
coefficients [Onur Sert, 2019]. The periodic response in form of Fourier series is given below

θ(t) =
a0

2
+ a1 cos ωt + a2 cos 2ωt + · · ·

+ b1 sin ωt + b2 sin 2ωt + · · ·

=
a0

2
+

∞

∑
n=1

(an cos nωt + bn sin nωt)

(3.1)

where ω = 2π/τ is the fundamental frequency, τ is the period of oscillation and
a0, a1, a2, . . . , b1, b2, . . . are constant coefficients. The physical meaning of the equation is
that any periodic function can be represented as a sum of harmonic functions, most periodic
functions can be approximated with the help of only few harmonic functions. To demonstrate
this method, Eq. 2.11 is simplified to

θ̈ + aθ + yθ3 = 0 (3.2)

Taking the simplest trial solution of θ ≈ A cos (ωt) , where ω represents the nonlinear natural
frequency which is amplitude (A) dependent. Substituting the results into Eq. 3.2 gives

−ω2Acos(ωt) + aXcos(ωt) + y(Xcos(ωt))3 (3.3)

Taking the power reduction rule (cos3(ωt) = 3
4 cos(ωt) + 1

4 cos(ωt)) and applying into the
equation above, gives

(
a−ω2) A cos (ωt) +

y
4

A3 [3 cos (ωt) + cos (3ωt)] ≈ 0 (3.4)

9



Group 14-23E 3. Methods

Applying the harmonic balance to the cos (ωrt) terms (and ignoring the higher harmonics
cos (3ωrt) term) gives the amplitude frequency relationship (Eq. 3.5). Here, the right hand
side of the Eq. 3.4 is zero, thus Eq. 3.5 is obtained by merely diving through with cos (ωt) and
subsequently by A.

ω2 ≈ a +
3y
4

A2 (3.5)

This relationship (Eq. 3.5 above) is known as the backbone curve. It defines the frequency (ω)
as a function of the amplitude of response (A) of the system when no damping or forcing is
present. Fig. 3.1 below shows that the frequency of the response increases with the amplitude
A for the hardening spring (when y > 0) and decreases for the softening spring (when y < 0).
The dotted lines in the figure show the response when the number of terms considered in
the harmonic balance is extended to two (the trial solution x = Ar (cos (ωrt) + A3r cos (3ωrt)) ,
where A3r is the amplitude of the third harmonic relative to the fundamental amplitude). The
figure also illustrated the sufficiency of a one term trial function approximation. The trial
solution of the two-term approximation results in Eq. 3.6 below [David Wagg, 2015]

ω2
r ≈ a +

3y
4

A2
r (1 + A3r) (3.6)

Figure 3.1: Backbone curve showing hardening (y > 0) and softening (y < 0)

When the system is forced, the dynamic model Eq. 2.11 when combined with the approximation
sin(θ) = θ − θ3/6 becomes

10



3.1. The harmonic balance method Aalborg University

Iθ̈ + Bθ̇ + mpgl
(

θ − 1
6

θ

)
+ aθ + yθ3 = T cos(ωt)

Iθ̈ + Bθ̇ + (mgl + a) θ +

(
y− 1

6
mgl

)
θ3 = T cos(ωt)

(3.7)

Dividing through by the inertia (I), gives

θ̈p + B0 θ̇p + cθ + hθ3 = T0 cos(ωt) (3.8)

where

c = (ω0 + a/I); h = (y/I −ω0/6); B0 = B/I; T0 = T/I ω0 = mgl/I; (3.9)

T0 is considered the amplitude of applied force such that T0 =
(

A2
1 + A2

2
)1/2, A1 and A2 are

constant coefficients as in Eq. 3.1 and the ratio A1/A2 = tan−1 φ. φ signifies a phase shift.

To solve Eq. 3.8 above, the following assumptions are made [Rao, 1995],

• the amplitude T0 =
(

A2
1 + A2

2
)1/2 is considered fixed, but the ratio A1/A2 is left to be

determined

• B0, A1, and A2 are all small of order h

• the trial solution is a simple harmonic one with a phase shift such that θ = Asin(ωt− φ),
the analysis can be simplified by shifting the time origin by τ = t− φ/ω.

The excitation force becomes T0 cos(ωτ + φ) and the response θ = Acos(ωτ), thus yielding

θ
′′
+ B0 θ

′
+ cθ + hθ3 = T0 cos(ωτ + φ) (3.10)

where ′ is derivative with respect to τ. Substituting the response θ, θ′ = −Aωsin(ωτ) and
θ′′ = −Aω2cos(ωτ) into Eq. 3.10 and using the trigonometric identities, given in Appendix A
gives

−Aω2cos(ωτ)− B0Aωsin(ωτ) + c cos(ωτ) + hA3
[

3
4

cos(ωτ) +
1
4

cos(3ωτ)

]
≈ A1cos(ωτ)− A2sin(ωτ)

(3.11)

By disregarding the term cos(3ωτ) and equating the coefficients of cos(ωτ) and sin(ωτ) on
both sides of Eq. 3.11 above, it yields the following

11



Group 14-23E 3. Methods

cA− Aω2 +
3
4

hA3 ≈ A1

B0Aω ≈ A2

(3.12)

The relationship between the amplitude of the applied force and the quantities A and can be
obtained by squaring and adding the equations in Eq. 3.12. This gives

[
cA− Aω2 +

3
4

hA3
]2

+ (B0Aω)2 = T0 (3.13)

3.2 Runge-Kutta method

This section is based on [Rao, 1995]. Runge-Kutta is a numerical method that is often used
when the motion of the system cannot be integrated in a closed form. It has two fundamental
characteristics (as other numerical methods). Firstly, it does not satisfy the governing equation
(in this case Eq. 2.9) at all time t but only at various time intervals ∆t apart. Secondly, a fitting
variation of displacement θ, θ̇ and θ̈ is assumed within each interval ∆t.

This method is stable and self-starting, as the functions values at a single previous point
(example θ(t = 0) and θ̇(t = 0)) are needed to obtain the function value at the current point.
So for a given value θi and θ̇i , the approximate formula used for obtaining the next value (θi+1)
from the previous (θi) is made to match with the Taylor series expansion of θ at θi+1 up to
terms of order (∆t)n. The Taylor series expansion for θ(t) at t + (∆t)n is

θ(t + ∆t) = θ(t) + θ̇∆t + θ̈
(∆t)2

2!
+

...
θ
(∆t)3

3!
+

....
θ
(∆t)4

4!
+ ... (3.14)

Unlike the Taylor series expansion (Eq. 3.14), which requires higher order derivatives, the
Runge-Kutta method does not explicitly require derivatives beyond the first. Second order
differential equations are solved by first reducing it to two first order equations. For example,
Eq. 2.11 can be rewritten as:

θ̈ = −(Bθ̇ + mpgl sin (θ) + aθ ± yθ3)/I = f (θ, θ̇, t) (3.15)

Taking θ1 = θ and θ2 = θ̇, Eq. 3.15 can be written as two first order equations

θ̇1 = θ2

θ̇2 = f (θ, θ̇, t)

by defining

12



3.2. Runge-Kutta method Aalborg University

~X(t) =

{
θ1(t)
θ2(t)

}
and ~F(t) =

{
θ2

f (θ, θ̇, t)

}

To find the values of ~X(t) at different grid points ti according to the fourth-order Runge-Kutta
method, the following recurrence formula is used

~Xi+1 = ~Xi +
1
6

[
~K1 + 2~K2 + 2~K3 + ~K4

]
(3.16)

where

~K1 = h~F(~Xi, ti)

~K2 = h~F(~Xi +
1
2
~K1, ti +

1
2 h)

~K3 = h~F(~Xi +
1
2
~K2, ti +

1
2 h)

~K4 = h~F(~Xi +
1
2
~K3, ti+1),

(3.17)

h = ti+1 − ti = ∆t. MATLAB built-in routines “ode23()” and “ode45()” implemented the
Runge–Kutta method with an adaptive step-size adjustment, that uses a small/large step-size
depending on whether f(t) is rough or smooth [Won Young Yang, 2005]. Fig. 3.2 shows the
response of the system for m, l, I = 1, B = 0.1, a = 0.2, y = 2 and initial conditions θ(0) = 1,
θ̇(1) = 0. As shown, the Runge-Kutta and the implemented algorithm in MatLab (ode45())
match closely. Thus for the rest of the project, ode45() will be used.

Figure 3.2: Free vibration response for θ(0) = 1, θ̇(0) = 0 using Runge-Kutta and ode45()
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Group 14-23E 3. Methods

3.3 MSC Adams simulation

MSC’s software Adams is the most commonly used motion analysis and multibody dynamic
simulation software in the world [Adams, 2019]. It helps the user to study the dynamics
of moving parts, see the forces and load distribution throughout the system, enhance and
optimize the performance of the product. It incorporates real physics by simultaneously
solving equations for statics, quasi-statics, kinematics, and dynamics. Adams also runs
nonlinear dynamics in a fraction of the time required by Finite Element Analysis (FEA). The
theory in this section is based on [Adams/View, 2018].

3.3.1 Integrators

The following are the various integrators available for use in the software.

• GSTIFF (Gear stiff): It is a fast integrator suitable for smooth problems but may have
problems at very small time steps

• WSTIFF (Wielenga): Similar to GSTIFF, but adapts better to changes in time step size

• HASTIFF (Hiller-Anantharaman): It is stable at small time steps. It has good accuracy of
velocity and acceleration results

• HHT (Hilber-Hughes-Taylor): It is an Integrator from the FEA world, it is stable at small
values of the integration step size. For large models the HHT integrator is known to
simulate faster

• NEWMARK: Behaves similar to HHT but of a lower order.

3.3.2 Adams Model

The model is set up in Adams as shown in Fig. 3.3. It has the following components; input
plate, output plate, 9 pulleys with 9 connecting shafts, a pendulum and a coaxial shaft. There
are 6 pulleys and shafts on the input link and 3 on the output link. Both input and output
plates are connected to ground via fixed and revolute joints respectively. The coaxial shaft
connects the output plate and pendulum through a fixed joint on both ends. The model is
based on Computer-aided design (CAD) drawings from the authors Li and Bai [2019].
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A
B

Figure 3.3: (A) Full model (B) Plates, shafts and pulleys

Table 3.1 below shows the mass properties of the model. Where I, mp and lp are moment of
inertia (taken at the output coordinate system), mass and center of mass of the pendulum
respectively.

Table 3.1: Model Mass properties

Parameter Values Units
I 748.1990 kgmm2

mp 0.05138 kg
lp 93.20 mm

The following parameters are options to be included in the definition of the cable.

• Diameter
• Density
• Young’s Modulus
• Method - simplified, discretized
• Rkx, Rkb, Rkt - Ratio of longitudinal stiffness, bending stiffness, torsion stiffness

respectively.
• Damping ratio
• Velocity - defines initial cable velocity
• Preload - initial cable preload

The cable gets its stiffness (stiffness matrix) definition derived from its cross-sectional
dimensions and Youngś modulus. The derivation is based on Euler-Bernoulli beam formulation
(Eq. 3.18 and Fig. 3.4).
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K11 −− −− −− −− −−
−− K22 −− −− −− K26

−− −− K33 −− K35 −−
−− −− −− K44 −− −−
−− −− K53 −− K55 −−
−− K62 −− −− −− K66

(3.18)

For the two methods available, the simplified method gives a fast solution that generates
accurate loads on the pulleys, when considering cable mass and neglecting inertia effects with
respect to transmission effect. Whereas the discretized cable computes accurate cable vibrations
and forces on pulleys, in analysis where the mass and inertia effects of the cable are important.
The discretized model allows the definition of all three stiffness ratios (Rkx, Rkb, Rkt), while
simplified accepts only Rkx. The ratios are specified as shown in Fig. 3.4 below.

Figure 3.4: Stiffness Ratio

The damping ratio is applied as a multiplier to the stiffness, to obtain the damping coefficient
as shown in Fig. 3.5.

Figure 3.5: Damping applied as multiplier to stiffness
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3.4 Preliminary results

To verify the model discussed above, the simplified cable method will be used and its properties
are defined as shwon in Table 3.2 below.

Table 3.2: Cable Parameter Adams

Value Unit
Diameter 0.9 mm
Density 8E-06 kg/mm3

Elastic modulus 1.93E+05 N/mm2

Rkx 1.0 —-
Damping Ratio (ζ) 0.1 —-
Velocity 0 mm/s
Preload 0 N

The parameters of the compliant actuator based on the model is given in Table 3.3. A torque of
500 Nmm was applied on the output plate and a simulation was run with the default integrator
(GSTIFF). The results matched with the torque model defined by Eq. 2.1 as shown in Fig. 3.6.

Table 3.3: Parameters of the compliant actuator

n λ λ1 l3 N
6 0.45 0.267 30 mm 3

where λ = l1/l3, λ1 = R/l3 and the cable stiffness is defined as

k =
EA

l
(3.19)

E, A and l are the Elastic modulus, area and length of the cable respectively. The diameter used
is 0.9 mm.
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Figure 3.6: Torque versus displacement plot comparison for Adams and analytic

3.4.1 Effect of various parameters

To further confirm the Adams model, Fig. 3.7 below shows the effect to the configuration N
and the pretension F0, where the full and dash-dot lines denote mathematical and Adams
simulation results respectively. Fig. 3.7A shows that as N increases, hardening behavior is
more evident. Fig. 3.7B shows hardening behavior for lower values of F0. As F0 increases,
it shifts to softening. While Fig. 3.8 illustrates that as the stiffness increases, the hardening
behavior becomes more noticeable. These results are consistent with those obtained by Li and
Bai [2019].

A B

Figure 3.7: (A) Plot of torque versus deflection θ based on different configurations for F0 = 20N,
wherein the full lines denote mathematical results, and the dash-dot lines denote simulation
results. (B) different pretension (F0) with N = 1 and k ≈ 2.8
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Figure 3.8: (A) Plot of torque versus deflection θ based on different stiffness for F0 = 20N, N =
1 wherein the full lines denote mathematical results, and the dash-dot lines denote simulation
results

The various stiffness values were obtained in Adams by changing the Young’s modulus (E) of
the cable. The (E) values used to obtain the stiffness’s shown in Fig. 3.8 are quit unrealistic.
This was merely done to validate the Adams model.

3.5 Dynamic response

Some of the graphical ways whereby the dynamic response of a system can be observed include
displacement-time plot (as shown in Fig. 3.2), phase portrait and frequency response.

3.5.1 Phase portrait / Phase plane representation

For a one degree of freedom system, two parameters are needed to completely describe the
state of motion. They are usually taken as the displacement and velocity of the system. When
used as coordinate axes, the resulting graphical representation of the motion is termed phase
plane representation [Rao, 1995]. Each point in the phase plane shows a possible state of the
system and the state of the system changes with time. A representative point (e.g the state of
the system at t = 0) in the phase plane moves and traces a curve known as the trajectory and
illustrates how the solution of the system varies with time

Fig. 3.9 below shows the phase portrait of Eq. 3.8, (where c = 1, B = 1, h = 0.5, T0 = 0.1,
ω = 2.5) solved using Runge-Kutta method with initial conditions θ0 = 0 and θ̇0 = 0. The
arrows show the trajectory, and the motion of the system follows the path (trajectory). For the
rest of the report, the arrows will not be shown in the figures when the phase plane is plotted.
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Figure 3.9: Phase portrait

3.6 Nonlinear behaviors

3.6.1 Chaos

Nonlinear dynamic systems are known to show chaotic behavior for certain parameter values
[Kapitaniak, 1990]. Chaos describes the behavior of a system that is naturally unpredicable.
That is, it describes the dynamic behavior of a system whose response becomes unpredictable
because the non-linearities in the equation greatly amplify the errors in it’s initial conditions
[Rao, 1995].

When viewed as a time series, chaos usually appears to be non-repeatable and non-deterministic,
but is in fact very structured [David Wagg, 2015]. It is characterized by being highly sensitive to
initial conditions, thus small changes, lead to very quick divergence of behaviour. In this project,
the chaotic behavior will be observed from the phase plane representation as in [David Wagg,
2015] and [Rao, 1995]. However the divergence of behavior can be evaluated by computing the
rate of separation of initially close starting points as time increases. The Lyapunov exponents
measures the rate of exponential divergence between nearby trajectories.

Equilibrium

One type of chaotic behavior that can be observed when considering nonlinear systems is the
concept of equilibrium. A linear system has one equilibrium point while a nonlinear system
may have multiple equilibrium solutions. This is essential as each equilibrium point may have
a different stability property [Inman, 2006]. Stability has however not been considered in this
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project.

To illustrate this concept, consider Eq. 3.2 with values as shown in the equation below

θ̈ + 0.0148− 0.6θ + 0.6θ3 = 0 (3.20)

The equilibrium points are obtained by setting the torque stiffness to zero. That is
0.6θ − 0.6θ3 = 0, and the equilibrium points are θ = 0, θ = 1 and θ = −1. Solving the
equation with the Runge-Kutta method for 2 different initial conditions gives the result shown
in Fig. 3.10. Where for initial condition θ0 = 1, and θ̇0 = 0.56, the solution spirals around
the equilibrium condition θ = 1 (Fig. 3.10). When θ̇0 is increased to 0.57, the solution moved
clockwise, crossing the point θ = 0 and spirals around the equilibrium point θ = −1. This
shows that if there is uncertainty in the initial conditions of the system, then the final state of
the system θ = 1 or θ = −1 is unpredictable or uncertain [Rao, 1995].

A B

Figure 3.10: Phase-plane trajectories for different initial velocities (A) θ0 = 1, θ̇0 = 0.56 (B) (A)
θ0 = 1, θ̇0 = 0.57

3.6.2 Jump phenomenon

For nonlinear systems, there exists frequencies at which the vibration suddenly jumps-up
or down when it is excited harmonically with slowly changing frequency [Rao, 1995]. The
frequencies at which these jumps occur depend upon the non-linearity (hardening or softening)
and if the frequency is increasing or decreasing. Between these frequencies, multiple solutions
exist and the solution that represents the system depends on the initial conditions Brennan
et al. [2008]. An illustration of this is found in Fig. 3.11. For a given constant value of T0, the
amplitude A increases from the point 1, 2, 3 as ω slowly increases. A experiences a jump from
point 2 to 3. Similarly, as ω slowly decreases, A moves along the points 3, 4, 5, 1. It experiences
a jump from point 4 to 5. It is also evident that two amplitudes A exists for a value of ω.
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Figure 3.11: Frequency-response curve indicating the jump phenomena [Malatkar et al., 2006]
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4 | Compliant Joint Dynamics
In this chapter, the dynamics analysis of the compliant joint will be performed (free and forced
vibration). Three torque stiffness cases will be considered (linear, hardening, and softening)
as shown in Fig. 4.1A for varying pretension F0. Where the compliant parameters (for Eq.
2.1) are presented in Table 4.1 and the corresponding parameters for the torque as defined by
τ = aθ + yθ3 is given in Table 4.2. It is important to note that as the simplified polynomial
model is used, the results will not fully represent the system. The complete torque plot as
described by T = N2kδl J1 + NF0 J1 is shown in Fig. 4.1B

Table 4.1: Parameters of the compliant actuator

n λ λ1 l3 N k
2 0.45 0.267 30 mm 1 2.8 N/mm

The torque curves in Fig. 4.1A show hardening F0 = 20N, softening F0 = 150N and F0 = 74N
is meant to show linear behavior and to ensure that the calculation is linear, y is set to 0 as
shown in Table 4.2

Table 4.2: Values of a and y for joint stiffness τ

F0 [N] a y
τ1 20 1373.4157 1926.1543
τ2 74 4283.0136 0
τ3 150 8378.0031 -510.1081

A B

Figure 4.1: Plot of torque versus deflection θ for varying pretension (F0) (A) simplified model
τ = aθ + yθ3 (B) Full model T = N2kδl J1 + NF0 J1

To observe the dynamics of the joint as pertaining to the compliant mechanism torque, the
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gravitational term in the dynamic equation is ignored and the forced dynamic model (Eq. 3.8),
yields

θ̈ + B0 θ̇ + a0θ + y0θ3 = T0 cos(ωt) (4.1)

where

a0 = (a/I); y0 = (y/I); B0 = B/I; T0 = T/I (4.2)

The corresponding model in the frequency domain is given below.

[
a0A− Aω2 +

3
4

y0A3
]2

+ (B0Aω)2 = T0 (4.3)

For both equations, the free vibration model is obtained by simply setting T0 = 0. The
geometric parameters are as given in Table 3.1.

4.1 Results and discussion

The results below show the dynamic behavior (phase plane representation and Frequency
response) of the compliant joint. Different parameters are varied to show the capabilities of the
compliant joint. The values for B0 and T0 when not the varied parameter are 0.0295 and 0.6699
respectively

4.1.1 Free Vibration - Chaos

The equilibrium point for the linear system τ2 is is at θ = 0 and that is shown in Fig. 4.2.
As shown, the solution spirals around the equilibrium θ = 0. Multiple failed attempts were
made to obtain the plots showing the equilibrium points for the nonlinear system (e.g. τ3 has
equilibrium points at θ = 0, θ ± 4.0527). This may be due to equation τ = aθ + yθ3 not fully
capturing the stiffness torque of the system as defined by Eq. 2.1 (see Fig 4.1B). The solution
for the equation kept spiraling at the equilibrium point θ = 0, similar to the linear system (Fig.
4.2 below)
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Figure 4.2: Phase plane representation for linear system (τ2) with initial condition θ0 = 0.5
θ̇0 = 0.1

4.1.2 Forced Vibration - Frequency response

Varying stiffness

Fig. 4.3 below shows the effects of the three different torque profiles on the frequency response
of the system. The non-linearity of τ1 and τ3 essentially bends the frequency curve, right for
hardening ( τ1) and left for softening (τ3) but stays straight for a linear case. This result is in
agreement with [Malatkar et al., 2006]. The response for τ1 and τ3 is shown clearer in Fig. 4.3B

A B

Figure 4.3: Frequency response plot for varying (A) τ1, τ2, τ3 (B) τ1, τ3

In Fig. 4.4 below, the gravitational inertia is included in the system and as the shown, the
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behavior is different from Fig. 4.3. Here the non-linearity of the gravitational inertia is softening
as shown Fig. 4.4B where the torque parameters a and y are set to 0. This non-linearity, made
the behavior of the system including the linear τ2 to display a softening behavior as shown in
4.4A for the various torque cases.

A B

Figure 4.4: (A) Frequency response plot for varying τ τ1, τ2, τ3 with gravitational inertia (B)
Frequency response plot of system when non-linearity is due to only the gravitational inertia
term

Varying T0 and B0

Fig. 4.5 below shows the response of the system for varying values of forcing amplitude T0

(Fig. 4.5A) and damping B0 (Fig. 4.5). An increase in T0 leads to a increase in the amplitude A
while an increase in B0 leads to a decrease of A.

A B

Figure 4.5: Frequency response plot for varying (A) T0 (B) B0, torque profile is τ1
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Varying inertia I

Fig. 4.6 below shows the effect of inertia I on the frequency response of the system. As I
increases, the response shifts in frequency ω and reduces in amplitude A.

Figure 4.6: Frequency response plot for varying values of I

Jump phenomenon

The jump phenomenon already exists in the results above but will be illustrated here in Fig.
4.7 for τ1 and T0 = 6.6988. The amplitude of vibration increases from point 1 to 2 as ω slowly
increases. It then experiences a jump to point 3 on the curve. It also shows that when ω ≈ 2.5,
two values of amplitudes exists A ≈ 1.78 and 0.8, which is in agreement with Section 3.6.2 and
[Brennan et al., 2008]. It however, did not capture the second frequency point ω and this may
be due to how the equation was implemented to obtain the plot or the considered parameter
values.
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Figure 4.7: Frequency response, illustrating jump phenomenon with torque τ1 and T0 = 6.6988

4.1.3 Forced vibration - Phase plane

Small variations in the frequency ω or the amplitude of forcing term T0 can lead to chaos, and
this will be illustrated below. τ1 is used and when T0 is varied, ω = 1.5, while T0 = 5.5 when
ω is varied. The y-axis of the plots presented in this section is in rad/s.

Varying T0

Fig. 4.8 - Fig. 4.9 show the response of the system (showing both phase plane (A) and time
series (B)) for varied values of T0 with initial conditions θ = 0.8, θ̇ = 0. When T0 = 6.7 (Fig.
4.8), a 2 period response is observed (see time series Fig. 4.8B). This changes to an 8 periodic
response when T0 is increased to 6.8 (Fig .4.10) and becomes chaotic at T0 = 9.0 (Fig. 4.9). This
result is consistent with [Yu et al., 2011]; [K. et al., 2002] and [Rui-Lan et al., 2012].
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A B

Figure 4.8: (A) Phase plane representation showing 2 period oscillation for T0 = 6.7 and (B)
Time series

A B

Figure 4.9: (A) Phase plane representation showing 8 period oscillation for T0 = 6.8 and (B)
Time series
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A B

Figure 4.10: (A) Phase plane representation showing chaos for T0 = 9.0 and (B) Time series

Varying ω

Fig. 4.11 - Fig. 4.12 show the response of the system for varied values of ω. When ω = 2.1 (Fig.
4.11), a 1 periodic response is observed. Chaos occurs when ω is reduced to 1.85 as shown in
Fig. 4.12. Initial conditions θ = 1.8, θ̇ = 0. This result is consistent with [Yu et al., 2011].

A B

Figure 4.11: (A) Phase plane representation showing one period 1 period oscillation for ω = 2.1
and (B) Time series
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A B

Figure 4.12: (A) Phase plane representation showing chaos for ω = 1.85 and (B) Time series
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5 | Model Validation
The dynamic model will be validated by comparing the Runge-Kutta method with Adams
simulations. Afterwards, the Runge-Kutta and HBM will be compared. To start of, the
damping coefficient will first be determined. This will enable the comparison of Adams and
Runge-Kutta.

5.1 Determining damping coefficient

A free vibration analysis was done on the Adams model (based on parameters for Fig. 3.6) by
giving it an initial displacement of 0.001 rad. The results of the analysis was then transfers to
MatLab and a nonlinear grey-box model, namely, idnlgrey was used to identify the damping
ratio (B). The obtained value is 22 Nmms/rad and as shown in Fig. 5.1A, it matches with a
94.68% accuracy. The values of a and b in Eq. 2.11 is presented in Table 5.1.

Table 5.1: Parameters a and b obtained from Adams simulations and analytic calculations

Adams Analytic
a 6006273.4515 4984676.07666
y 375.3128 0.3891

Figure 5.1: non-linear grey-box model
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5.2 Runge-Kutta vs Adams

5.2.1 Free vibration

The value of B is then inserted into the dynamic model (Eq. 2.9) and solved using the Runge-
Kutta method. The result is shown in Fig. 5.2A. The figure shows a good match between
the two methods especially between t = 0 to t = 5, and then begins to slightly deviate. This
deviation is shown in the error plot (Fig. 5.2B), starting at 0 up to ≈ 0.00015 at t = 10.

A B

Figure 5.2: (A) Runge-Kutta and Adams free vibration results (B) Error

5.2.2 Response under harmonic motion of input plate

For this test, the input plate is given an harmonic motion of θb = Xsin(ωt), where X = 3 and
ω = 0.3. Neglecting gravitational effects, the dynamic equation becomes

Iθ̈p − B(θ̇p − θ̇b) + τ(θp − θb) = 0 (5.1)

where θb is the angle of the input plate (the base). The torque profile for this simulation is
given in Table 5.2 where k = 6.942N/mm, N = 3 F0 = 0

Table 5.2: Parameters a and y obtained from analytic calculations

a y
6600.0619 51342.7229

Solving the equation with initial conditions [θ̇0 = 0 θ0 = 0] gives the result as shown in Fig.
5.3. Fig. 5.3A shows the output plate oscillating as it follows the trajectory of the input plate
but the oscillation later dies out as time is increased (shown in Fig. 5.3B).
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A B

Figure 5.3: Runge-Kutta simulation response of Input and Output plate (A) t = 45 (B) t = 200

In the Adams simulation, gravitational effects are kept on and the results are shown in Fig. 5.4
below. The difference (error) between input and output plate motion is about ±0.15 while that
of the output plate and pendulum is ≈ 0

A B

Figure 5.4: Adams simulation response of (A) Input and Output plate (B) Output plate and
Pendulum

Fig. 5.5 below shows the comparison between The Runge-Kutta and Adams results for the
input plate (Fig. 5.5 A), output plate (Fig. 5.5 B). They closely match and have errors between
±0.09 and ±0.04 for input and output respectively as shown in Fig. 5.6.
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A B

Figure 5.5: Comparison between Runge-Kutta and Adams simulation response of (A) Input
plate (B) Output plate

A B

Figure 5.6: (A) Input and (B) Output Error of Runge-Kutta and Adams Method

5.3 Harmonic Balance Method Vs. Runge-Kutta

To facilitate the comparison between HBM and Runge-Kutta, the HBM will first be converted
from frequency to time domain. Shown in Fig. 5.7 is the frequency domain response of the
system where a trial displacement of θ = Acos(ωt) is used. The stiffness torque profile is
as given in Table 5.1 (analytic) while the damping and drive torque are 22Nmms/rad and
500cos(ωt) respectively. The inertia, mass and length are as given in Table 3.1
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Figure 5.7: Runge-Kutta and Adams free vibration results

From the figure above, the value of the maximum amplitude and corresponding frequency is
extracted (that is A = 0.08699 and ω = 9.5600) and used to obtain the angle (θ = Acos(ωt)).
Fig. 5.8 below shows the comparison between the time response of the two methods as well as
the error. The initial conditions for the Runge-Kutta method are θ̇0 = 0 and θ0 = 0.08699 (max.
amplitude |A|). The figure shows a good correlation between both methods as the maximum
error is at ≈ 0.008.

A B

Figure 5.8: (A) Input and (B) Output Error of Runge-Kutta and Adams Method
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6 | Extended Model Dynamics
The compliant joint will be implemented as an active joint, thus this chapter will extend the
model by including an actuator.

6.1 Actuators

The purpose of an actuator is to provide torque to a device at a particular joint of interest. This
means that the actuator must overcome the weight and resistance of the exoskeleton and allow
the user to move easier than without actuation [Ferris et al., 2019].

Several actuator technologies have been used to provide mechanical power to exoskeletons, they
include hydraulic, pneumatic, and electric actuators [Gopuraa et al., 2016]. Electric actuators
are the most used elements in literature for powered exoskeletons, as they can be controlled
with high precision; however, the power-to-weight ratio is not so good [Gopuraa et al., 2016].
Hydraulic and pneumatic actuators have good power-to-weight ratio but do not have much
precision.

An electric actuator (motor) is already in use in the upper-limb exoskeleton [Bai et al., 2017].
Thus that will be used in this project and the arrangement of the compliant mechanism and
the motor will be considered. Series-elastic actuator and parallel-elastic actuator are presented,
to observe the dynamic response and power consumption of both configurations.

The series-elastic actuator (SEA) is a kind of actuator that implements a continuously variable
transmission between a motor and a series-elastic element (see Fig 6.1A below). In this case,
the series-elastic element is the variable stiffness compliant mechanism. The SEA allows force
to be controlled in an simple way [Ham et al., 2009].

A
B

Figure 6.1: (A) Series elastic actuator (B) Parallel elastic actuator

The parallel-elastic actuator (PEA) is shown in Fig. 6.1B. It can also give advantageous
power/energy characteristics, if the parallel spring is tuned considering task specific
requirements [Beckerle et al., 2016].
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6.2 Dynamic model

Figure 6.2: Dynamic model including actuators

6.2.1 Series Elastic Configuration

From the dynamic model shown in Fig 6.2 above, the equations of motion for series elastic
configuration are obtained as in Eq. 6.1 below. The stiffness of the compliant mechanism was
reduced from τ(θ, N, F0) to τ(θ),

Im θ̈m − τ(θp − θm) = Tm

Ip θ̈p + mpglpsin(θp) + τ(θp − θm) = 0
(6.1)

where, θm and θp represent the motor(input) and pendulum (output) position, Im and Ip are the
inertia of the motor and pendulum respectively. Tm corresponds to the input torque introduced
to the joint mechanism by the actuator. Considering that the compliant mechanism already has
damping included, the equation becomes

Im θ̈m − B(θ̇p − θ̇m)− τ(θp − θm) = Tm

Ip θ̈p + mpglsin(θp) + B(θ̇p − θ̇m) + τ(θp − θm) = 0
(6.2)

6.2.2 Parallel Elastic Configuration

For the parallel elastic configuration, the dynamic equation of motion is found to be

(
Ip + Im

)
θ̈p + mpglsin(θp) + B(θ̇p) + τ(θp) = Tm (6.3)
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6.3 Dynamic analysis

To investigate the dynamics of the system for SEA, consider Eq. 6.2. Neglecting gravitational
effects and multiplying the first equation by Ip and second by Im gives

Im Ip θ̈m − BIp(θ̇p − θ̇m)− τ(θp − θm)Ip = Tm Ip

Ip Im θ̈p + BIm(θ̇p − θ̇m) + τ(θp − θm)Im = 0
(6.4)

subtracting the second equation from the first gives

Im Ip(θ̈m − θ̈p) + B(θ̇m − θ̇p)[Im + Ip] + τ(θm − θp)[Im + Ip] = Tm Ip (6.5)

taking the error (e) = θm − θp and substituting into Eq. 6.5 above, gives

Im Ip ë + Bė[Im + Ip] + τ(e)[Im + Ip] = Tm Ip (6.6)

6.3.1 Results and discussion

This section show the result of the system dynamic investigation for SEA. In this analysis, the
3 torque cases of linear, hardening and softening as considered in Chapter 4 will be used. For
geometric parameters, Ip = 746.4011 kgmm2 (mass of pendulum defined by the Adams model),
Im = 0.554 kgmm2 (taken from the data-sheet of a 22 mm diameter motor shown in Appendix
B) and B = 22Nmms/rad.

Evaluating the Eq. 6.6 for hardening case using the Runge-Kutta method with initial conditions
of e0 = 0.01, ė0 = 0 gives the time-series response as shown in Fig. 6.3. When the external
torque is harmonic, e shows an harmonic motion with values between ±2.3. While for constant
Tm, it increases at the beginning and remains constant at ≈ 2.3 and is zero when Tm = 0
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Figure 6.3: Time-series response for various external torque [Tmcos(ωt) Tm 0] where ω = 1.8
and Tm = 28100

Fig. 6.4 below shows the frequency response of the system for varying values of Im and as
shown, although Im is small when compared to Ip, the effect is still evident. As shown in
Chapter 4 for Ip, an increase in Im also shifts the response of the system to the right and reduces
the amplitude A.

Figure 6.4: Frequency response while varying Im

Fig. 6.5 below shows the frequency response of the system for varied values of τ. τ3 which
represents softening appears to show a linear behavior as τ1. The system also does not
experience the jump phenomenon behavior.
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Figure 6.5: Frequency response while varying τ, where τ1, τ2 and τ3 are hardening, linear and
softening respectively

When considering the phase portrait of the system, unlike in chapter 4 where the response
went from periodic to chaotic for given values of ω or T0, the response here retains a certain
shape for a wide range of values. An example of this is shown in Fig. 6.6 below where the
response revolves around point zero as a spherical shape. The major difference between Fig.
6.6A (Tm = 50) and Fig. 6.6B (Tm = 1000) is the range of values of e and ė.

A B

Figure 6.6: Phase plane representation with harmonic force Tmcos(ωt) (A) Tm = 50 (B)
Tm = 1000. ω = 90, initial conditions e = 0.0055 ė0 = 0, τ3
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6.4 Power analysis

The power required to perform the motion of input (Eq. 6.7) is investigated based on the
models specified for SEA (Eq. 6.2) and PEA (Eq. 6.3).

P = Tm ˙θm (6.7)

The SEA configuration has 2 equations describing the system (Eq. 6.2). To solve this, the
displacement of the pendulum θp is assumed known and used to solve for θm in Eq. 6.2B. Both
θp and θm are then used to obtain Tm in Eq. 6.2A. For PEA configuration, perfect trajectory is
assumed such that θp = θm. Hence, inverse dynamic analysis will be utilized for the simulations
that follow.

6.4.1 Results and Discussion

To facilitate this analysis, four torque scenarios will be considered as shown in Fig. 6.7 below.
The figure shows two hardening (F0 = 20, 150N) and two softening (F0 = 450, 650N) behaviors
for a compliant joint having parameters as in Table 3.2, N = 3, k = 2.8 N/mm. The values
corresponding to the definition of the joint stiffness based on τ = aθ + yθ3 are as shown in
Table 6.1 below. The geometric parameters are as defined in Table 3.1, with Im = 0.554

Table 6.1: Values of a and y for joint stiffness τ

F0 a y
τ1 20 5,895.9685 19,584.2465
τ2 150 26,908.7307 12,275.4591
τ3 450 75,402.0280 -4,590.9733
τ4 650 107,730.8928 -15,835.2616

Figure 6.7: Plot of torque versus joint deflection (θ) for varying pretension F0. N = 3, k =
2.3N/mm
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Fig. 6.8 below shows the time response for the series-elastic configuration obtained by setting
θp = 0.45sin(1.8t) and solving Eq. 6.2A for θm using Runge-Kutta method with initial conditions
(θm and θ̇m = 0). With this, the assumption of perfect trajectory for PEA, can be said to be
valid.

A B

Figure 6.8: (A) SEA dynamic response of pendulum and motor (B) Error between pendulum
and motor position

Fig. 6.9 below shows the maximum (peak) power of both SEA (Fig. 6.9A) and PEA (Fig. 6.9B)
configurations. In both figures, the peak power increases as stiffness softens. It is common to
use springs in exoskeleton joints to assist the motor and reduce the value of the peak power
[Grimmer and Seyfarth, 2011]. And with the compliant joint, various the peak power can
easily be reduced or increased (by increasing or reducing the pretension F0, N or compliant
parameters) depending on the power required to complete a desired motion

A B

Figure 6.9: (A) SEA max power corresponding to the softening and hardening stiffness behavior
(B) PEA max power corresponding to the softening and hardening stiffness behavior of joint
stiffness
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Fig. 6.10 below shows the comparison between the SEA and PEA peak power for τ1. As shown,
the peak power for PEA is much higher than that of SEA configuration.

Figure 6.10: SEA and PEA maximum power for τ1
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7 | Conclusion
The objective of this project was to perform the dynamic modelling and analysis of a compliant
joint mechanism. It was done to observe the various nonlinear dynamic capabilities of the
mechanism. The compliant joint was successfully modelled using the Lagrangian method,
numerical Runge-Kutta and analytical Harmonic balance method were utilized in solving
the dynamic equation. Both methods were used to show the chaotic and jump phenomenon
behaviors associated with nonlinear systems. The behaviors were observed through phase
plane representation and frequency response respectively.

This study showed that the non-linearity of the system was not only caused by the compliant
joint but also the gravitational term. It also showed that slight changes in system parameters
can make the response go from periodic to chaotic. The system, however, did not capture the
chaotic nature of equilibrium points and this was associated with the simplification made for
the torque generated by the compliant mechanism.

The study also showed that the generated dynamic mode of the compliant joint is valid. This is
due to the comparable results between MSC Adams and Runge-Kutta method. The comparison
was done for free-vibration and harmonic forcing on the input plate of the compliant joint. The
difference in results for the free-vibration ranged between 0 (at t = 0) to 0.00015 rad (at t = 10).
While for the harmonic forcing, errors ranged between ±0.09 and ±0.04 for input and output
respectively. Afterward, the harmonic balance method and Runge-Kutta were compared and
the results matched closely with an error between ±0.008. It also showed that the one-term
approximation used in obtaining the frequency response of the system was sufficient.

The model was further extended to include an actuator. Series elastic (SEA) and Parallel elastic
(PEA) actuators were considered. The dynamics of the system for SEA was observed and did
not capture chaos and jump phenomenon. The results also showed that when ω is varied, the
phase plane representation retained a similar shape and the difference was in the values of the
displacement and velocity.

Finally, power analysis for both PEA and SEA was done using inverse dynamics. It showed that
a decrease in torque stiffness from hardening to softening increases the power requirement of
the system. A comparison between the PEA and SEA configuration showed that PEA required
more power, thus for power considerations, SEA should be used.
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7.1 Further Work

• Lyapunov exponents can be calculated for the various scenarios where chaos was ob-
served to ensure that the behavior is indeed chaotic and just a very high periodic response.

• Research to ascertain why the extended model did not capture the same response behav-
iors.

• The Adams model can be extended to include all the components of the real system.

• Experiments can be performed to ascertain the effect of these nonlinear behaviors on the
exoskeleton itself, i.e what happens when the system is working within the region of
chaos?.

• Experiments can also be performed to know if and how the compliant joint improves the
human interaction of the system.
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A | Trigonometric Identities

sin3(ωt) =
1
4
(sin(ωt)− sin(3ωt))

cos3(ωt) =
3
4
(cos(ωt)) +

1
4
(cos(3ωt))

Fsin(ωt + φ) = asin(ωt) + bsin(ωt)

F =
√

a2 + b2

(A.1)
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