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Abstract:

One of the difficulties of mining worldwide
is that it must be carried out in remote places
without grid connection. Therefore it is im-
portant to choose the most profitable and
reliable combination of energy sources for
electrification. In this paper, different tech-
nologies to meet the demand of a mine lo-
cated in Western Australia are studied. Us-
ing HOMER Pro, several viable systems, for
the resources considered, are obtained. Us-
ing analytic hierarchy process (AHP), the
most suitable case is selected for further
study. Using Monte-Carlo simulations sev-
eral scenarios are developed for the study
of uncertainties, and a risk-constrained opti-
mization algorithm is implemented to obtain
the optimal scheduling, the expected cost
and conditional value at risk (CVaR). Nu-
merical results demonstrate that the varia-
tions of operation cost and CVaR with the in-
crease in risk aversion factor are not of high
magnitude, due to rather low variable oper-
ation costs of renewable energy sources. It
is shown that the proposed hybrid electrifi-
cation plan, based on WT, PVs and battery,
could not only provide a reliable power gen-
eration, but also very low daily operating
cost.
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ṁ f uel Mass Flow Rate of the Fuel [kg/h]

ηgen Efficiency of the Generator [%]

ηmp,STC Maximum Power Point Efficiency Under STC [%]

λ Eigen Value

µ Mean

GT Solar Radiation Incident on the PV Array in the Current Time Step [kW/m2]

πs Probability of Scenario s

ρ Actual Air Density [kg/m2]

ρSTP Standard Air Density [kg/m2]

σ Standard Deviation



Nomenclature xv

Ci Consistency Index

Cr Consistency Ratio

CDFh
emp Empirical CDF

CDFh
sel Selected CDF

Dt,s Demand at time t and scenario s [kW]

DTd Minimum Down Time of the Diesel Generator [h]

Enonren Nonrenewable Electrical Production [kWh/yr]

Eserved Total Electrical Load Served [kWh/yr]

e f f Round Trip Efficiency of Charging and Discharging of the Battery [%]

F0 Fuel Curve Intercept Coefficient of the Generator [l/h/kW]

F1 Fuel Curve Slope of the Generator [l/h/kW]

Fmin,d Minimal Fuel Consumption of Diesel [l]

fPV PV Derating Factor

fren Renewable Fraction [%]

Hnonren Nonrenewable Thermal Production [kWh/yr]

Hserved Thermal Load Served

i Real Discount Rate

Ib Number of Installed Batteries [Number of Batteries]

Ipv Installed Power of PVs [kW]

Iwt Installed Power of Wind Turbines [kW]

LHVf uel Lower Heating Value [MJ/kg]

n Lifetime of the Investment [yr]

Nh Number of Hours Considered in RMSE Calculation

OMb,e Operation and Maintenance Cost of the Batteries, Dependent on the Through-
put Energy [$/kWh]

OMb,y Yearly Operation and Maintenance Cost of the Battery [$/Number of Batteries]



xvi Nomenclature

OMd Operation and Maintenance Cost of the Diesel Generator [$/h]

OMpv,y Yearly Operation and Maintenance Cost of the PVs, Dependent on the
Amount of PVs [$/kW]

OMwt,e Operation and Maintenance Cost of the Wind Turbines, Dependent on the
Amount of Generated Energy [$/kWh]

OMwt,y Yearly Operation and Maintenance Cost of the Wind Turbines, Dependent
on the Amount of WTs [$/kW]

Pgen Electrical Output of the Generator [kW]

Pmax,bc Maximum Charging Power of the Battery [kW]

Pmax,bd Maximum Discharging Power of the Battery [kW]

Pmax,d Maximum Output Power of the Diesel Generator [kW]

Pmin,d Minimum Output Power of the Diesel Generator [kW]

Ppv,t,s PV Power Output [kW]

PWGT,STP Wind Turbine Power Output at Standard Temperature and Pressure [kW]

PWGT Wind Turbine Power Output [kW]

Pwt,t,s Power Output of All Installed WTs [kW]

Ri Random Consistency Index

Ry Net Cash Outflows-Inflows During Single Year [$]

Smax Maximum Possible Storage Content [%]

SoCinit Initial SoC of the Battery [%]

SoCmax Maximum SoC of the Battery [%]

SoCmin Minimum SoC of the Battery [%]

SUd Start-up Cost of the Diesel Generator [$/start]

T Considered Optimization Period Expressed in Hours [h]

Ta Ambient Temperature

Tc PV Cell Temperature

Uhub Wind Speed at the hub height [m/s]



Nomenclature xvii

Umeas Wind Speed at the Measurement Height [m/s]

UTd Minimum up Time of the Diesel Generator [h]

var Variance

w Values in Eigenvector

Ygen Rated Capacity of the Generator [kW]

YPV Rated Capacity of the PV Array [kW]

Z Random Number for Each of the Predicted Steps in MC Simulation

zhub Height of the Hub of the Wind Turbine [m]

zmeas Height of Measurement of the Wind Speed [m]

NOCT Nominal Operating Cell Temperature [◦C]

Variables

ηt,s Auxiliary Non-Negative Variable

ζt Threshold to Recognize (1-α)·100 Percent Worst Scenarios of Each Stochastic
Environment at Hour t.

Bc,t,s Charging Power of the Battery [kW]

bc,t,s Charging Indicator of the Battery

Bd,t,s Discharging Power of the Battery [kW]

costt,s Operational Cost of Scenario s in Hour t

lpv,t,s Loading of the PVs

lwt,t,s Loading of the WTs

Pd,t,s Power Output of the Diesel Generator [kW]

SoCt,s State of Charge of the Battery [%]

ud,t,s Commitment Status of the Diesel Generator

yd,t,s Start-up Indicator of the Diesel Generator

zd,t,s Shutdown Indicator of Diesel Generator





Chapter 1

Introduction

Australia has a big mining potential, because of the amount of natural resources
that it posses. It has also been a country to invest over the years due to its stable
economy, which guarantees a safe investment. However, there are some disad-
vantages. Such as, mines being in remote places and the Australian power grid
having load and the sources separated from each other, generating a bottleneck in
the transmission system.

Mining has been an activity performed by humans for 40,000 years [1], and is
still performed today. It is one of the most lucrative sectors driving 45% of the
global Gross Domestic Product (GDP). Several countries base their economy on
their mining sector [2].

One of the difficulties of mining worldwide is that it must be carried out in
remote places, therefore it is difficult to establish a mining site, since it requires
having the basic needs covered before it can operate, such as water and electricity.
In the case of electricity, there are several solutions to meet the necessities of the
mine.

The most reliable but rather expensive solution is to build a line from the mine
to a point of connection to the grid. However, it can be difficult, specially consid-
ering the logistic, and the need to achieve the required standards of the country
where it is built e.g. IEC, ANSI, etc. In the case where a grid connection is not
feasible, it is possible to connect a generator of the size required to energize the
whole mine. This solution may satisfy the requirement of having a stable source of
energy, but it is an expensive solution. Because the generator requires a lot of fuel
and the cost of maintenance is significant. The above solution can be improved if
renewable sources of energy, RES, are added to the mix of diesel generators. This
translates into cheaper and greener energy, but due to meteorological dependence
they can cause energy shortages or failures in satisfying the load. Therefore, to
find the perfect solution for the combination of different energy sources, it is nec-

1
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essary to analyze the different conditions that involve the load profile, location and
weather conditions.

1.1 State of Art

1.1.1 Hybridization in Mines Energy Production

For the mines to operate properly and be able to maximize the profit, they are
required to have a stable and reliable source of energy.

When a mine operates in islanded mode, the main issue is the energy supply.
The most conventional approach is to use only a generator that satisfies the de-
mand of the mine. Even though this way is reliable, it has space for improvement.
The solution can be enhanced by adding a battery energy storage system (BESS)
and renewable energy sources (RES), which improves the quality of the energy
making it cheaper and more environmentally friendly.

In [3], a business study of renewable energy and storage was done for off-grid
mining. It was mentioned in the brochure, that in this day and age hybrid solutions
(part renewable part oil and gas) are the most common in mining sector. According
to [3], the energy cost can be up to 15% of the revenue of the mine. This is why
it is of high interest to decrease the cost of electricity. For the study, HOMER Pro
microgrid modeling software was used. In [3], several cases where studied (Diesel
+ BESS, Diesel + Solar PV, Diesel + BESS + Solar PV), and compared to the base
case of only diesel. In the study, levelized cost of electricity (LCOE) was used as
a result. The solution of Diesel + BESS + Solar PV was the one with the lowest
LCOE.

The Glencore Mine Raglan [4] is a metal-based mine located in Northern Que-
bec, Canada. The mine is not connected to hydroelectric or natural gas networks,
and the use of diesel generators was required to operate it. The mine opera-
tion started in 1997, and in order to extend the lifetime the Sivumut Project was
launched [5]. In this project, gradually the insertion of renewable energies started,
specifically wind turbines. This was done in two steps. In August 2014 a wind
turbine was erected on the mining site, and in 2015 an energy storage systems was
installed to maximize the energy used from the wind turbine. In 2018, a second
wind turbine was added to the site. According to one of their reports [6], these two
wind turbines resulted in a yearly fuel savings of 4.4 million liters of diesel.

A relevant mining facility in the Western Australia region is the Agnew mine
owned by Gold Fields [7]. Here, the Agnew Hybrid Renewable Project [8] by EDL
is being delivered in the years 2019 to 2020. This project consists of a hybrid re-
newable microgrid for the Agnew mine, with a total installed capacity of 54[MW].
From the capacity, 18[MW] will be wind power and 4[MW] solar PV power, the re-
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newable sources are supported by a 13[MW] and 4[MWh] battery system. The rest
of the capacity is performed by fossil fuels, 16[MW] of gas and 3[MW] of diesel
generation. With this project, 46,300 tones of CO2 are abated per year.

As mentioned in [3], today’s trend in the mining sector energy production is a
mix of fuel and renewable generation, and in the next few years, a full renewable
generation for the mines is to be achieved.

1.1.2 HOMER Pro Used in Planning of Mines and Microgrid

The HOMER Pro microgrid software by HOMER energy is a powerful tool for
optimizing microgrid systems. HOMER examines all possible combinations of
systems and then sorts them according to a selected variable. This software is able
to model the energy flow as well as make a business case of the results [9]

In the particular case shown in [3], it was used to calculate the effectiveness of
adding a PV and/or adding a BESS. The mine had already a diesel engine working,
adding the BESS would eliminate the operating reserve, and adding the PV would
decrease the levelized cost of electricity (LCOE).

In [10], HOMER Pro was used to plan the strategy for islands in South Korea,
for this three island scenarios were considered. The objective was to reduce the
carbon emissions of microgrid islands. The lifetime of the project in [10] was of 20
years. The considered inflation rate was 1% and the discount rate was 1.23%. The
data for each scenario was measured, then the technological data for each energy
source was input in HOMER Pro and an optimization and economical analysis was
made. In the results, the most used technologies were Solar PV, Wind, BESS and
diesel, and a comparison of the LCOE was done. Only in one case the LCOE could
be decreased compared to LCOE of a conventional system.

An autonomous hybrid power system was modelled in [11] using HOMER
Pro for a town in Kenya. PV array and Wind turbine were considered as the
main technology with a diesel genset as a backup and a battery bank as energy
storage. In this paper, a load priority scheme was considered, where there were two
types of loads, high-priority and low-priority. The load control model was done in
Simulink MATLAB. In the initial sizing part, HOMER Pro was used, however for
the operations of the microgrid, a more detailed model was necessary for the load
priority control and BESS control.

HOMER Pro is a highly used software in the microgrid industry, it has a pow-
erful optimization program for the planning phase of a system considering many
technology combinations, also showing the economical assessment of the project.
However, it has been seen that in some cases, a more detailed model on the opera-
tions of the mine may be required.
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1.1.3 Decision Analysis

Sometimes in the industry, the criteria for making a decision can not be quantified,
from choosing which employee to promote to choosing which of the selected power
generating scenarios for a microgrid system. The planning stage of any project,
including an energy supply system, has crucial importance. A popular tool for
decision-making studies is analytic hierarchy process (AHP). could it be for

AHP is a structure for organizing different criteria that cannot be quantified
and is necessary to make a decision. To generate a solution it is necessary to
make a comparison between different alternatives, and then make relative scales.
The comparisons are arranged in a hierarchical structure to organize judgments by
breaking a problem down into different parts [12].

This tool can be used when different system configurations are being consid-
ered for an off-grid mine. Following certain criteria the most suitable scenario can
be found.

In [13] a model for planning of energy sources for microgrid, using multi-
criteria decision making based on AHP approach, was presented. The most crit-
ically influencing criteria considered in the study were: economic, structural, op-
erational and maintenance, environmental and societal aspects. The total of nine
combinations of generating units and grid were identified to choose from in the
decision making process.

In [14], different scenarios for distributed generation (DG) in developing coun-
tries were compared. AHP was used in this study to obtain relative weights, be-
tween different attributes if the system, in an objective way.

1.1.4 Risk Analysis

In any power system, uncertainties can occur, whereas they are caused by unsched-
uled maintenance or meteorological variation. With the integration of renewable
energy resources, these variations increase. That is why it is of high importance to
account for them.

In [15], a risk-constrained optimization of the operation of an off-grid system
was done. Here, the trade off between maximizing profits and the risk of getting
low profits due to uncertainties is shown. The stochastic parameters in this pa-
per were the PV power, wind power, load and electricity price. Several scenarios
for each of the parameters were generated. A scenario-based stochastic optimiza-
tion was done using the conditional value-at-risk (CVaR) as a representation. The
CVaR for a given confidence level α is defined as the expected value of the profit
smaller than (1− α) quantile of the profit distribution [15]. The optimization was
performed for several values of taken risk to show outcomes for different risk ap-
proaches.
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A minimization of cost was done in [16], for a smart energy hub. A stochastic
model was presented with real time electricity and natural gas prices as well as
electricity demand. Here the objective function was a sum of prices and emission
penalties. As well as in [15] several scenarios were generated using Monte Carlo
simulations for the stochastic parameters, which in this case are electricity prices,
natural gas prices and electricity demand. In [16], also CVaR was used to account
for the risk, and several results were shown for different values of risk aversion
factors.

In both [16] and [15], CPLEX solver from GAMS was used to find a solution of
the mixed integer linear programming (MILP) model developed.

1.2 Problem Statement

The project aims at investigating a business case for an off-grid hybrid renewable
solution to be able to meet a mine load demand, located in Western Australia.
Several technologies will be considered, such as PV panels, wind turbines, BESS
and diesel generators. An optimal energy solution is developed in such a way that
it is competitive in the market and cost effective in the long term. The solution
ensures to meet the demand of the mine as well as being market innovative.

1.3 Objectives

To solve the problems described in the previous section, the following project ob-
jectives have been set:

• Perform wind and solar resource assessment, based on measurements col-
lected at the site.

• Indicate various possible energy solutions to satisfy the demand of the mine.

• Choose the best energy solution among the various indicated.

• Account for uncertainties in wind speed (WS), solar irradiance and load pro-
file.

• Perform a risk oriented optimization of the best energy solution, obtaining
an expected cost and conditional value at risk (CVaR).

• Analyze the impact of the increase of diesel prices throughout the mines
lifetime

All of the objectives are leading to determine an economical, reliable and inno-
vative energy solution for a mining site in Australia.
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1.4 Assumptions

• There is no limit on the land available for the technologies installed to ener-
gize the mine.

• The cost of the inverter is incorporated to the cost of the battery and the PV,
hence the cost of inverter in the system is not considered separately.

• The stability, losses and voltage drops are not considered in the simulations.

• The criteria for the hierarchy in the AHP weighting factors have been cho-
sen arbitrarily and pair-wise comparison was made by the project team. No
external opinion/expert judgment was included in such study.

• The equipment chosen for the simulations in HOMER Pro was not selected
by the industrial partner.

• There is no limitation on the initial capital.

• The lifetime of the mine is considered as 25 years.

• Spacing of wind turbine generators in the area will not affect the wind profile,
which will remain homogeneous for all generators.

• Every simulation was done with the time step of 1 hour.

1.5 Limitations

• HOMER Pro does not allow to optimize the size of two different generators
for the same project, hence natural gas generator was not considered.

• The only types of electrical sources considered are: WTG, PV and diesel
generator. The most commercially available and applicable technologies in
mines were selected.

• The connection to the grid was not considered, because the mine is located
in a remote place and no information about possible grid extensions was
available.

• The data is just for 1 year, which is not optimal for a proper evaluation of
renewable resources.

• A solution to be considered feasible, it has to meet the load at every hour
during the year selected.



Chapter 2

Methodology

In this chapter the methodology used in this report will be explained. The software
and tools used throughout the project will be described. In 2.1 the data used in
the project will be briefly introduced. In 2.2, the potentials of energy resources
will be introduced. In 2.3, the planning phase and operations of the mine will be
described. The software that has been used and a flow chart will be shown.

2.1 Mine Data

The data measured on site in the year 2019 was provided by the industrial partner.
This data consists of:

• Solar irradiance, hourly values for 365 days.

• Load profile of the mine, which is rather constant around 0.9[P.U.]. It in-
cludes some maintenance time when it can decreases to 0.1[P.U.], also con-
sists of hourly values for 365 days.

• Wind speed, for different heights, 40m, 60m, 80m and 104m. It is given every
10 minutes for 365 days.

• Prices of diesel have been obtained for the year 2019 in western Australia.

• The GPS coordinates of the mine were received from the industrial partner.

2.2 Resource Assessment

The first task to solve in this project is the study of the local energy resources
potential. In Chapter 3, this study is explained, for solar irradiance and wind
speed.

7
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For solar irradiance, the avaliable data set is analyzed and the seasonal and
hourly profiles are extracted. Moreover, the best tilt angle for the given location is
calculated. For the wind speed, the potential of the four hub heights received from
the industrial partner are studied. Seasonal wind speed and direction of wind are
studied accordingly.

2.3 Planning and Operation of the Mine

The flowchart of the proposed method for the study of the mine is presented in
Figure 2.1. The flowchart comprises of preparation of the input data and two main
phases namely Planning phase, and Scheduling and Risk Assessment phase.

For the planning of the mine, HOMER Pro software was used [9]. The soft-
ware simulates the operation of a system by balancing the energy demand and
generation for every time step. The way HOMER Pro calculates data for each
of the technologies used, and the economical analysis is explained in Chapter 4.
This approach is also used in the optimization of operation algorithm developed
in coherence with HOMER Pro. In Chapter 5, the input data for HOMER Pro is
described. This data was researched for this project and contains technological and
economical parameters of each technology used throughout the project.

For the operations phase, an optimization algorithm was developed in python
to study the selected case from the planning phase.

2.3.1 Planning

In HOMER Pro, the load profile of the mine and the measured solar and wind
data from the location has been entered. Next, the decision about generation tech-
nologies to include in the planning phase has been made and the required data
has been put in the software. The data consist of initial capital, operating and
maintenance prices and lifetime, among other specific data for each technology.

The results from HOMER Pro consist of all the different combinations of the
chosen technologies. It outputs data from each combination, such as different costs,
emissions, etc. In addition to this, for each case, a time series of the generation of
each technology is available.

Once the simulation in HOMER Pro was done, ten most relevant plans have
been chosen from all the combinations. This is explained in 6. After that, a decision
making algorithm has been used for selecting the best plan. The algorithm used
is analytic hierarchy process (AHP). It consists of organizing different criteria for
choosing a plan according to their relevance, and comparing all cases according to
these criteria. Different selection criteria have been proposed, such as economical,
environmental, technical and robustness, and the importance of each has been



2.3. Planning and Operation of the Mine 9

Meteorological
data: Tempera-
ture, Irradiance,
Wind speed

Technical data
of used compo-
nents

Location and
demand of the
mine

Collect data needed for simulation of
the system in HOMER Pro and later in
scheduling phase

Input the collected data to created
HOMER Pro model

With use of HOMER Pro generate pos-
sible configurations of the system to
satisfy the demand

Using AHP method, select the con-
figuration (case) to proceed with in
scheduling phase

1.
Pl

an
ni

ng
ph

as
e

Create optimization model, which accu-
rately represents the selected system

Generate scenarios for load, PV power
and wind speed using MCS

Reduce the number of scenarios by us-
ing K-means method

Solve the optimization model by em-
ploying a risk-constraint stochastic pro-
gramming approach

2.
Sc

he
du

li
ng

an
d

ri
sk

as
se

ss
m

en
t

ph
as

e

Figure 2.1: Overall flowchart



10 Chapter 2. Methodology

signifies through a weighting factor. With the importance of each criteria and the
results from HOMER Pro, the algorithm has been used to compare all the ten cases
and to choose the most suitable one.

2.3.2 Scheduling and Risk Assessment

The second phase of the project is Scheduling and Risk Assessment, here the oper-
ation part of the selected plan will be studied. The details of this can be found in
Chapter 7.

Due to the high uncertainties on the renewable sources, and the daily load of
the mine that is greatly effaced by different operating conditions, several cases have
been generated and the risk of them have been studied in the next phase.

Firstly, several scenarios have been developed to assess the uncertainties us-
ing sequential Monte Carlo method. The stochastic variables in the study are,
solar irradiance, load profile and wind speed. Available data has been fitted into
three probability distribution functions, normal distribution, beta distribution and
weibull distribution. The distribution with lowest error has been reverse sampled.
For all the probabilistic study the library SciPy [17] for python has been used. Since
the study of all the generated scenarios require high computational power, these
have been clustered using K-means algorithm into a smaller set. For the clustering
of the scenarios, the library scikit-learn [18] has been used.

Finally, the clusters have been used as an input for the optimization algorithm.
A risk-constrained optimization algorithm has been developed, where the risk can
be measured using conditional value at risk (CVaR) method.

In addition, a study of dieselprice and its effect on operating cost of the mine
is done as a complement. to get more insight into that, diesel price data for the
past years in the region of Western Australia has been gathered, and using Monte
Carlo simulations, several predictions of the next 25 years (lifetime of the project)
for diesel prices have been made. The mean value of all these future predictions
has been calculated, and the risk-constrained optimization has been executed 25
times, one for each year, to study the change in expected cost and CVaR of the
daily operations.



Chapter 3

Resource Assessment

In this chapter, the renewable generation resources availability and their potentials
for the examined location will be studied. The resources mainly consist of solar
irradiance and wind speed.

3.1 Solar Irradiance
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Figure 3.1: Calculation of optimal tilt angle for the PV panel
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The measured solar irradiance for this project consists of average hourly values of
Global Horizontal Irradiance (GHI) for 2019. For the location of the mining site
in the southern hemisphere an azimuth angle of 180◦ is chosen. With the GHI the
inclined solar irradiance for several angles has been calculated to obtain the best
one. In Figure 3.1, the results are shown, the best tilt angle for the location can be
observed. In this figure, from the (GHI) the daily average of inclined irradiance for
2019 has been calculated for angles between 0◦ and 90◦. In the plot, the best tilt
angle 27◦ and the daily average irradiance associated with it 6364[W/m2/day] is
shown.

In Figure 3.2, the horizontal and incident solar irradiance for the mine location
for 2019 is shown. The global horizontal irradiance is obtained from the measure-
ments made by the company. The incident irradiance is calculated based on the
best tilt angle and the location.
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Figure 3.2: Solar Irradiance Horizontal and Inclined
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In Figures 3.3 and 3.4, boxplot of the inclined solar irradiance are shown monthly
and hourly for the year 2019. In the hourly boxplot some night hours are not shown
due to having a value of 0 [W/m2]. In this figures, the mean values and the first
and third quartiles are shown. The seasonality of Western Australia (the south
hemisphere) can be seen, where in the summer months, December and January
the solar irradiance mean is higher. In the hourly boxplot, the peak hours are
shown, from 10 to 12.

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

0

500

1,000

So
la

r
Ir

ra
di

an
ce

[W
/

m
2 ]

Figure 3.3: Solar Irradiance Horizontal - Monthly Boxplot
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Figure 3.4: Solar Irradiance Horizontal - Hourly Boxplot

In Figure 3.5 the average day of GHI for the year 2019 is shown.



14 Chapter 3. Resource Assessment

2 4 6 8 10 12 14 16 18 20 22 24
0

200

400

600

800

1,000

Time [Hours]

So
la

r
Ir

ra
di

an
ce

[W
/

m
2 ]

Figure 3.5: Solar Irradiance Horizontal - Average Day

In the table 3.1 the clearness index and the daily radiation average for each
month can be observed for the GHI. The daily annual average of the GHI is 5.89
[kWh/m2/day].

Table 3.1: Monthly average solar global horizontal irradiance (GHI)

Month Clearness Index Daily radiation [kWh/m2/day]
January 0.639 7.571

February 0.620 6.867
March 0.652 6.323
April 0.637 5.077
May 0.646 4.192
June 0.647 3.749
July 0.646 3.966

August 0.672 4.971
September 0.663 6.029

October 0.655 6.962
November 0.634 7.367
December 0.638 7.666
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3.2 Wind Speed

The available wind speed and the wind direction measurements, which are going
to be considered in this resource assessment, consist of 10 minutes average values.
The wind speed measurements are performed on four different heights: 39.9, 60.1,
80 and 103.9 meters, which are going to be referred later too as 40, 60, 80 and 104
meters measurements. The wind direction measurements are performed at three
different heights: 57.6, 77.1 and 97.9 meters.

The first overview of wind conditions at the site can be provided by the average
wind speeds at the four measurement heights. The values are summarized in Table
3.2. Obviously, the highest average wind speed is measured at the highest hub
height and is equal to 7.35 m/s. According to IEC 61400-1 standard [19] average
wind speed of 7.5 m/s classifies the site to install wind turbines class III - suitable
for low wind speeds. To obtain a higher average wind speed a higher hub height
can be used.

Table 3.2: Average wind speed calculated from measurements at four different heights: 40, 60, 80
and 104 meters

Measurement height Average Wind Speed
40 m 5.77 m/s
60 m 6.42 m/s
80 m 6.89 m/s

104 m 7.35 m/s

The calculation of wind speed at higher hub height can be done based on power
law presented in Equation 3.1. Since, measurements from four different heights are
available, the power law coefficients (αP) between different heights can be calcu-
lated based on Equation 3.2. This way the calculations will be more accurate than
when αP coefficient is assumed based on literature. The coefficients calculated be-
tween different hub heights are presented in Table 3.3. The comparison of how
accurate the αP values represent the wind speed profile at the site, can be done by
plotting the wind speed profile calculated with use of different αP values together
with the average measured values at different heights. This was done on Figure
3.6. It can be seen that wind speed profile calculated with αP,(40−60) does not fit
well the measurement at 104 meters. The remaining αP,(60−80) and αP,(80−104) give
very similar result. The value of the former was calculated to be 0.245 and the
latter to be 0.249. Therefore the αP chosen for calculations at this site is 0.25.

Uhub = Umeas · (
zhub

zmeas
)αP (3.1)

where:
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Uhub - the calculated wind speed at the hub height [m/s]

Umeas - the wind speed at the measurement height [m/s]

zhub - the height of the hub [m]

zmeas - the height of the measurement[m]

αP - the power-law exponent

αP,(1−2) =
log U1

U2

log z1
z2

(3.2)

where:

U1 - the wind speed at height 1 [m/s]

U2 - the wind speed at height 2 [m/s]

z1 - the height 1 [m]

z2 - the height 2 [m]

Table 3.3: Power law coefficient calculated between different measurement height

Calculated between Symbol Value
40 m and 60 m αP,(40−60) 0.261
60 m and 80 m αP,(60−80) 0.245

80 m and 100 m αP,(80−104) 0.249

After calculation of power coefficient for the site considered in this project,the
possibility to increase hub height was studied. It was done to see if a higher
average wind speed can be obtained, for instance wind class II. This would enable
to use WTs suitable for medium wind speed, and due to higher wind speed, the
power production can be increased effectively.. The requirement for wind class II is
to have the average yearly wind speed equal to 8.5 m/s [19]. Using the previously
calculated power law coefficient and power law presented in Equation 3.1, the
calculation of the required hub height is done in Equation 3.3. Using measured
average wind speed at 104 m. The result suggest a hub height of around 186
meters to reach the requirement of wind speed class II. WTs of this height are not
being constructed. The highest existing WT has hub height of 178 m and is only
considered as pilot project [20]. Therefore, there is no possibility to increase the
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Figure 3.6: Wind speed profile calculated with different values of power coefficient αP

average wind speed to 8.5 m/s. However, hub height can still be higher than 104
m to benefit from better wind conditions.

zhub =

(
Uhub

Umeas

) 1
αP
· zmeas =

(
8.5[m/s]
7.35[m/s]

) 1
0.25

· 104[m] ≈ 186[m] (3.3)

Due to high variability of wind conditions and no visible daily pattern, unlike
in solar radiation, there is no need to perform analysis of daily wind profile. More
information can be retrieved based on monthly boxplot graph presented in Figure
3.7. It represents the monthly average values together with range of wind speeds
recorded each month at 104 m height. The general conclusion can be that the
wind speed is lower during the middle of the year and is highest in November
and December. A similar conclusion was drawn from the measurements of solar
irradiance. Therefore, based on this comparison, it cannot be said that wind and
solar resources have complementary behaviour at this location. Another important
observation, is that the wind speed variations are very high in each of the months,
what proves that wind conditions are highly unpredictable.

A commonly used method to access the wind resources is to use the probability
distribution. Figure 3.8 represents the wind speed probability distribution at the
four measurement heights. The shape of the distribution is similar for all heights.
The most probable wind speed to occur increases with the height of measurements.
For 40, 60, 80 and 104 meters the most probable wind speeds are 6, 7, 8 and
9 respectively. This observation is in line with power law presented previously,
where the wind speed increases with height.
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Figure 3.7: Wind speed measured at 104 m - Monthly Boxplot
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Last analysis, was the distribution of wind resources across directions - wind
rose. Wind roses are useful for siting wind turbines. When the wind turbines are
placed in a landscape, it is important to have as few obstacles as possible, and
smooth terrains in the direction from which a large share of wind comes [21]. The
wind rose for the site was done based on the measurements of wind speed at
104 m and the measurements of wind directions at 97.9 m. By combining those
two, it was possible to plot the probability of wind occurring in one of 16 selected
directions (defined every 22.5◦). The measurements were classified into four wind
speed categories every 5 m/s, starting from 0. The ones above 20 m/s were not
considered, since such high wind speed was rarely observed. Figure 3.9 represents
the obtained wind rose. The dominant wind direction at the site is South-East,
where the probability of wind from this direction is around 17.5%. Together with
adjacent directions the probability is around 45%. Based on the results it would
be advised to consider South-East direction as the dominant one during designing
the layout of the plant.

Figure 3.9: Wind rose based on measurements at 104 m





Chapter 4

HOMER Calculations

The presented below calculations methods are all retrieved from HOMER Pro on-
line guide [22]. The knowledge of how the components are modelled in HOMER
Pro is crucial both for good understanding of the analysis performed in HOMER
Pro, as well as for the following calculation of operation of the selected systems. In
this chapter, the components are divided in sections showing the technical equa-
tions. In addition to this, in the end the equations for the economical results are
shown.

4.1 Generator

When modelling a conventional generator, the general variables for HOMER Pro
are the lifetime, operating hours, minimum load ratio in percentage of capacity
and minimum run time.

In addition to the general variables, HOMER Pro has fuel associated variables
concerning the consumption, efficiency and emissions. First, the fuel type is to be
selected. Diesel is the one chosen for this project. HOMER assumes that the fuel
consumption is linear and it follows Equation 4.1:

F = F0 ·Ygen + F1 · Pgen (4.1)

where:

F0 - the fuel curve intercept coefficient [l/h/kW]

F1 - the curve slope [l/h/kW]

Ygen - the rated capacity of the generator [kW]

Pgen - the electrical output of the generator [kW]

21
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If multiple points of measurements are used, HOMER will use an algorithm to
approximate them to a line.

The efficiency of a generator in HOMER is defined as the electrical energy
coming out divided by the chemical energy of the fuel and it follows Equation 4.2:

ηgen =
3.6 · Pgen

ṁ f uel · LHVf uel
(4.2)

where:

ṁ f uel - the mass flow rate of the fuel [kg/hr]

LHVf uel - the lower heating value [MJ/kg]

The factor 3.6 comes from the conversion of 1kWh = 3.6MJ. The mass flow rate
of the fuel (ṁ f uel) is related to the fuel consumption (F), depending on the units, if
F is in kg they are the same, if not, a unit conversion must be done.

The last variables to enter in HOMER are the ones related to the emissions. Car-
bon monoxide, unburned hydrocarbons, particulate matter, nitrogen oxides and
proportion of fuel sulfur converted to particulate matter, all of them in [g/units].

4.2 Idealized Battery

When modeling a lithium-ion battery some generic variables have to be entered for
HOMER Pro. Firstly the nominal capacity in amp-hours and the nominal voltage
or rated voltage, for lithium-ion battery is usually around 3.7 V. Next, the round
trip efficiency, the ratio of energy put into the storage to the energy retrieved from
it. HOMER Pro uses the same percentage of efficiency for input as for output
of power. For load limits, two variables are considered. The minimum state of
charge, establishes the minimum percentage of battery that can be, below this level,
the battery would never run out. Maximum charge rate, measured in amp-hour.
Finally the maximum charge and discharge current need to be entered in amps.

For the lifetime of the battery, there are two options. Time lifetime, where
after a fixed length of time the battery will be replaced. Throughput lifetime,
after a fixed amount of energy in kWh the battery is replaced. A third option is
available where it combines the last two, lifetime and throughput, the battery will
be replaced when one of them reaches the limit first.
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4.3 Photovoltaic Panel

The variables used in HOMER Pro to simulate a photovoltaic panel, PV, are the
rated capacity of the PV, the derating factor, the temperature coefficient of power
and the PV cell temperature under standard test conditions.

The inputs that the PV requires to run a simulation in HOMER Pro are the
temperature and the irradiance of the place where the PV is located. HOMER Pro
offers a tool to obtain this data from the internet based on the location, but for this
project the data obtained by the industrial partners and presented in 3 is used.

The way HOMER Pro calculates the power output is shown in the equation
4.3. This equation is a simplified way to calculate the power output based on
the irradiance and temperature input, and it does not depend on the components
inside of the PV.

PPV = YPV fPV
GT

GT,stc
[1 + αT(Tc − Tc,stc)] (4.3)

where:

YPV - the rated capacity of the PV array, meaning its power output under standard
test conditions [kW]

fPV - the PV derating factor

GT - the solar radiation incident on the PV array in the current time step [kW/m2].

GT,stc - the incident radiation at standard test conditions [1kW/m2]

αT - the temperature coefficient of power [%/◦C].

Tc - the PV cell temperature in the current time step [◦C], which is calculated
according to Equation 4.4

Tc,STC - the PV cell temperature under standard test conditions [25◦C].

Tc =
Ta + (Tc,NOCT − Ta,NOCT)

(
GT

GT,NOCT

) [
1− ηmp,STC(1−αPTc,STC)

0.9

]
1 + (Tc,NOCT − Ta,NOCT)

(
GT

GT,NOCT

) (
αPηmp,STC

0.9

) (4.4)

Where:

Ta - the ambient temperature [◦C]

Ta,NOCT - the NOCT [◦C], module specific
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Ta,NOCT - the ambient temperature at which NOCT is defined [20◦C]

ηmp,STC - the maximum power point efficiency under standard test conditions [%]

HOMER Pro allows to calculate the power output without considering the tem-
perature factor, thus simplifying the equation 4.3, the power is modelled using the
equation 4.5.

PPV = YPV fPV
GT

GT,stc
(4.5)

4.4 Wind Turbine

The calculation of power output from the wind turbine is done in three steps.
Firstly, the wind speed at the hub height of the wind turbine is calculated. Based
on the calculated speed the power output of the wind turbine is determined. Lastly,
the power output can be adjusted based on the actual air density value.

4.4.1 Calculation of Wind Speed at the Hub Height

For each time step of the simulation, the measured wind speed at the measurement
height is used to calculate the wind speed at the hub height. The calculations can
be done using either logarithmic law or power law. The former is presented in
Equation 4.6 and the latter in Equation 4.7.

Uhub = Umeas ·
ln( zhub

z0
)

ln( zmeas
z0

)
(4.6)

Uhub = Umeas · (
zhub

zmeas
)α

P (4.7)

where:

Uhub - the calculated wind speed at the hub height [m/s]

Umeas - the wind speed at the measurement height [m/s]

zhub - the height of the hub [m]

zmeas - the height of the measurement[m]

αP - the power-law exponent
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4.4.2 Calculation of Wind Turbine Power Output at the Standard Air
Density

For this calculation, the necessary input is the power curve of the selected wind
turbine. The power curve contains information about the power output of the
wind turbine at different wind speeds. An example is presented on Figure 4.1.
The power generation starts after the cut-in wind speed is exceeded and stops
when the wind speed is higher than cut out speed. The power curve in HOMER is
defined based on discrete power curve points. The power output for wind speed
between the defined points is calculated based on linear approximation.
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Figure 4.1: Sample of a power curve with cut-in and cut-out wind speed

When the wind speed at the hub height is determined, it is used to calculate
the power output based on the power curve of the selected wind turbine. For the
wind speed in each hour of operation, the corresponding power output is found.
If the wind speed is lower than the cut-in speed or it exceeds the cut-out speed the
power output is equal to 0.

4.4.3 Applying Density Correction

The power curve typically specifies the turbine performance under conditions of
standard air density ([ρ0 = 1.225kg/m3]). To adjust to the actual conditions, the
power output, determined based on the power curve, is multiplied by the air den-
sity ratio, according to Equation 4.8.
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PWGT =
ρ

ρ0
· PWGT,STP (4.8)

where:

PWGT - the wind turbine power output

ρ - the actual air density kg/m3

ρ0 - the standard air density – 1, 225kg/m3

PWGT,STP - the power output at standard temperature and pressure

4.5 Emissions

The emissions can be estimated for six pollutants: Carbon Dioxide (CO2), Carbon
Monoxide (CO2), Unburned Hydrocarbons (UHC), Particulate Matter (PM), Sulfur
Dioxide (SO2) and Nitrogen Oxides (NOx).

The emitted pollutants depend on the fuel used and the properties of the gen-
erator. The important properties of fuel to calculate the emission are:

• Carbon Content [%]

• Sulfur Content [%]

The remaining emissions are specified in the properties of the generator as
emission factors (kg of pollutant emitted per unit of fuel consumed). Factors for
four pollutants should be specified directly: CO, UHC, PM and NOx. The re-
maining two (CO2 and SO2) are calculated based on carbon and sulfur content of
the fuel, taking into account the other emitted pollutants and with the following
assumptions:

1. Any carbon in the fuel that is not emitted as carbon monoxide or unburned
hydrocarbons is emitted as carbon dioxide.

2. The carbon fraction of the unburned hydrocarbon emissions is the same as
that of the fuel.

3. Any sulfur in the burned fuel that is not emitted as particulate matter is
emitted as sulfur dioxide.
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4.6 Techno-Economic Indicators

4.6.1 Renewable Fraction

The renewable fraction is calculated by HOMER Pro following Equation 4.9:

fren = 1− Enonren + Hnonren

Eserved + Hserved
(4.9)

where:

Enonren - nonrenewable electrical production [kWh/yr]

Eserved - total electrical load served [kWh/yr]

Hnonren - nonrenewable thermal production [kWh/yr]

Hserved - total thermal load served [kWh/yr]

4.6.2 Net Present Cost

The net present cost (NPC) of a system is the difference between the present value
of all the costs and the present value of all the revenues of system. HOMER Pro
calculates the NPC as a sum of the total discounted cash flow in each year of the
project lifetime. The calculation can be presented with Equation 4.10.

NPC =
n

∑
t=1

Ry

(1 + i)y (4.10)

where:

Ry - the net cash outflows-inflows during single year y [$]

n - the lifetime of the investment [yr]

i - the real discount rate

4.6.3 Levelized Cost of Electricity

Levelized Cost of Electricity [LCOE] is the average cost per kWh of useful electrical
energy produced by the system. It is commonly used to compare profitability of
energy sector investments and can be calculated according to Equation 4.11.

LCOE =
Cann

Eserved
(4.11)

where:



28 Chapter 4. HOMER Calculations

Cann - the total annualized cost [$/year]

The total annualized cost is the annualized value of the total net present cost.
HOMER calculates the total annualized cost using Equation 4.12.

Cann = CRF(i, t) · NPC (4.12)

where:

CRF - a function returning the capital recovery factor, which is a ratio used to
calculate the present value of an annuity (a series of equal annual cash flows).
The CRF can be calculated wit Equation 4.13

CRF(i, t) =
i(1 + i)t

(1 + i)t − 1
(4.13)

4.6.4 Initial Capital Cost

The initial capital cost is the sum of total installed costs of all components at the
beginning of the project.

4.6.5 Operating Cost

The operating cost is the annualized value of all costs and revenues other than
initial capital cost and can be expressed by Equation 4.14

Coperating = Cann − Cann,cap (4.14)

where:

Cann,cap - the total annualized capital cost [$/yr]

4.7 Dispatch Algorithm

HOMER Pro has three available controller set ups for the dispatch algorithm,
which are: HOMER Predictive Selection, HOMER Cycle Charging and HOMER
Load Following. The principle of the first is that it has a 24 hour insight into the
loads and renewable resources. However, it cannot be used when sizes of the com-
ponents are to be optimized. HOMER Cycle Charging assumes that whenever a
generator is turned on it operated at full load. This behaviour is not desirable in a
hybrid power generation and is not used in the calculations in the project. For this
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project, the dispatch strategy used in optimizing the hourly operation of the power
plant is HOMER Load Following. In this dispatch strategy the generator produces
only enough power to meet the load in each time step. Charging of the battery is
left to renewable energy sources. If it is economically advantageous, the generator
may still ramp up and produce power to sell it to the grid. The power sources are
dispatched to serve the load at the least total cost in each time step. The total cost
includes cost of fuel, O&M and replacement costs.





Chapter 5

Input Data

In this chapter the data needed for performing the analysis will be presented. To
perform a correct simulation reliable input is required. Some of the data has been
obtained from the industrial partner and the rest has been gathered through review
of related literature and available open access resources.

5.1 Load

In Figure 5.1 the load profile of the mine in P.U. is shown for 2019, the mean value
is 0.8975[P.U.]. As it can be seen, the load profile is very constant through the
whole year, despite some occasional dropdowns due to maintenance.
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Figure 5.1: Annual load profile

In Figure 5.2, the average daily demand in P.U. is shown, it can be observed
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that the demand is steady. The uncertainties in the load profile studied later on are
due to the maintenance of the equipment shown in Figure 5.1.
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Figure 5.2: Daily average load profile

5.2 Economics

5.2.1 Inflation

The inflation in Australia has varied between a 1.3% and a 2.1% since 2016 to 2020.
In the last quarter of 2019 the variation was of a 1.9 %. Because of this the inflation
rate was selected to be of 1.8% [23].

5.2.2 Discount Rate

According to [24] the discount rates for renewable energy project in Australia have
average value of 6.75% and 7.5% for solar and onshore wind respectively. There-
fore, the assumed discount rate in this project is chosen to be 7%.

5.2.3 Project Lifetime

The project lifetime is expected to be around 25 years.
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5.3 Wind Speed Data

The wind speed data used in the project are 10 minutes average values measured
at four heights: 40, 60, 80 and 104 meters. Since the calculations are done hourly
the wind speed data for one hour is calculated as mean value for the six 10 min-
utes intervals in one hour. The measurements from 80 meters are chosen for the
calculations since the measurements for 104 meters contain measurement errors -
random extremely high measurements during a day with average wind.

The calculation of wind speed at the hub height is done with the power law
presented in Chapter 4.4.1. The power law exponent is 0.25 and is calculated based
on the measurements from different heights. The calculations are presented in
Chapter 3.2.

5.4 Diesel Generator

According to [25] the prices for diesel generators in 2020 are expected to be ap-
proximately 405$/kW and the variable Operation and Maintenance (O&M) costs
should be assumed to be 7$/MWh. The lifetime of diesel generator is expressed
in hours of operation and is assumed to be 22500 hours, which is an average value
according to [26]. Another important input for the calculation of diesel generator
is the price of diesel. The price is assumed to be 1.019$/l according to the mean
prices of diesel in Australia in 2019 [27].

In order to be able to optimize the size of the diesel generator needed in the
system the diesel generator is defined as Autoset Generator.

Apart from the prices of the technology and fuel, the needed inputs are: mini-
mum load ratio, minimum runtime, fuel curve and emissions.

The minimum load ratio specifies what is the minimum load the diesel genera-
tor can operate on. According to [28] operating diesel generator under 30% of rated
power for a long time has negative impact for the unit, therefore the minimum load
ratio is set to 30%.

For practical reasons the minimum runtime is set to 15 min.

This way the fuel curve has default values and cannot be modified as the Auto-
size generator was selected. It is defined as described in 4.1, the intercept coefficient
is 0.0147 and the slope is 0.236.

Finally, the emissions are assumed to be the default values proposed by HOMER
and are summarized in Table 5.1.
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Table 5.1: Assumed emissions from diesel generator

Emission [g/L of fuel] Value
CO 16.5
UHC 0.72
PM 0.1
NOx 15.5
Sulfur Converted to PM [%] 2.2

The data used for defining the diesel generator in HOMER is summarized in
Table 5.2

Table 5.2: PV module costs and lifetime used for calculations

Installation cost [M$/MWhp] 0.405
O&M [$/MWhoutput] 7
Lifetime [hours] 22500
Diesel Price [$/l] 1.019
Minimum Load Ratio [%] 30
Emissions Table 5.1

5.5 PV

There is a sustained decline in the prices of utility-scale solar PV [29]. According
to [25] the prices dropped by around 60% from 2015 to 2020. The price for utility
scale PV is estimated to be 0.495M$/MWhp. Another important cost, which must
be considered are the O&M costs. These were also decreasing over the past years
but not as rapidly as the installation costs. The O&M costs for PV are estimated to
be 7.32$/kW/year.

The life time of the PV modules exceeds 30 years but the power output is
degrading with time. The efficiency loss in modern PV modules is approximately
13% after 25 years of operation. This means that the power output of the PV system
after 25 years will be approximately 87% of the initial power output. The PV price
includes the cost of inverter, however the lifetime of inverter is shorter (approx. 15
years) and it must be replaced before the PV modules. This is accounted for by
decreasing the replacement price of PV modules and setting replacement price for
the inverter.

For the calculations, the technical data and orientation of the PV modules de-
tails are also necessary. These are: efficiency, NOCT, power temperature coeffi-
cient, panel slope and panel azimuth. The panel slope calculation was presented
in Chapter 3.1 and the optimal slope chosen to be 27◦. The other parameters are
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listed in Table 5.3, where all the values used as inputs to simulating the model are
summarized.

Table 5.3: PV module costs and lifetime used for calculations

Installation cost [M$/MWhp] 0.495
Yearly O&M [$/kW/year] 7.32
Lifetime [years] 30
Power output after 25 years [%] 87
Efficiency [%] 13
NOCT [◦C] 47
Power Temperature Coefficient [%/◦C] -0.5
Panel Slope [◦] 27
Panel Azimuth [◦] 180

5.6 Battery Storage

5.6.1 Economics

According to [30] the total cost for a 2-hour battery in 2018 is 454[$/kWh], this
is taken as the capital price. A 2-hour battery is defined as a battery capable of
delivering the rated power during 2 hours. The capital cost is calculated including
several components such as inverters, structures, etc. However the individual Li-
ion battery cost is 209[$/kWh], this last cost is taken as replacement cost, since the
equipement related to the battery does not need such a frequen replacement.

According to [31] the battery operating and maintenance cost in this case is
estimated as 11.35[$/kWh-yr], assuming that in 2018 the OPEX was 2.5[%] of the
CAPEX per year.

5.6.2 Lifetime

According to the National Renewable Energy Laboratory (NREL) studies men-
tioned in the previous paragraph, the lifetime of the battery is 15 years, assuming
1 cycle per day. Since in this project a higher use of the battery is predicted, the
lifetime of the battery can be adjusted according to the investigations made in [32],
which ends into a 10-year life span.. In the same paper, a test of energy throughput
lifetime is done for a specific Li-ion battery. This test is extrapolated to the battery
considered in HOMER Pro.

In the test a 75[Ah] and 4.2[V] battery and a daily Amp-hour throughput of
69[Ah] (discharge direction, with positive current) is considered. Assuming re-
peated cycling in this mode for 365 days/year, the battery lasts 7.3 years to 70% of
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75[Ah].

The energy throughput of the NREL Battery test in percentage of the nominal
capacity is calculated in Equations 5.1 and 5.2:

EnergyThroughput[Ah] = 69 · 365 · 7.3 = 183, 850.5[Ah] (5.1)

EnergyThroughput[%] =
EnergyThroughput[Ah]

75[Ah]
· 100 = 245, 134[%] (5.2)

The battery considered in HOMER Pro is a 167[Ah] capacity and 600[V]. The
energy throughput of this battery is calculated in 5.3 and 5.4:

EnergyThroughput[Ah] =
167 · 245, 134

100
= 424, 403.78[Ah] (5.3)

EnergyThroughput[Kwh] =
EnergyThroughput[Ah] ·V

1000

=
424, 403.78 · 600

1, 000
= 254, 642.27 (5.4)

For this project a minimum state of charge of the battery of 30[%] is considered.

The summary of the data input in HOMER is showed in table 5.4.

Table 5.4: Battery storage costs and lifetime used for calculations

Capital investment [$/kWh] 454
Replacement cost [$/kWh] 209
Yearly O&M [$/kWh− yr] 11.35
Hourly O&M [$/kWhoutput] 0.00236
Lifetime [years] 10
Lifetime [kWh] 254,642
Minimum SOC [%] 30

5.7 Wind Turbine

The investment cost of onshore wind turbines (WTs) is decreasing over the years.
However, the decrease rate is significantly lower than for PV modules [29]. Ac-
cording to [25] the price decreased by around 16% from 2015 to 2020. The price
for large scale WTs (assumed capacity of 3.5 MW) is approximately 1.32 M$/MW.
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The O&M cost reach around 16.5 $/kW/year. The lifetime of the WT is estimated
to be 27 years.

For calculating the power output of the WT it is necessary to know the power
curve. Based on the analysis performed in Chapter 3.2 the chosen WT is Enercon
E-138 EP3. First reason is that it is suitable for wind class III [33], which is the class
at the site. Secondly, the power curve of the wind turbine is available in HOMER.
It’s rated power output is 3.5 MW which is the power for which the prices per MW
where estimated. The power curve used for calculations is presented on Figure 5.3.
Another parameter which must be chosen is the hub height of the wind turbine.
The default value suggested by HOMER is 135 m. The average yearly wind speed
at this height can be calculated using Equation 3.1 and is around 7.84 m/s. This
value is suitable for using this wind turbine and therefore hub height of 135 m was
chosen.
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Figure 5.3: Power curve of Enercon E-138 EP3 wind turbine

The summary of the input to the model is presented in Table 5.5.

Table 5.5: Wind turbine costs and lifetime used for calculations

Installation cost [M$/MWhp] 1.32
Yearly O$M [$/kW/year] 16.5
Hourly O$M [$/kWhoutput] 0.00177
Lifetime [years] 27





Chapter 6

HOMER Pro Results and Plan Se-
lection

First part of the chapter presents the possible configurations of the energy system
for the mining site, which were obtained with use of HOMER Pro. The aim is
to indicate the best configuration. This objective is achieved using Multi-Criteria
Decision-Making (MCDM), based on Analytic Hierarchy Process (AHP).

6.1 Results from HOMER Pro

The first step of decision making process is to indicate the possible configurations
of the power plant. Based on all the data presented in Chapter 5 the HOMER Pro
model was created. The units considered in the model are:

• Photovoltaic modules

• Wind turbines

• Batteries

• Diesel generator

• Converter

The configuration of the system is presented in Figure 6.1. The models behind
all of the units are presented in Chapter 4. The size of all of them is optimized in
HOMER Pro in order to satisfy the demand at every instance and minimize NPC.
HOMER Pro optimizes all possible configurations of the system and displays the
results in order of increasing NPC. Since the number of generated configurations
would not enable to consider them all in the decision making step, 10 of them are
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chosen. The selection of the plans was done to represent various types of possible
energy solution for the mine. Plans with low NPC, low initial investment and with
different mix of technologies were chosen.

AC

DC
LOAD

Diesel generator

Figure 6.1: Configuration of the units used for the planning phase

In Table 6.1 the different plans selected from the HOMER Pro calculations are
shown along with a short description of the reason for choosing them to be con-
sidered in the decision making process. The capacities of technologies installed in
each of the selected plans are presented in Table 6.2. The economical and technical
details are presented in Table 6.3. These values are used in the decision making
process. It is worth mentioning that, the operating cost calculated with use of
HOMER Pro does not take into account the variable costs of operation of WTs and
BESS, which are associated with the output power of the generating unit. This is
due to limitations of HOMER Pro. These costs are accounted for in the later stage
when the optimization of operation is performed.
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Table 6.1: Selected plans

Plan no. Configuration plans Description
1 Diesel Base Case, Lowest Initial In-

vestment
2 PV + Wind turbines + Diesel

+ Battery
Lowest NPC

3 PV + Wind turbines +Diesel
+ Battery

Low NPC, high renewable
fraction

4 PV + Wind turbines +Diesel Low NPC, high renewable
fraction

5 Wind turbine + Diesel + Bat-
tery

High renewable fraction
without PV

6 PV + Diesel + Battery Low excess electricity with
reneweables, without WT

7 PV + Wind turbine + Diesel
+ Battery

Lower installed power of re-
newables

8 PV + Wind turbine + Diesel Lower installed power of re-
newables without battery

9 PV + Wind turbines + Diesel
+ Battery

Solution with renewables
with low excess electricity

10 Wind turbines + Diesel + Bat-
tery

Solution without PV

Table 6.2: Installed capacities of each of the considered technologies in the selected plans

Plan
nr

PV
[MW]

WT
[MW]

Diesel
Generator
[MW]

Battery
[MWh]

1 0.0 0.0 60.0 0.0
2 97.0 101.5 55.0 64.4
3 90.0 94.5 55.0 67.8
4 106.0 122.5 55.0 0.0
5 0 122.5 55.0 100.8
6 120.0 0 55.0 40.5
7 60.0 63.0 50.0 38.6
8 60.0 63.0 55.0 0.0
9 30.0 31.5 50.0 11.9
10 0.0 94.5 55.0 90
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Table 6.3: Economical and technical details of the selected plans

Plan
nr

NPC
[M$]

COE [$] Operating
cost
[M$/yr]

Initial
capital
[M$]

Ren
Frac
[%]

Excess
Elec
[%]

1 1881.8 0.315 131.86 24.30 0.00 0.00
2 444.0 0.074 14.93 233.66 91.95 38.72
3 447.3 0.075 15.96 222.55 91.25 34.67
4 468.6 0.078 16.44 236.94 90.51 48.21
5 605.4 0.101 26.65 229.93 83.83 35.27
6 1273.2 0.213 83.28 100.13 37.08 11.28
7 572.3 0.096 29.92 150.77 79.55 14.21
8 643.4 0.108 36.07 135.27 78.78 15.13
9 1157.3 0.194 76.32 82.15 46.49 1.77
10 647.8 0.108 32.64 188.03 79.1 21.62

6.2 Description of AHP

To compare the different cases obtained by HOMER Pro and to make a decision
regarding the best cases, a multi-criteria decision-making algorithm (MCDM) has
been used. The tool used for MCDM is analytic hierarchy process (AHP). This
process consist of subjective comparison of all the plans of the system by arranging
them in a matrix to determine relative priorities [12].

AHP compares two at a time elements of a system arranged in a matrix to
determine relative priorities among all elements of that system. The priorities of
the elements are the values of the eigen vector of the largest real positive Eigen
value [12]. An algorithm approach to AHP is as follows:

1. It is necessary to make a hierarchy as shown in the figure 6.2. The first
level is the main objective of the whole problem. The second level shows the
different criteria that are related to the main objective. And the lowest level
are the different solution to solve the problem.

2. Then it is necessary to obtain pairwise comparison of the different elements
by introducing expert judgements and scale them from 1 to 9 based on the
scale presented in Table 6.4. This comparisons are used to make a reciprocal
matrix of n x n, where n is the number of elements to be compared.

3. The eigen values of said matrix are calculated by solving the equation 6.1.

4. The eigen values are ranked according to their values, from the highest value
as the most important value. The eigenvector of the largerst real positive
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eigenvalue is the priority vector of the matrix.

5. In order to corroborate the results it is necessary to value the consistency
and sensitivity of the result. The formula shown in the equation 6.2 is the
consistency index which is the average magnitude of the smaller eigen values,
which shows the deviation of consistency in the AHP method. Now the
consistency index is divided by the random consistency index shown in the
equation 6.3, this results in the consistency ratio of the comparison matrix.
The random consistency index depends on the matrix size, so it has to be
calculate beforehand, to verify the results, and is given by the equation 6.4.
For good consistency the consistency ratio should not exceed 0.1.

Objective

Criteria 2Criteria 1 Criteria 3

Solution 3Solution 2Solution 1 Solution 4 Solution 5

Figure 6.2: Hierarchy structure of AHP

Table 6.4: The fundamental scale for deciding relative importance [34]

Intensity of importance Description
1 Equal importance
3 Moderate importance
5 Strong importance
7 Very strong importance
9 Extremely strong importance

2,4,6,8 Intermediate values
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Ci = (λmax − n)/(n− 1) (6.2)

Cr = (λmax − n)/(n− 1)/Ri (6.3)

Ri = 1.98(n− 2)/n (6.4)

6.3 Criteria

In Table 6.5, the criteria followed in this project for the decision making are shown.
The most relevant attributes for this project have been chosen. Four main attributes
are selected, Economical, Robustness, Environmental and Technical. Under each
of the main attributes, different subattributes are selected.

Table 6.5: Selection Criteria

Attribute Subattribute

Economical

NPC [$]
Initial Capital [$]
Operating cost [$/yr]
System/Excess Electricity [%]

Robustness

Diesel
PV
Wind Turbine
Battery

Environmental

CO2 Emissions
SO2 Emissions
NOx
PM

Technical Ren Frac [%]

These criteria are later used for the comparison of each plan and finally to
choose the most relevant one. Since the relevancy of each subatribute is subjective,
two different cases have been chosen, a profit oriented one and an environmentally
friendly. Regardless of each case, the sub-attributes priorities are the same for
the whole study. The economical and robustness priorities can be observed in
Appendix A, for the environmental priorities all of them are equally relevant and
a priority coefficient of 0.25 is used.
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6.3.1 Robustness Assessment

Whereas all the attributes presented in 6.5 are self explanatory, the robustness re-
quires a brief description of how it is calculated. In the project, the robustness is
defined as the influence of change in price on the final result (NPC). The less influ-
ence the higher the robustness. Hence, the influence of price increase of diesel fuel,
PV modules, wind turbine and battery was analyzed. The calculations considered
30% increase in all of the factors and the corresponding increase in NPC was ana-
lyzed. The results are presented in Table 6.6. The obtained values were later used
to decide on the robustness priorities presented in Appendix A.

Table 6.6: % change in NPC due to price increase of 30%

Plan nr Diesel PV Wind Turbine Battery
1 24.92% 0.00% 0.00% 0.00%
2 8.92% 3.24% 9.06% 2.53%
3 9.65% 2.99% 8.38% 2.64%
4 10.14% 3.38% 10.37% 0.00%
5 12.90% 0.00% 8.02% 2.90%
6 23.04% 1.40% 0.00% 0.55%
7 16.91% 1.56% 4.36% 1.46%
8 17.14% 1.39% 3.88% 0.00%
9 22.32% 0.39% 1.08% 0.18%
10 15.58% 0.00% 5.78% 2.42%

6.4 Profit Oriented

This is a profit oriented case, where the most relevant attribute is the economical
and the robustness respectively, followed by the technical and environmental. The
comparison of each attribute for this case, later used in the decision making, can
be seen in Table 6.7. In the last column the coefficients for each criteria are shown.

Table 6.7: Profit oriented priorities

Criteria Economical Robustness Environmental Technical Priority
Economical 1 2 6 5 0.5219
Robustness 1/2 1 4 3 0.2928
Environmental 1/6 1/4 1 1/2 0.0715
Technical 1/5 1/3 2 1 0.1137

Cr 0,0114

The AHP results for the profit oriented case can be observed in Appendix A. A



46 Chapter 6. HOMER Pro Results and Plan Selection

summary of the results is presented in Figure 6.3, where the calculated priorities
are plotted for all 10 plans. It can be seen that the plan with highest priority and
therefore the most suitable for profit oriented approach is plan number 2 (PV +
Wind turbine + Diesel + Battery). This plan has the lowest NPC of 444M$, an initial
investment of 233.66M$, and an operating cost of 14.9M$/yr. It has a renewable
fraction of 91.95% and an excess electricity of 38.72%. The two other plans with
high priority are plan number 3 and plan number 4. Both of them have similar
characteristic to the selected plan number 2. This is: low NPC and high renewable
fraction.
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Figure 6.3: Priorities calculated for each of the considered plans in the profit oriented approach

6.5 Environmentally Friendly

In the environmentally friendly case, the most relevant attributes are the environ-
mental and the technical respectively, followed by the economical and robustness.
In Table 6.8 the pairwise comparison of each attribute and the final priority coeffi-
cient are shown.

Table 6.8: Environmentally Friendly Priorities

Criteria Economical Robustness Environmental Technical Priority
Economical 1 2 1/4 1/3 0.1319
Robustness 1/2 1 1/5 1/2 0.0971
Environmental 4 5 1 2 0.5005
Technical 3 2 1/2 1 0.2706

Cr 0,0352
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The AHP results for the environmentally friendly case can be observed in Ap-
pendix A. A summary is presented on Figure 6.4. It can be seen that the plan with
highest priority and therefore the most suitable plan for this case is plan number 2
(PV + Wind turbine + Diesel + Battery). This is the same as the best plan selected
by the profit oriented approach. In this approach the second and third best plan
are also chosen to be plan number 3 and plan number 4. The difference can be
seen in the priorities of the remaining plans.
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Figure 6.4: Priorities calculated for each of the considered plans in the environmentally friendly
approach

6.6 Verification of AHP

Verification of AHP is one of the steps of the algorithmic approach, as mentioned in
Chapter 6.2. The consistency of the result can be verified by calculating the consis-
tency ratio as presented in Equation 6.3. It is calculated for the matrix of pairwise
comparisons for each of the criteria and the categories. Its value is recommended
to not exceed 10% [35] for the result to be trustworthy. The performed calcula-
tions proved that all the values satisfy the condition to be below 10% and therefore
the calculations are considered to be reliable. The specific values are presented in
Appendix A.4.





Chapter 7

Optimization of Operation

Having selected the plan to proceed with in the previous chapter, its hourly oper-
ation optimization can be performed. In order to do so, it is necessary to describe
the system as a set of constraints and construct the objective function to be mini-
mized. The focus of this project is to operate the system in a way to minimize the
operation and maintenance cost over a 24 hour period. A risk-constraint optimiza-
tion is used to minimize the cost under uncertainties in renewable resources and
load profile of the mine. These will be accounted for using conditional value-at-risk
(CVaR) method.

The flowchart of operation optimization is presented in Figure 7.1. The first
step is to collect the necessary input data, which was described in Chapter 5. The
next step is to incorporate the calculation methods of the components used in
the system to the optimization problem. These were presented in Chapter 4. To
perform the optimization the input of wind speed, PV power and load are needed.
These are generated based on the measurements delivered by the industrial partner
and with use of steps shown in Figure 7.1. Finally, the risk is incorporated into the
optimization and the optimization model is solved.

49
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Technical details of case se-
lected in the planning phase

Meteorological data, techni-
cal details of components,
location and demand of the
mine

Create optimization model, which
accurately represents the selected
system

Fit Normal, Beta and Weibull dis-
tribution to the meteorological
data for each hour

Calculate the root mean squared
error for each of the distributions
and select the most appropiate

Generate 10000 random numbers
between 0 and 1

Use inverse CDF to reverse sam-
ple distribution function

Use K-means algorithm to create
25 clusters of the 10000 generated
scenarios

Calculate power output of WTs
based on generated scenarios

Solve the optimization model
by employing a risk-constraint
stochastic programming approach
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Figure 7.1: Flowchart of operation optimization
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7.1 Evaluation of Uncertainties

For this project, data measured in 2019 is used for the planning and operating
phase, since the renewable energy resources are volatile, uncertainty scenarios have
been added to the optimization formulation to account for these. In this section,
this study will be explained.

Three variables have been used for the evaluation of uncertainties, PV power,
wind speed and load profile of the mine, since these are most likely to vary due to
uncertainties. 10000 different cases for each stochastic variables have been gener-
ated, and then for computational reasons, this cases have been clustered to 25 that
will be used in the optimization algorithm.

The method for generating all the cases from the measured data is the one
described in [36]. The data obtained from the industrial partner for year 2019 is di-
vided into 24 hours. For each hour, the empirical cumulative distribution function
(CDF) is calculated. Then the CDF of three most used distributions, Normal, Beta
and Weibull are obtained. The SciPy [17] library for python has been used for this
process and the distribution functions are described in Appendix B. In Figure 7.2
the CDFs can be observed for a randomly selected hour.
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Figure 7.2: CDF comparison of empirical and selected distributions for hour 13:00

After obtainig the CDFs the root mean square error (RMSE) is calculated for
each of them and the lowest error distribution is chosen as the best fit. The RMSE
equation is shown in Equation 7.1.
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RMSE =

√√√√ 1
Nh

Nh

∑
h=1
·(CDFh

emp − CDFh
sel)

2 (7.1)

where:

Nh - number of hours

CDFh
emp - empirical CDF

CDFh
sel - selected CDF

Then 10000 random values between 0 and 1 are generated and the inverse CDF
is used to find the values of those random numbers. This is done for every hour of
the day for PV Power and for load, whereas for wind speed, since the data is every
10 minutes, 144 intervals are used for 1 day.

In Figure 7.3, the result of PV power for hour 13:00 can be observed for several
MC simulations. It can be seen that for higher simulations the average of the
generated cases are closer to the measured average of that hour for year 2019,
0.551 [kW]. 10000 MC simulations where done, because the computational time
was acceptable and the results were accurate enough.

0 1,000
2,000

3,000
4,000

5,000
6,000

7,000
8,000

9,000
10,000

0.52

0.54

0.56

0.58

0.6

Number of MC simulations

[k
W

]

Average MCS value for 13:00
Mean Value for 13:00

Figure 7.3: MC simulations convergence for hour 13:00

After generating all 10000 day cases for the stochastic variables, the cases are
reduced to 25 using a case reduction algorithm. In this project K-means clustering
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is used for the reduction, based on [15]. For K-means algorithm the library scikit-
learn [18] for python has been used, this is described in Appendix C.

In Figures 7.4, 7.5 and 7.6 the 25 cases and the mean of the three stochastic
variables are displayed.
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Figure 7.4: Solar cases
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Figure 7.5: Wind cases

As mentioned before, the wind data obtained by the industrial partner is not
measured hourly but every ten minutes, that is why the Figure 7.5 has 144 timesteps.
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Figure 7.6: Load cases
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Figure 7.7: Elbow method for solar irradiance clusters

In Figure 7.6, it can be observed that in some of the generated cases the load
spikes downwards. This is because in the data provided by the industrial partner,
several days in the year the load is reduced to very low numbers, because of drill
maintenance period where it is required to inch the drill at low speed. The load
profile of the mine can be seen in Figure 5.1, where the maintenance of the drill
was also mentioned.

For selecting the number of clusters in the K-means algorithm, a simple elbow
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method was done. In Appendix C the within-cluster sum-of-squares (WCSS) is
explained. For the elbow method the WCSS was calculated for clusters between
1 and 60. In Figures 7.7, 7.8 and 7.9, the results of the elbow method are shown,
based on these results, the number of clusters (25) is chosen. This number is
chosen because a larger amount of clusters will not have a considerable difference
of WCSS, and will require larger computational power.

5 10 15 20 25 30 35 40 45 50 55 60
8,000,000

8,200,000

8,400,000

8,600,000

8,800,000

9,000,000

Number of Clusters

W
C

SS

Figure 7.8: Elbow method for wind speed clusters
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Figure 7.9: Elbow method for load clusters
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7.2 Diesel Prediction

The lifetime of this mine is 25 years. Since in some cases the main cost of the daily
operation of the mine is the fuel price, a study of the future of diesel prices needs
to be done. For this study, past years data of diesel prices have been collected from
The Department of Mines, Industry Regulation and Safety of Western Australia
[27]. From this site, the monthly prices from January 2001 to December 2019 have
been obtained, this data can be observed in Figure 7.10.
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Figure 7.10: Diesel prices Western Australia 2001 - 2019

In Figure 7.10, an average increase of the prices for the past 19 years can be
observed. With this data, a forecasting model has been developed using a sim-
ple Monte Carlo simulation based on [37]. First the logarithmic returns of the data
have been calculated. Then, the mean, variance and standard deviation of the loga-
rithmic returns are obtained. With these values the Monthly returns are calculated
in Equation 7.2:

MonthlyReturns = exp(dri f t + σ · Z) (7.2)

where:

dri f t = µ− 0.5 · var

var - variance
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µ - mean

σ - standard deviation

Z - random number for each of the predicted steps

Since the historical data used is monthly, and the project lifetime is 25 years,
300 steps (months) have been predicted. Finally the last historical point is taken as
the start point for the simulation, and the future price list is calculated in Equation
7.3:

300

∑
t=1

FuturePrices[t] = FuturePrices[t− 1] ·MonthlyReturns[t] (7.3)

where:

FuturePrices - list of the forecasted prices

This has been executed 10000 times, the results can be observed in Figure 7.11,
although only the first 25 out of 10000 simulations are shown due to plotting mem-
ory limits.
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Figure 7.11: Monte Carlo simulations for future 300 months

Finally the average of all the Monte Carlo simulations have been obtained, and
the yearly average has been calculated to obtained the predicted yearly diesel price
values for the next 25 years. This values can be observed in Figure 7.12.
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Figure 7.12: Diesel prediction for future 25 years

7.3 Incorporating Risk Management

Popular risk managing functions are value-at-risk (VaR) and conditional value-at-
risk (CVaR). VaR is a measure which is widely used in industry regulations. It
is, however, not well suited to work with cases were the losses are not normally
distributed [38]. Moreover, it does not provide information on the extend of losses
in the tail of the loss distribution. Therefore, it is incapable of distinguishing be-
tween situations where losses that are worse are only a little bit worse, and those
where they are overwhelming. CVaR, on the other hand, accounts for the losses
exceeding VaR. Hence, it provides adequate picture of risk reflected in extreme
tails. A great advantage is that CVaR can be optimized and constrained with linear
programming methods, whereas VaR is relatively difficult to optimize [39].

Having said that, CVaR measure was chosen for this study. For a discrete
distribution and at given confidence level α the equation for minimizing CVaR is
formulated as follows [15] [16] [40]:

CVaR = min(ζt +
1

1− α

Ns

∑
s=1

πsηt,s) (7.4)

Subjected to:
ηt,s − costt,s + ζt ≥ 0 (7.5)

ηs,t ≥ 0 (7.6)
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Where:

α - confidence level

ζt - threshold to recognize (1-α)·100 percent worst scenarios of each stochastic
environment at hour t. It equals to VaR, which means that (1-α)·100 costs in
hour t are higher or equal to ζt

costt,s - operational cost of scenario s in hour t

ηt,s - auxiliary non-negative variable, equal to the difference between costt,s and ζt

when the costt,s is higher than ζt.

πs - probability of scenario s

7.4 Formulation of Optimization

7.4.1 Variables

The first step of building a problem is to define the variables, which are going to be
optimized. These are later used in the constraints and the objective function. Since
the selected plan comprises of PV, WT, Diesel generator and Battery, the variables
must be selected to accurately describe operation of each of these elements. They
are defined for every hour of the optimization period (t), as well as for each of the
considered scenarios (s) generated according to the algorithm described in Chapter
7.1. The variables are summarized and described in Table 7.1. The ones introduced
in the previous section, used for calculation of CVaR, are not going to be presented
again in this section.

The constants used for the limits are:

• Pmax,d - maximum output power of the diesel generator

• Pmin,d - minimum output power of the diesel generator

• Pmax,bc - maximum charging power of the battery

• Pmax,bd - maximum discharging power of the battery

• SoCmin - minimum SoC of the battery

• SoCmax - maximum SoC of the battery
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Table 7.1: Variables used in the optimization

Name Type Lower
limit

Upper
limit

Description

ud,t,s Binary - - Commitment status of
the diesel generator

Pd,t,s Continuous Pmin,d Pmax,d Power output of the
diesel generator

yd,t,s Binary - - Start-up indicator of
the diesel generator

zd,t,s Binary - - Shutdown indicator of
diesel generator

lwt,t,s Continuous 0 1 Enables part loading of
the WTs

lpv,t,s Continuous 0 1 Enables part loading of
the PVs

Bc,t,s Continuous 0 Pmax,bc Charging power of the
battery

Bd,t,s Continuous 0 Pmax,bd Discharging power of
the battery

bc,t,s Binary - - Charging indicator of
the battery

bd,t,s Binary - - Discharging indicator
of the battery

SoCt,s Continuous SoCmin SoCmax State of charge of the
battery

The variables lwt,t,s and lpv,t,s are introduced to the system in order to enable part
loading of the WTs and PV. Considering the units to be able to reduce the output
power is advantageous when building the equality constraint for satisfying the
demand. In island operation of the system the renewable energy sources should
be able to part load in order to not exceed the demand. The part loading of WTs
can be achieved by introducing active power control. Examples of two possible
approaches were presented in [41] and these are: pitch control and torque control.
The active power output of PV can be reduced by modifying the maximum power
point tracking algorithm, as presented in [42]. If these variables are not introduced
the constraint can only be defined as inequality constraint where the power output
of the mine must be greater or equal to the demand. This approach can be valuable
when the advantages of grid connection are considered and the surplus electricity
production can be fed into the grid.

An additional clarification may be needed to explain the used binary variables:
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ud,t,s, yd,t,s, zd,t,s, bc,t,s and bd,t,s . The first three are used to define the state of
operation of the diesel generator. ud,t,s specifies if the unit is in operation, this
information is valuable to calculate costs of operation associated with the number
of hours of in operation. yd,t,s and zd,t,s specify if the unit started or stopped the
production in this hour. Having these enables to define the minimum on and off
time of the unit, as well as specifying starting costs. The last binary variables are
associated with the operation of the battery. bc,t,s specifies if the battery is charging
in this hour and bd,t,s whether it is discharging. These variables are introduced to
prohibit simultaneous charging and discharging of the battery.

7.4.2 Constraints

The constraints can be divided into two main categories: the bounds of variables
and the additional ones, which describe the operation of the system. The bounds
are defined in Table 7.1 and are the upper and lower limit that the variable can
reach. The binary variables do not have any bounds specified, as they can only
take two values: 0 or 1. Once the variables are defined, it is possible to describe
the selected system with a set of constraints. This must be done accurately in order
to represent the real operation of the system. The two main constraints are: the
equality of supply and demand in the mine and stored energy balance. All the
constraints, describing the operation of the system, are summarized in Table 7.2.
The formulation is done for every hour of the optimization period t in each of the
considered scenarios s, as presented in the first column of the table. The terms
other than variables used in the formulation are:

• Ppv,t,s - calculated PV power in hour t and scenario s

• Pwt,t,s - calculated power output of all installed WTs in hour t and scenario s

• Dt,s - demand to satisfy in hour t and scenario s

• e f f - round trip efficiency of charging and discharging of the battery

• Smax - maximum possible storage content

• SoCinit - initial SoC of the battery

• UTd - minimum up time of the diesel generator

• DTd - minimum down time of the diesel generator
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Table 7.2: Constraints to define the operation of the plant

Constraint Description

Dt,s = lwt,t,s · Pwt,t,s + lpv,t,s · Ppv,t,s + Pd,t,s + Bd,t,s− Bc,t,s

(7.7)

Equality of supply and
demand

SoCt,s + Bc,t,s ·
√

e f f
Smax

− Bd,t,s√
e f f · Smax

= SoCt+1,s (7.8)

Stored energy balance

ud,t,s ≥
Pd,t,s

Pmax,d
(7.9)

Defining the state of
operation of the diesel

ud,t+1,s − ud,t,s = yd,t+1,s − zd,t+1,s (7.10)
Defining the start and
stop of the diesel

yd,t+1,s + zd,t+1,s ≤ 1 (7.11)
No simultaneous start
and stop of diesel gen-
erator

bc,t,s ≥
Bc,t,s

Pmax,bc
(7.12)

Defining the charging
indicator

bd,t,s ≥
Bd,t,s

Pmax,bd
(7.13)

Defining the discharg-
ing indicator

bd,t,s + bc,t,s ≤ 1 (7.14)
No simultaneous
charging and discharg-
ing

UTd · yd,t,s ≤
t+UTd−1

∑
h=t

ud,h,s (7.15)

Defining minimum up
time of diesel

t+DTd−2,s

∑
h=t

zd,h,s ≤ 1− ud,t+DTd−1,s (7.16)

Defining minimum
down time

SoC0,s = SoCinit,s (7.17)
Initial storage con-
straint
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The listed constraints can be altered to represent a different configuration of the
system. The minimum up and down time of the diesel generator was introduced
in order to avoid frequent switching on and off of the unit. These can be set to any
desired value or removed if it is not considered an issue.

According to [43] the ramping rate of internal combustion engines is equal
to around 25% of full load per minute. Since the time step considered in the
optimization is 1 hour, the ramping effect does not need to be considered. However,
if the lower ramping rate is advised, in order of hours, this can be taken into
account by introducing an additional constraint:

(Pd,t − Pd,t+1)
2 ≤ RampingRate2

In the constraint the absolute value of the difference between the previous and
current load cannot be higher than the selected ramping rate.

7.4.3 Objective Function

The final step of defining the optimization problem is the formulation of the ob-
jective function to minimize. As mentioned previously, this is the cost of operation
and maintenance of the plant in an uncertain environment. It comprises of cost of
fuel and operation and maintenance of all of the components. To account for the
uncertainties weighted CVaR value of cost is added to the optimization problem
through risk aversion factor β.

The fuel cost is defined with Equation 7.18, where it depends linearly on the
diesel generator load but an offset is introduced. The linear coefficient, which
defines the relationship between the used fuel in l/h and the output power in MW
is equal to 0.244 and is retrieved from generator data in HOMER Pro. The operation
and maintenance cost of the diesel generator depends on the number of hours
in operation and is expressed with Equation 7.20. If additional cost associated
with the start of diesel generator should be considered it can be done by adding
Equation 7.19 to the objective function. The O&M cost of PV, and part of O&M costs
of WTs and battery, are fixed yearly values, which only depend on the installed
power of technologies, and are defined with Equation 7.21. The remaining O&M
costs of WTs and battery are associated with the amount of generated energy and
energy throughput respectively and are expressed with Equation 7.22. Having
all of the cost components defined, the operation cost of a scenario costs can be
defined as a sum of all above as in Equation 7.24. The parameters used in the
objective function are:

• Fmin,d - minimal fuel consumption of diesel [l]

• SUd - start-up cost of the diesel generator [$/start]



64 Chapter 7. Optimization of Operation

• OMd - operation and maintenance cost of the diesel generator [$/h]

• OMwt,y - yearly operation and maintenance cost of the wind turbines [$/kW]

• OMpv,y - yearly operation and maintenance cost of the PVs [$/kW]

• OMb,y - yearly operation and maintenance cost of the battery [$/nr of batter-
ies]

• OMwt,e - operation and maintenance cost of the wind turbines, dependent on
the amount of generated energy [$/kWh]

• OMb,e - operation and maintenance cost of the wind turbines, dependent on
the throughput energy [$/kWh]

• Iwt - installed power of wind turbines [kW]

• Ipv - installed power of PVs

• Ib - number of installed batteries

• T - considered optimization period expressed in hours, in this project selected
to be 24 hours

T

∑
t
(ud,t,s · Fmin,d + Pd,t,s · 0.244) · DP (7.18)

T

∑
t
(yd,t,s · SUd) (7.19)

T

∑
t
(ud,t,s ·OMd · Pmax,d) (7.20)

(OMwt,y · Iwt + OMpv,y · Ipv + OMb,y · Ib) ·
T

8760
(7.21)

T

∑
t
(Iwt,t · Pwt,t,s ·OMwt,e +

Bc,t,s + Bd,t,s

2
·OMb,e) (7.22)

costs = Equation7.18 + Equation7.20 + Equation7.19 + Equation7.21 (7.23)



7.4. Formulation of Optimization 65

Finally, after defining the cost per scenario the objective function to minimize
can be expressed with Equation 7.24. The second part of the equation incorporates
the risk measurement CVaR to the objective function through the risk aversion
factor β.

Min
Ns

∑
s=1

πs · costs + β · CVaR (7.24)





Chapter 8

Results

This chapter represents the results of optimization described in the previous chap-
ter. The optimization problem is a linear problem with binary decision variables.
Therefore a Mixed Integer Linear Programming (MILP) solver was used. The cho-
sen solver is Gurobi [44] and the problem is defined using PuLP open-source pack-
age in Python programming language [45].

The operation was optimized for Plan 2 and Plan 7 described in Chapter 6.
The former was selected in the decision making process based on AHP and is con-
sidered to be the best Plan for the mining site. Plan 7 is added to the analysis
to represent the influence of diesel prices on the expected cost of operation. Due
to lower power installed in renewable energy sources, the diesel engine is used
more frequently. Hence, the impact of diesel prices prediction over the 25 years of
mine lifetime can be analyzed. Moreover, Plan 7 has a significantly lower initial
investment compared to Plan 2, what may be an important factor for the min-
ing operator. Finally, it was ranked as the 5th best plan in both Environmentally
friendly and Profit oriented approach for AHP. The better plans were similar to the
analyzed Plan 2 in terms of initial investment and renewable fraction. One excep-
tion is Plan 1, which came before Plan 7 in the case of Profit oriented approach.
However, since it considers only diesel generator, it does not comply with the aim
of the project to establish an off-grid hybrid renewable solution.

8.1 Results of Optimization - Plan 2

Plan 2 was selected in the decision making stage, in Chapter 6, to be the one that
suits all the decision criteria best. The configuration of the used technologies in
Plan 2 is:

• 97 MW of installed PVs

67
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• 101.5 MW of installed WTs

• 55 MW of installed diesel generators

• 64.4 MWh of installed battery

The optimization problem, formulated in the previous chapter, was adjusted to
accurately represent the selected plan. The optimization was done for 25 different
cases of PV power, wind speed and load, generated with use of MCS and with
confidence level (α) of 95%. Moreover, 10 different levels of risk aversion factor (β)
were considered to observe how the level of risk, incorporated in the optimization,
affects the expected profit and CVaR.

8.1.1 Risk Assessment in Plan 2

The operator of the mine is interested to get a deep insight into the expected cost of
operation as well as the one in the worst possible scenario. The latter, considering
the possibilities of uncertainties, may have a great influence on the final result. The
risk is incorporated to the optimization by the risk aversion factor β. The value
of β varies from 0.1 to 10. The former represents near-zero risk aversion and with
increase of beta the risk aversion increases.

The expected cost of operation of the mine for 24 hours period and different
levels of risk aversion factor (β) is shown in Figure 8.1. With the increase of β the
operating cost of the mine increases. The difference between the lowest cost (for β

= 0.1) and the highest cost (for β = 10) is around 0.26%.
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Figure 8.1: Expected cost versus β, Plan 2
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Figure 8.2 represents the effect of increasing β on the conditional value at risk.
The tendency is opposite to the one observed for the cost of operation. With the
increase of β the CVaR value decreases and the difference between the extreme
values is around 0.40%.
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Figure 8.2: CVaR versus β, Plan 2

The final comparison shows the dependency between the expected cost of op-
eration and the CVaR for different levels of risk aversion factor. This is presented
in Figure 8.3. As stated previously, with the increase of β CVaR is reduced and the
cost increases. Change of β from 0.1 to 0.4 has significant influence on both vari-
ables. However, the change of β from 2 to 10 increases the expected cost without
decreasing the CVaR value significantly. The CVaR for β= 0.1 is 102.3% of the ex-
pected operating cost. When β = 10 is considered, CVaR is 101.7% of the expected
cost.

All things considered, the variation of operation cost and CVaR are not of high
magnitude due to rather low variable operation costs of renewable energy sources.

The expected cost was calculated based on the optimization problem presented
in Chapter 7. The arising question is if the optimization reduces the cost when
compared to a simple algorithm for operation of the battery and diesel generator.
The simple operation assumed for this project is that the battery is always charged
by RES if the production from RES is higher than the demand and the SoC of the
battery is lower than 100%. If the production from RES is lower than the demand
the battery is discharged to supply the needed power. In case it is not possible
to cover the demand by discharging the battery, the diesel generator is used. This
simple algorithm is referred to as base case, and is close to the optimized operation,
however, it does not take into account the level of O&M cost of the components.
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Figure 8.3: Expected cost versus CVaR for different values of β, Plan 2

Table 8.1: Cost of operation calculated for Plan 2

Approach Cost of operation
Optimization with β = 0.1 9922 $
Optimization with β = 10 9949 $

Base case 10076 $
Diesel generator only 325464 $

The costs calculated for one of the scenarios, in optimal cases and base case, are
represented in Table 8.1. The optimized cost, calculated for β = 0.1, is 1.5% lower
than the cost in the base case. Even when the high level of risk is considered in the
optimization, the cost is still 1.3% lower than the base case.

Finally, the cost of operation of Plan 2 can be compared to the O&M cost if
only diesel generator is used to satisfy the demand of the mine. This cost is listed
in Table 8.1 and is around 33 times higher, for this typical day, than the cost in
Plan 2. That proves that the selected plan could not only provide a reliable power
generation, but also very low daily operating cost.
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8.1.2 Hourly Operation of Plan 2

This section represents the hourly dispatch of the units to satisfy the demand of the
mine. The simulations were performed jointly for all 25 scenarios to account for
CVaR in the optimization. An example of hourly dispatch for one of the scenarios
is presented in this chapter. The aim is to show the optimal dispatch of the units
during the day and compare the optimized operation with low level and high levels
of risk aversion factor. The hourly dispatch for the day is plotted for β equal to 0.1
and 10.

Figure 8.4 represents the optimized hourly operation of the power generating
units - PVs, WTs and diesel generator. The difference between β = 0.1 and β =
10 is mainly in the operation of PV modules, which are allowed to generate more
power in the peak during the middle of the day. For the low risk level the PV
output power is lower. The additional power, generated in high risk level, is used
to charge the battery. This behaviour is presented in Figure 8.5 where it can be seen
that the battery is charged and discharged more frequently and with higher power
for β = 10. For the representation of SoC hourly optimized values, additional β

value of 1 was introduced. It was done to show the dependency of SoC on the
level of risk incorporated to the optimization. Moreover, the SoC calculated in
the base case was included. Looking at the Figure 8.6, the battery is reaching
higher SoC when the risk aversion factor increases. The same observation can be
made for the average SoC, presented in Table 8.2. With the increase of β value the
average SoC of the battery increases. This is because of the uncertainties, which are
incorporated to higher extend into the optimization. Keeping the battery charged
throughout the operation assures a better resilience to unexpected changes. The
behaviour proves that the CVaR method, presented in this project, works correctly.
The SoC calculated in the base case differs significantly from the one obtained in
the optimal case. The battery is kept fully charged throughout the day, even though
it is not needed for operation of the mine. Operating the battery with this naive
approach increases the O&M cost of the mine.

Table 8.2: Average state of charge of the battery for one of the generated MCS, with different values
of β, Plan 2

β Average SoC
0.1 32.4%
1 37.5%
10 40.2%
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Figure 8.4: Hourly, power output of WTs, PVs and Diesel generator, for one of the generated MCS,
with two values of β, Plan 2
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Figure 8.5: Hourly battery charging at discharging power, for one of the generated MCS, with two
values of β, Plan 2
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Figure 8.6: Hourly state of charge of the battery, for one of the generated MCS, for optimized
operation with three values of β and base case (BC), Plan 2

8.2 Results of Optimization - Plan 7

Plan 7 was selected as an alternative to Plan 2 with lower initial investment. It is
also used to show the influence of diesel prices changes over the 25 years of mine
lifetime. The configuration of the used technologies in Plan 7 is:

• 60 MW of installed PVs

• 63 MW of installed WTs

• 55 MW of installed diesel generators

• 38.6 MWh of installed battery

The optimization problem, formulated in Chapter 7 was adjusted to accurately
represent the selected plan. The optimization was performed similarly to the op-
timization of Plan 2. It was done for 25 different cases of PV power, wind speed
and load, generated with use of MCS and with confidence level (α) of 95%. More-
over, 11 different levels of risk aversion factor (β) were considered to observe how
the level of risk, incorporated in the optimization, affects the expected profit and
CVaR.
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8.2.1 Risk Assessment in Plan 7

The risk is incorporated into optimization by the risk aversion factor β. For Plan
7, the value of β varies from 0.01 to 300. The range is bigger than in the case of
Plan 2 because significant changes in expected operating cost were still observed
for higher β values.

The dependency between expected cost of operation and the CVaR for different
levels of risk aversion factor is represented on Figure 8.7. With the increase of β

CVaR is reduced and the expected cost increases. A significant decrease in CVaR
value is already observed when the value of risk aversion factor is changed from
0.01 to 0.1 and to 0.5. At the same time the expected operating cost does not
increase significantly. When the β value is further increased up to 300, the CVaR
does not decrease, whereas the expected cost raises at high rate. The difference
between minimal cost (for β = 0.01) and maximal cost (for β = 300) is around
5.47%. The difference in maximal and minimal CVaR for the same range of beta is
around 7.23%.

The operating cost calculated in the optimization is significantly lower than in
the previously described base case. With the naive operation of the units the cost
is around 22% higher than in the optimal case with lowest risk aversion factor.

One more important remark is that the expected operation cost of Plan 7, over
one day of operation, is significantly higher than the one calculated for Plan 2. The
expected cost for the same risk aversion factor β = 0.1 is 43042$ for Plan 7 and only
9922$ for Plan 2, meaning that it increases about 4 times. This is caused by high
cost of operation of diesel generator.

Table 8.3: Cost of operation in one of the scenarios for Plan 7

Approach Cost of operation
Optimization with β = 0.01 43042 $
Optimization with β = 300 45396 $

Base case 52575 $
Diesel generator only 325464 $
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Figure 8.7: Expected cost versus CVaR for different values of β, Plan 7

8.2.2 Hourly Operation in Plan 7

This section represents the hourly dispatch of the units to satisfy the demand of
the mine. The simulations were performed jointly for all 25 scenarios generated
with MC simulation to account for CVaR in the optimization. In this section, an
example of hourly dispatch of the units for one of the scenarios is presented. The
optimized operation is plotted for the lowest (β = 0.01) and is compared with
operation calculated in the base case. When Plan 7 is considered, the difference
between the optimized operation and the base case is more visible than for plan 2.

The hourly dispatch of the units, for optimized operation and the base case, is
presented in Figure 8.8. The main difference is that the diesel generator is kept
turned on during more hours throughout the day in the naive dispatch. Moreover,
in the hours when the diesel generator is turned on in both optimized and sim-
ple operation, the output power of the diesel is lower or equal in the base case.
However, the optimized operation uses the battery more, as can be seen in 8.9.
This behaviour enables to turn on the generator less frequently but with higher
output power. The advantage of this behaviour is that the diesel generator is oper-
ated with higher efficiencies. This results in lower operation cost for the optimized
operation, as mentioned in previous section.



76 Chapter 8. Results

0 2 4 6 8 10 12 14 16 18 20 22 24

0

10,000

20,000

30,000

40,000

50,000

Hour of the day

Po
w

er
O

ut
pu

t
[k

W
] Wind, β=0.01

PV, β=0.01
Diesel, β=0.01
Wind, BC
PV, BC
Diesel, BC

Figure 8.8: Hourly power output of WTs, PVs and Diesel generator for one of the generated MCS,
result of optimization with β = 0.01 and operation in the base case, Plan 7
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Figure 8.9: Hourly state of charge of the battery for one of the generated MCS, result of optimization
with β = 0.01 and operation in the base case, Plan 7
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8.2.3 Influence of Changing Diesel Prices in Plan 7

The main reason for introducing Plan 7 in the analysis is to observe the influence of
diesel prices expected in the planning period on the cost of operation. This cannot
be done in Plan 2, which mostly operates only on renewable energy sources.

The optimization of Plan 7, described previously, was performed 25 times to
reflect the change in diesel price over the 25 years of mine operation. The predicted
values of diesel price are represented in Figure 7.12.

The influence of diesel prices on the expected operating cost for different β

values can be seen on Figure 8.10. With the increase of diesel prices over the
years the expected operating cost increases. However, the shape of the dependency
between the expected operating cost and β remains the same. This is caused by the
fact that the uncertainties in PV power, wind speed and load are considered the
same for each of the 25 years of operation.

CVaR is also expected to increase with the increase of diesel prices over the
years. This can be seen on Figure 8.10, which represent the relationship between
CVaR and β for six years of operation. The graph only takes into account three
lowest values of β because no significant variations in CVaR are observed for higher
risk aversion factors.
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Figure 8.10: Expected cost versus β plotted for different years of operation, Plan 7

The influence of diesel prices expected over the years of operation can be seen
on Figures 8.12 and 8.13. These represent the expected operation cost and CVaR
respectively. The values are plotted for two values of risk aversion factor: β = 0.01
and β = 300. Again, the increasing trend of operating cost and CVaR over the years
can be seen. This is expected, since the predicted diesel prices are also increasing.
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Figure 8.11: CVaR versus β plotted for different years of operation, Plan 7

The increase in operating cost from the first to the last year of operation for β =
0.01 is around 63.0% whereas for β = 300 is around 62.7%. The increase of CVaR
for β = 0.01 is around 69.3% and for β = 300 around 66.3%. Meanwhile the increase
in the expected diesel price over the 25 years is around 80.2%.
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Figure 8.12: Expected cost over the years of operation, plotted for two different values of β, Plan 7
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Figure 8.13: CVaR over the years of operation, plotted for two different values of β, Plan 7





Chapter 9

Conclusions and Future Work

9.1 Conclusions

The focus of the project was to determine an economical, reliable and innovative
energy solution for a mining site in Australia. In order to do it several objectives
were established and all of them are addressed in the report.

The first step was to perform solar and wind resource assessment, based on
the measurements collected at the site. The analysis of solar resources proved that
there was a visible seasonality. However, the most important part of the assessment
was to indicate the optimal tilt for PV panels installed on a fixed axis. It was done
by calculating the annual average solar irradiance for angles in range of 0− 90◦.
The best tilt angle was found to be 27◦ and was later used for the calculation of PV
power output at the site. The wind resources analysis considered measurements
of wind speed at four different heights. This enabled the calculation of the power
law coefficient, which was later used in calculations of wind speed at the hub
height of the wind turbine. The power law coefficient (αP) was calculated to be
0.25. Moreover, it was found that the average wind speed measured at the site
classifies it to install wind turbines class III - suitable for low wind speed. Finally,
based on wind rose, South-East direction was found to be the dominant one. This
information can be taken into account by the designers of the wind power plant,
because it is important to have as few obstacles as possible in the direction from
which a large share of wind comes.

HOMER Pro was used to indicate the various possible energy solutions to sat-
isfy the demand of the mine. The technical details of the used technologies and
measurements of solar irradiance, temperature and wind speed were used as input
to HOMER Pro. Based on this information and the load time series, the possible
configurations of technologies, which satisfy the load at all instances, were found.
It was found that configurations with high power of renewable energy sources had
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lower NPC after 25 years of operation of the mine. At the same time the initial in-
vestment was higher for these configurations. From all the possibilities, ten plans
were selected to be taken into account in the decision making process. The choice
was made in a way to represent various possibilities of technology mix and taking
into account the most important criteria of low NPC.

Having selected the ten plans, the next aim was to indicate the best one based
on the selected multi-criteria decision-making algorithm - AHP. Four main criteria
were considered: Economical, Robustness, Environmental and Technical. The AHP
was performed for two approaches: Profit Oriented and Environmentally Friendly.
The Plan selected in both approaches was the same - Plan 2. It had the lowest
NPC and high renewable fraction. It is a reasonable conclusion taking into account
the fact that NPC is the most important economical measure, and the percent of
electricity produced from renewable sources assures low emissions.

The final step was to perform optimization of operation of the selected Plan 2.
The aim of the optimization was to minimize the expected cost of operation of the
hybrid power plant under the uncertainties in PV Power, wind speed and load pro-
file. The CVaR approach was used to model the trade-off between minimizing the
cost of operation and the risk of getting high costs of operation in undesired sce-
narios. The level of risk incorporated to the optimization problem was controlled
by risk aversion factor β. It could be seen that with increase of β the expected cost
of operation increased, while the CVaR decreased. The change in the two mea-
sures was 0.26% and -0.4% respectively. Generally, the variation of operation cost
and CVaR were not of high magnitude due to rather low variable operation costs
of renewable energy sources, from which most of energy was produced in Plan 2.
The CVaR for β = 0.1 was 102.3% of the expected operating cost. When β = 10
was considered, CVaR was 101.7% of the expected cost. This proves that the oper-
ating cost will not be increased significantly even considering the worst scenario.
Comparison of the optimized operation with a simple algorithm for charging and
discharging proved that the first approach results in lower cost of operation. The
difference, when the risk aversion factor was considered to be 0.1, was calculated
to be 1.5%. The daily expected cost of operation of Plan 2 compared to cost of
operation if the mine would only be energized by diesel generator, was around
33 times lower. This proves the advantage of a system with high power of RES.
Based on the optimized, hourly dispatch of the units in Plan 2 it could be seen
that increasing the level of risk incorporated had impact on the optimal dispatch
of the units. An important observation was that the average SoC of the battery
increases with the increase of β. This was a desired behaviour because it assures
better resilience of the system to unexpected changes.

An additional analysis was performed to see the influence of changes in diesel
prices expected in the 25 years of operation on the cost of operation of the plant.
Since the electricity in Plan 2 was mostly produced from renewable energy sources
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it was not suitable for this analysis. Therefore, Plan 7 was selected. The expected
diesel prices in the next 25 years were obtained based on historical data for western
Australia with use of Monte Carlo Simulation. The average of the simulations was
used as prediction and it could be seen that the diesel prices are expected to rise in
the coming years. This information was incorporated to the optimization of Plan
7. The conclusion is that for this plan, with renewable fraction of around 80%, the
impact of diesel prices on the cost of operation is significant. Compared to Plan 2
the daily cost increased 4 times, what was caused by high cost of operation of diesel
generator. The analysis of the influence of the increase of diesel prices showed that
with the expected increase of diesel prices of 80.2% the increase in operating cost
from the first to the last year of operation for β=0.01 was around 63.0% whereas
for β= 300 was around 62.7%. This shows the advantage of a system with higher
power installed in renewable technologies (Plan 2) over the one, which uses diesel
generator more extensively (Plan 7).

All things considered, the selected Plan 2 fulfilled the aim of the project being
an innovative, economical and reliable solution. The influence of uncertainties
in the PV power, wind speed and load was not of high magnitude. The system
was also resilient to changes in diesel prices, because of high fraction of electricity
produced from renewable energy source.

9.2 Future Work

In this section, some suggestions for further improving the results of this report
are explained.

One of the main parts of the project was the selection of energy resources for the
mine and HOMER Pro was used for it. In the beginning of the project, concentrated
solar power (CSP) was also considered for this project, since the solar irradiance in
Western Australia was high. However since HOMER Pro does not have a model
for this it was discarded. For a future study, an accurate model of CSP could be
implemented in MATLAB and included in HOMER Pro. The CSP could also be
added with thermal energy storage such as molten salts.

This project was for an offgrid mine and at all times island mode has been
considered. Since the site coordinates have been provided by the industrial partner,
a possible grid connection could be analyzed. The distance to the nearest grid point
could be calculated and the cost per km of line plus the cost of connection could
be researched. With this approach the cases could be studied for both offgrid and
ongrid and the most cost effective could be chosen.

Finally, the planning phase of the project could also be developed in python
and be ran with the operations in a loop. This way more detailed and customized
results will be obtained. Also more control over the different technologies will



84 Chapter 9. Conclusions and Future Work

be available, and more details could be implemented, such as battery degradation
curves.
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Appendix A

Decision Making (AHP) - Results

A.1 Subattributes Priority

Economical
Criteria NPC Initial

Captial
Operating
cost

Excess
Electricity

Priority

NPC 1 3 5 7 0.5817
Initial Capital 1/3 1 2 4 0.2314
Operating cost 1/5 1/2 1 2 0.1205
Excess Electricity 1/7 1/4 1/2 1 0.0664

Cr 0.0095

Table A.1: Economical Subattributes Priorities

Robustness
Criteria Diesel PV WT Battery Priority
Diesel 1 5 7 3 0.5872
PV 1/5 1 2 1/2 0.1228
WT 1/7 1/2 1 1/3 0.0722
Battery 1/3 2 3 1 0.2179

Cr 0.0065

Table A.2: Robustness Subattributes Priorities
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A.4 Consistency Ratio

Table A.7: Consistency Ratio

Matrix Cr [%]
NPC 2.92
Initial Capital 2.00
Operating Cost 4.98
Excess Elec. 6.93
Diesel 0.52
PV 0.21
WT 4.89
Battery 1.98
CO2 8.00
SO2 8.00
NOx 8.00
PM 8.00
Ren. Frac. 1.83
Sub category Environmental 0.00
Sub category Robustness 0.65
Sub category Economical 1.00
General criteria Environmental 3.52
General criteria Profit 1.14



Appendix B

Distribution Functions

For the statistics the open source SciPy [17] library for python has been used. In
this appendix the distribution functions used from that library are explained.

B.1 Empirical CDF

The emprical distribution functions is calculated by ordering all the measurements
and calculating the cumulative probability of each.

EmpCDF(x) = numbero f observations <= x/n (B.1)

B.2 Normal Distribution

f (x, loc, scale) =
exp(− 1

2 (
x−loc
scale )

2)

scale
√

2π
(B.2)

B.3 Beta Distribution

f (x, loc, scale, a, b) =
Γ(a + b)( x−loc

scale )
a−1(1− ( x−loc

scale ))
b−1

scaleΓ(a)Γ(b)
(B.3)

B.4 Weibull Distribution

f (x, loc, scale, c) =
c( x−loc

scale )
c−1exp(−( x−loc

scale )
c)

scale
(B.4)
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Appendix C

K-means Clustering

The algorithm divides the samples into clusters, each of them described by the
mean of the samples in the cluster. The means are called cluster centroids. The K-
means algorithm clusters data of samples in n groups of equal variance minimizing
Within-cluster sum-of-squares criterion [18], as seen in C.1.

n

∑
i=o

minµj∈C(||xi − µj||2) (C.1)

The algorithm first chooses initial centroids, choosing a number of samples
from the dataset. In the next step ti assigns all the samples to the nearest centroid.
Finally it generates new centroids by taking the mean value of all of the assigned
samples to each previous centroid. The different between the previous and actual
centroid is calculated and the algorithm will run until this error is lower than a
certain value.
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