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Summary

For many years, the research and the development of sensorless control for perma-
nent magnet synchronous motors driven at low-speed range have been of interest.
The objective of this project is to develop the aforementioned control algorithm
under the condition that it performs better than a conventional first-order sliding
mode observer.

First, the dynamic model of the system is established, then a Field Oriented Control
scheme is designed for simple and effective control of the motor. To get a better
understanding of the system, a coupling effect analysis was performed, namely,
singular value decomposition. This showed that the coupling effect is weak at the
lower speed range, therefore it was disregarded.

Next, different sensorless control algorithms are developed to estimate the speed
and angular position of the rotor. A Closed-loop flux observer is established where
the observer drives the estimated flux-linkage to the real one, using a PI controller.
A first-order sliding mode observer is then designed. This is a non-linear observer
with a good disturbance rejection and low sensitivity against model parameter
uncertainties. The chattering present in the observer output was attenuated by the
implementation of a sigmoid function and by using a complex filtering structure. A
second-order sliding mode controller was then introduced to deal with the chatter-
ing problem and to potentially require a simpler filtering structure. Another option
was to design a first-order sliding mode observer in the dg-reference frame where
the current, voltage and back-EMF signals are DC signals, therefore manipulating
these signals introduces less phase-lag into the system, which is beneficial.

To further improve the system, two compensation methods are introduced. A
VSI voltage error compensator is designed to deal with VSI non-linearities that
are caused by the imperfections of the inverter, but mostly by the dead time. A
feed-forward torque compensation method was developed to improve the transient
response of the system.

Finally, the developed estimators are compared to each other in simulation. It is
discovered that the SMOdq has the best performance out of all the estimators. The
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feed-forward torque compensator is proven to enhance the transient response by a
significant amount. The voltage error compensator and the observer robustness are
tested in the laboratory with good results. At last, the first-order sliding mode ob-
server was compared to the second-order sliding mode observer in the laboratory
and showed similar trends as in the simulations.
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Chapter 1

Introduction

1.1 Study of the background

The development of sensorless synchronous motor control has been the focus of
researchers for many years now. A better understanding of the machines and the
rapid advancement in control and observer methods, thanks to other industries,
made the performance and efficiency of sensorless control techniques get closer
and closer to the sensored ones. Many techniques take advantage of the increased
computational power present in modern systems. This allows engineers to use
algorithms with online calculations that can adapt to continuously changing chal-
lenges faced by the controller or observer.

Sensorless control is beneficial in multiple ways. It makes it possible to remove the
encoder from the system, which results in a less expensive and smaller overall sys-
tem. Both of these results are advantageous in many novel use-cases [1]][2].

Also, the encoder in the system is a possible failure point, which could be elimi-
nated and that would increase the overall robustness of the system. Another con-
sideration is to make the system more robust against failures by introducing fault-
tolerant control techniques. Having both the encoder and the sensorless algorithm
implemented in a system, in case of a detected encoder fault, the controller could
switch over to the estimated signals. This is paramount in modern systems like
autonomous vehicles where safety is a high priority. Detecting the fault could be
done by comparing the encoder and observer signals and forming a residual out
of them [3]]. This is an efficient way of making a system, including a synchronous
machine, more robust against failures without considerably increasing the cost or
the weight of it.
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1.2 Problem Analysis

This section gives an overview of the system components and also provides a
framework of information before the beginning of the study. There are various
possible control techniques currently present in the literature. A general compari-
son between them is also given in the lines below.

Machine description and classification

The subject of this report is a permanent magnet synchronous motor (PMSM). The
rotor and the motor magnetic field are rotating synchronously. The rotor magnetic
field is established by permanent magnets placed in the rotor in various ways. The
placement of the magnets defines the type of motor. When the magnets are located
on the surface of the rotor, the machine is called surface-mounted PMSM. When
the magnets are located inside the rotor structure, we are talking about an interior
PMSM [4].

The type of the most used electric motor is the induction machine. These are
cheap to manufacture and control. Now, the rotor rotates at a slower speed than
the stator magnetic field. The slip is an important variable here and it is defined as
a function of the speed difference. The slip induces current in the rotor. The value
of it is usually around 5%. With increasing load torque, the slip increases as well
to stabilize the system [4].

The other large class of electric motors is the switched reluctance machine, which
generates torque through the minimization of reluctance lines. This rotor is ma-
chined in a shape to optimize this effect. Reluctance machines require a more
complex control system. On the other hand, synchronous reluctance machines
also exist and their control is similar to the control of PMSMs.

Control type of PMSMs

The two most used methods to control PMSMs are direct torque control (DTC) and
field-oriented control (FOC). In some variations of DTC, the torque is controlled by
the stator flux angle instead of the current. This eliminates the need for current sen-
sors in the system [5]. This mentioned angle will quickly change the torque, which
can be controlled by changing the terminal voltage. The advantage of this method
is excellent torque dynamics, no need for current sensors, no need for pulse-width
modulation (PWM), or reference frame transformations. The disadvantage of the
method is that the sampling frequency has to be much higher (around 40 Khz) than
in other applications [6].

The other one, FOC, is easy to implement, but it is heavy on the computation side
due to the use of multiple reference frame transformations. It also requires too
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precise measurement of the rotor position. It separates the control of flux and
torque which is beneficial. Using FOC allows free choice, magnitude and angle,
of the current vector. In practical applications, FOC commands the current vector
to be aligned with the g-axis and this results in maximum-torque-per-ampere for
SPMSMs. However, this is not necessarily true for other motor structures [4].

Sensorless control for low speeds

Sensorless control for low speeds is notably problematic due to the low magnitude
of the measured signals compared to the noise or the back-EMF, which eventually
vanishing at zero speed. Methods based on rotor saliency and the change of the
saliency were invented and researched.

The most popular method is called INFORM. It is based on the fact that the mag-
netic anisotropy of the rotor gives information about its position. The magnetic
anisotropy is detected by injecting test voltages, then measuring the change in the
stator current vector. Low-pass filters are needed to extract the high frequency
current component which is fed back to the current controllers. Low-pass filters
introduce phase delay into the system which in result, limits the bandwidth of the
current controllers. In case the filtering is not adequate, torque ripples can occur
in the system [7].

There are several methods based on this estimation principle, they only differ in
how the voltage vector is injected. There are two widely used types, one injects
a rotating voltage vector in the stationary reference frame [8], the other injects a
pulsating voltage vector in the estimated d*-axis or g*-axis of the estimated rotor
reference frame. Feeding the calculated difference signal through a PLL, the speed
and position signals now can be acquired [9)].

The Square-wave type voltage injection method relies on the injection of high-
frequency square-wave-type voltage. The frequency is chosen to be half the sam-
pling frequency. This frequency is much higher than the frequency of the injected
voltage in other methods. Filtering is still needed in this case, but the cut-off fre-
quency of the low-pass filters can be increased alongside with the bandwidth of the
current controllers. This enhances the overall performance of the system [10].

Sensorless control for high speeds There are several different methods to estimate
the rotor speed and position when the motor is operating in the medium-high
speed range. Three techniques will be listed here.

Flux-linkage based methods are calculating the flux-linkage vector for every sam-
pling cycle, based on the system model and the measured voltage and current. The
flux-linkage is obtained through integration [11]. This part causes the most prob-
lem because the integrator value might start to drift due to possible measurement
errors (incorrect calibration) which gets integrated. Both open-loop and closed-
loop DC-drift removal methods are present in the literature [12].
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The next big family of sensorless control methods is using a Kalman-filter. A
Kalman-filter is an optimized state-observer, in this case, it is a reduced-order state-
observer. The Kalman-filter is usually utilized in the dg-reference frame because
the system equations can be linearized in this case. The gain of the observer is
based on the noise present in the measurement signals and the uncertainty present
in the model equations of the system [13].

Sliding mode observers are also a popular choice by control engineers. These are
nonlinear observers. They are widely used because of their robustness against dis-
turbances and parameter uncertainties present in every real system. This robust-
ness is achieved by constructing a sliding surface in state space, and by making the
control or observer law discontinuous across the surface. This causes chattering
in the output signal, which is the drawback of using sliding mode observers. At-
tenuation of the chattering is the biggest challenge control engineers have to face
during the design [1].

Open-loop startup methods

The two most used open-loop methods are V/f control and I — f control. Open-
loop startup techniques are often used when the criteria of performance are not
strict. This results in a simpler system with fewer components. In the case of
speed control, in open-loop control, the speed is not fed back to the controller. This
means, an encoder is not needed, which saves weight and money. This heavily
reduces the robustness of the system, because it is only assumed now that the
speed matches the reference speed. The handling of load torques and the rejection
of disturbance torques have to be carefully considered during the design process
[14].

For research purposes, the system can also be started from a standstill using sen-
sored FOC and then switching to the given sensorless control scheme.

Voltage modulation techniques

The system uses the commonly used topology, PWM-VSI, therefore other topolo-
gies, such as square wave or CSI, will not be discussed in this report.

There are several PWM techniques present in the literature and also in the industry
[15]. One of modulation technique is ST-PWM with an added third harmonic
component. The pulse width modulation duty cycles are calculated by comparing
the reference signal with a high-frequency triangle carrier signal. The amplitude of
the output sine wave can be increased by 14% using third-harmonic injection. This
method increases the linear range which means, that the available DC-link voltage
is better utilized.

Space vector modulation, as the name suggests, utilizes the space voltage vector,
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which is constructed by summing the three voltage vectors. Then, the duty cycles
can be calculated by using the angle and amplitude information of the vector. Us-
ing this method, more harmonics are added to the phase voltage, but that does not
matter, because they cancel each other out when line-to-line voltage is considered.
The advantage of using SVM is that the current ripple will be smaller than in the
case of other modulation techniques [15].

Discontinuous PWM is a technique used to reduce inverter losses. One of the
zero vectors is omitted and this eliminates one switching transition in each half
carrier interval. This reduces the switching losses by 33%. The disadvantage of
this method is that many harmonics are introduced [15].

1.3 System Description

The main components of an AC motor drive are a three-phase, two-level inverter,
an AC motor, and a mechanical load. The inverter supplies electrical power to
the motor, and the motor converts it to mechanical power required to drive the
load. Although, the main focus of this project is the AC motor, unknown parame-
ters, disturbances, and non-linearities arise from each of the components and have
effects on the control performance.

In figure [1.1] the actual setup located in the laboratory is shown. For better under-
standing, a summarizing overview of the system is shown in figure

-

e
Coupling n' ‘

Figure 1.1: The main components of the actual setup located in the laboratory.
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Figure 1.2: Schematic of the test setup. [[16]

The setup consists of an SPMSM machine, which is coupled to an induction ma-
chine (IM). However, this project only focuses on the SPMSM machine. The IM
machine is only there to provide the desired load torque.

The controllers and compensators are designed and tested in Matlab / Simulink.
After that, the model is translated into a code which the dSPACE system can read
and understand. The dSPACE system then measures the currents (using a LEM
module) and voltages (using the DC link voltage information). Using these signals
and the provided code, the outputs of the system are updated in every cycle.

The DC link voltage is provided by the central rectifier in the lab.

As a feature, the system states can be measured and stored by the dSPACE system.
The captured data is then processed using Matlab.

1.4 Problem Statement

The main objective of this thesis is to develop a sensorless control strategy for a
PMSM motor that performs better than the sliding mode observer established in
the report [16]. It would be advantageous as well to reduce the complexity of the
system, to simplify the filtering structure required. The main variables that deter-
mine the system performance are the following: lowest achievable speed, position
angle error, and tracking performance. The improvements might be done by intro-
ducing compensators to the previously mentioned system, or by implementing an
observer which is based on a new principle.

Also, the system has to be stable and has to be able to handle a step-load change.

First of all, new techniques and methods have to be introduced and analyzed.
After re-tuning the system, a performance baseline has to be determined, so the
new methods can be compared to the original one. Following a standard testing
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procedure, the new performance values have to be recorded and processed using
statistical methods.

1.4.1 Performance criteria

As the main guidelines, certain performance factors are defined here and shown

in table

Table 1.1: Design Criteria of control loops

Main criteria Sub criteria
Current loop Max. 5% overshoot | Zero steady-state error
Speed loop Max. 15% overshoot | Zero steady-state error
Pos. angle error Max. 5° Max. + 1°variation
Stead-state speed error 0 rpm Ripple max. 5 rpm
Load-torque rejection Min. 10 Nm
Operation speed range Min. 300 rpm Has to reach rated speed

1.5 Limitations and Assumptions

During this project, certain limitations and assumptions are made. These are sum-
marized in the table [[.2] below.

Table 1.2: System limitations and assumptions

Component Description of the limitation, assumptions
System Is symmetric and balanced
Generates the voltage perfectly
from the duty cycles
Magnetic saturation limits are
not reached

VSI

Magnetic core

Machine electric Such as core losses, Eddy current losses etc
losses are neglectable
Motor parameters | Are constant as well as the device temperature
Sampling frequency 5 KHz
of the system
Switching frequency 5 KHz

of the VSI

The limitations and assumptions will be kept in mind during the report and the
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effects of them will be discussed, when necessary.

1.6 Project Outline

Firstly, in chapter 2| the dynamic model of the SPMSM is established, and then the
state-space model is formulated. The state-space model is necessary for further
analysis of the system.

In chapter 3} Field oriented control is introduced. This requires the use of a cascade
control scheme. The inner loop consists of the current controller, and the outer loop
consists of the speed loop. Alongside these, the necessary startup method is also
introduced which enables the system to start from a standstill.

In chapter [}, using the state-space model, the coupling effect is analyzed. This is an
important aspect of the analysis because, during sensorless operation, the voltage
equations cannot be de-coupled.

In chapter |5, the speed, and position estimators are introduced. A closed-loop
flux linkage observer is designed, a first-order sliding mode observer, and a super-
twisting observer which is second-order. Last but not least, a first-order sliding
mode observer in estimated dg-reference frame is developed. The stability property
of them is then further investigated. Previously observed DC-offset problem in the
estimated back-EMF signals is investigated at the end of the chapter.

In chapter [, compensation methods for the system are introduced and discussed.
First, the VSI voltage error is discussed, then a simple compensation strategy is
presented based on the dead time of the given inverter. Lastly, a feed-forward
torque compensation method is presented. Details about the two-level inverter
and the used modulation technique can be found in Appendix

Chapter 7] presents the standardized testing method, the tuning process of the con-
trollers and observers, then shows the simulation results from all of the modeled
algorithms. The data is also evaluated using statistical calculations.

Chapter |8, presents the used tuning process of the controllers and observers in
the laboratory. First, the voltage error compensator is tested. The sensitivity to
parameter changes of the observers is also investigated. Also, the SMO is compared
to the STO using the test setup.

Chapter[J} gives the discussion and conclusion of the thesis. The chapter examines
whether the requirements presented in the Problem statement section are met or
not. The chapter also summarizes the results of the experiments in a more tangible
way.
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Finally, in chapter (10} the outlook of the possible improvements of the discussed
methods are briefly presented.






Chapter 2

Modelling of the system

As in every design process, after the problem statement, the system has to be
modeled and analyzed. This starts with an overview of the motor parameters.
Next, the motor voltage equations, which are already given in the dg-reference
frame, are examined. The mechanical equation of the motor is also presented.

As the last step, the state-space model of the surface-mounted permanent magnet
synchronous machine (SPMSM) is established which will be used for advanced
analysis tools presented in later chapters.

2.1 Synchronous machine modelling

The motor, in the scope of this thesis, is an SPMSM. This means that the permanent
magnets are located on the surface of the rotor. Due to this, the motor is non-
salient, and also the reluctance path is equal on the d- and g-axis. This results
in equal inductance on the d- and g-axis. For easier understanding, the machine
inductance will be denoted as L;.

Li=Ly = L 2.1)

The most important parameters of the motor and the other necessary system pa-
rameters are listed in the table

As can be seen from the table, the motor has 4 pole pairs. Generally speaking, this
means that the machine is more geared towards high-speed operation. In high-
torque operation applications, like in the case of a steering motor, the number of
poles might exceed a 100.

11
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In simulations, the total system resistance will be used, which takes into account
the resistance of every possible component in the setup.

Table 2.1: System parameters, from previous projects such as [[16]],[17]

Description Notation | Value Unit
Number of pole pairs Npp 4 -
Winding resistance Ry 0.19 Q
Total system resistance R, 0.268 Q
q and d-axis inductance | L, 22 mH
Rotor PM flux linkage Ampm 0.12258 wB
Rated speed, SPMSM Wy rated 4500 rpm
Rated torque, SPMSM T rated 20 Nm
Rated power, SPMSM Py rated 94 kW
Rated speed, IM WIM rated 1400 rpm
Rated torque, IM TIM rated 14 Nm
Rated power, IM PiM rated 2.2 kW
Rated current, VSI Iysy 35 A
IM machine inertia Jim 0.0069 kg - m?
SPMSM machine inertia | [sppsm 0.0048 kg - m?
Total system inertia Jsys 0.0146 | kg -m?
Coulomb friction C 0.2295 Nm
Viscous friction B 0.0016655 N

The motor voltage equations are shown in equation (2.2). Due to the assumption
that the system is symmetrical and balanced, the zero term (vy) is zero [6].

The detailed derivation of these equations from abc-reference to dg0-reference is
explained in appendix

03 = Rsig + pAg + wiAyg
0y = 0

In the abc-reference frame, the machine flux-linkage is dependent on position and
the machine inductance is constant for a non-salient pole machine, but because the
model is already transformed into the dq0-reference frame, the machine inductance
is constant.

The stator dq0-reference frame is aligned with the rotor reference frame, which is
naturally in the dg0-reference frame. The rotor d-axis is chosen to be aligned with
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the maximum flux density line at no load condition. The g-axis is always leading
the d-axis by 90°electric. This way, it is alighed with the minimum flux density line

[6].

Figure 2.1: Reference frame transformation from abc to dq. The structure of the motor is also shown. Inspi-
ration [6]

The two d-axis is in line now. This is convenient because, it results in the d-axis
and the g-axis flux-linkage as shown in equation (2.3).

= (Lls =+ Lmd) ig + Ampm = Lgig + )\mpm (23)
= (Lis + Lng) = Lyig
A =0

A
Aq

After substitution, the voltage equations may be rewritten as seen in equation

(2.4).
04 = Rsig + p(Laia + /\mpm) — wrLgiq (2.4)
vy = Rsig + p(Lyig) + wr(Laig + Appm)

Where p is the differential operator %. Differentiating the equation, keeping in
mind that the derivative of a constant is zero, will result in the following.

vg = Rsig + Lgpig — erqiq (2.5)
0 = Rsig + Lopiq + wr(Laig + Ampm)
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In one more step, the homogeneous first-order differential equation of the system
is acquired.

d . Rs . Lq .

Sy = — — 2.6
dtld Ldzd+Ldvd+erd1q (2.6)
d . Ry, 1 Ly, 1

%Zq - —?qlq + fqvq — Wy Lq 7 qurAmpm

Equations (2.4) also contain the back-EMF voltage components which are very
important in position estimation, hence they are highlighted here:

ey = w,(Ldid + )\mpm)
The governing torque equation can be derived from the equation of the input

power of the windings. Simplifying this equation, using the attributions of the
SPMSM machine, yields the following expression:

3 . .
Te = ENPP (Adlq - /\qld) (28)
3 Npoi , ..
3 .
T = 5Npp (Ampmiq) (2.10)

Using Newton’s second law, the mechanical equation of the system can be derived
as shown in equation (2.11).

dw
T, = ]Ttm + Bnwm + Taist (2.11)
Where ] is the total system inertia and Tj;s, the disturbance torque, consists of the
load torque and Coulomb friction. The total system inertia includes the inertia of
both the IM and PMSM machine and also the coupling and fastening components

between them.

The first term is related to the torque needed to accelerate the system without
friction, the last two terms are related to the torque which is needed to overcome
the viscous friction and the disturbance torque, respectively.
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2.2 SPMSM State Space Model

In this section, using the voltage equations of the machine expressed as first-order
differential equations shown in equations (2.6), the state space form is developed
[18]. This can be seen in equations (2.12) and (2.13).

x = Ax+ Bu 2.12)
y=~Cx '
i=Ed ][
10 0 Hd
w57 ]| 213)
L -
1 0
=l 1

The transfer function from u; and u, to i; and i; is found using the equation
(2.14).

oor-cor-ao= [y ([ -5 1) 5§ 4

821(5) 8x(s) gx(s)
(2.14)
The transfer functions can be expressed such as:
s—R/L
3 = THL (2.15)
Wy
=L 21
812 =7 (2.16)
2
w
= ——L 217
813 i (217)
Wy
821 =~ g7 (2.18)
~ s—R/L
82 = —q7 (2.19)
s—R/L)w
gy = — S R/Dw (2.20)

HL
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Where H = s? — 25% + %2 + w?, which is the determinant of matrix A, and used for
the matrix inverse calculations. The calculations were aided by MATLAB.

Equation (2.14) gives 6 transfer functions. These transfer functions describe the
linearised system when the coupling between the voltage equations, due to A; and
Ay, is present.

In the next chapter, the control of the SPMSM will be discussed. Later on, in
chapter [} the coupling effect is going to be analyzed using the state-space model
of the system.



Chapter 3

Control of the SPMSM

In this chapter, the control scheme of the SPMSM motor is explained shortly,
namely the Field Oriented Control (FOC). This chapter is heavily based on [16],
because the main focus is on the design of the estimators, and not on FOC.

3.1 Field Oriented Control

Field Oriented Control (FOC) is a widely used control technique for controlling
AC machines due to its efficiency. The idea of FOC is to control the torque and the
flux-linkage separately. For an SPMSM when the current vector is chosen to be on
the g-axis, this results in a maximum-torque-per-ampere (MTPA) operation.

It is known for electric machines when L; = Ly, that, for a given amount of current,
maximum torque can be achieved by placing the stator magnetic field leading
the rotor magnetic field by exactly 90°electrical. If the magnetic field created by
stator current is now lagging the rotor magnetic field, the direction of the torque
is reversed. In an SPMSM, the rotor d-axis, or the direct-axis, is the axis where the
maximum rotor flux-linkage is present. Therefore, by commanding current on the
g-axis, which is conveniently defined to be leading the d-axis by 90°electrical, the
above-mentioned principle is achieved. The d-axis current is controlled to be zero
because it does not affect the torque directly, and also to avoid magnetic saturation.
This can also be seen from equation (2.10).

17
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3.1.1 Control Design

The main objective of the controller is to regulate the speed of the machine. To
achieve this, a cascade control structure is implemented, where the outer loop is
a speed controller and the inner loop consists of two current controllers. The two
current controllers control the d-axis current and g-axis current. The reference g-
axis current is calculated by the speed controller from the determined necessary
torque to keep tracking the speed reference. For this control structure, the band-
width of the outer loop should be 5 ~ 10 times lower than the inner loop to avoid
interference between the controllers. Using this knowledge, the inner loop can be
simplified as a first-order system.

The control loops are designed as a continuous transfer function and then dis-
cretized transfer functions are found with similar characteristics. This is achieved
by taking into consideration the delays present in the system and the sampling
frequency of the system. This is called design-by-emulation.

The control parameters are designed for the worst-case scenario in terms of oscil-
lations in the system, thus the parameters are designed under no-load conditions
since applying a load will dampen the system.

The criteria for the control system was first introduced in section but it is
repeated here in table It is not listed in the table, but of course, it is paramount
that the system is stable.

Table 3.1: Design Criteria of control loops

Max. Overshoot Bandwidth Steady-State Error
Current Loop 5% High as possible Zero

Speed Loop 15% High as possible Zero

Figure 3.1 shows the full structure of the field-oriented control.
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Figure 3.1: Field Oriented Control scheme.

3.1.2 Design of Current Controllers

The following section discusses the design process of the current control loops
used in FOC [16].

The current controllers are the inner loop controlling the stator currents. To fulfill
the design criteria, the system type is increased to 1 which results in no steady-
state error for a step input.

The voltage equations, for both g-axis and d-axis, are used to derive the transfer
functions representing the system. Transforming the voltage equations, found in
equation (2.4), to Laplace domain yields:

v+ wrLgig — SAmpm

= 1
ig sL+ R 3.1)

Where sApm = 0

g sL, + R (3.2)
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At this point, the system is coupled as seen in the motor voltage equations (3.1),
and (3.2). The system can however be decoupled by compensating for the back-
EMF disturbance. The inverse of equations is added to the loop as shown in

figures 3.2l and

After decoupling the system, the transfer function for both g-axis and d-axis are
derived as shown in equation (3.3) and equation (3.4)

iy 1

Gy=2=—"_ 3.3

d vg SLj+ R (3-3)
i 1

Gy= 1 =— 3.4

" v, sLg+Rs (34)

Figures [3.2]and 3.3 show the full control loop for d-axis and g-axis current.

‘,r"'(‘J’o'ntrol /Compensation

dref ‘/2:\ e |Ki+sK,| Vg

‘,r"é’ontrol

Ggref @ e | Ki+sK,| U 1

s stg+1 @

Wy (Ldid + Ampm) e

Figure 3.3: Control loop for g-axis current with back-EMF compensation

The resulting open-loop transfer function, including the controller and the delays,
is shown in equation (3.5).

_ Ki—i-SKp 1 1

G
ol(S) S Std+1SLd+Rs

(3.5)
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In reality, the system is digital. This naturally means that there delays present in
the system. One sampling period delay because the digital system has to process
the input signals and update the output signals. Also, a 0.5 sampling period delay
because the machine only sees the full voltage from the PWM modulated voltage
signal after this amount of time. Overall, the time delays have a negative effect
on the phase margin and in certain cases, they can make the system unstable.
Therefore, it is important to include an approximation of the time-delays in the
analysis of the system done in the continuous domain.

The time-delays present in a system including an SPMSM and digital controllers
have been extensively examined in literature before [19], hence only the final ex-
pression for the total time delay is presented here:

fs =5kHz (3.6)
po— L
s — fS
t; = 1.5t

Where the sampling frequency of the system is at fs. The delay may be approx-
imated by a first-order system, which is effectively a low pass filter. This has the
transfer function as shown in equation (3.7).

1
sty +1

Ga (3.7)

Also shown above in figures 3.2l and

The design of the control parameters was done using pole placement and SISO-
TOOL in Matlab with the design criteria as guidance. Because for an SPMSM, d-
and g-axis inductance are the same (L; = L;), the controllers can be designed us-
ing only the d-axis. Analyzing the transfer functions, it is apparent that there is a
dominant pole. The dominant pole in the system is canceled by designing the PI
zero accordingly.

3.1.3 Design of Speed Controllers

The following section explains the design process of the speed control loop for
the FOC [16]. A PI controller is a good choice here too because it can effectively
compensate for the disturbances torque present in the system. The controller also
improves the transient response of the system. It is expected that the speed loop,
is much slower than the current loops. Due to this, the current loops will be
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approximated by a first-order system that has the same settling time as the actual
current loops.

First, the inner loop is reduced to the first-order system from the third order. The
new time constant is acquired by: T = tging /4. This relation is true because, it is
assumed here that an exponential term is within 2% proximity of its steady-state
value after 4 time constants (7) [20]. The transfer function then becomes equation

(B3).

1

G =
IL s+ 1

(3.8)

The next step is to derive the transfer function for the mechanical system. The
mechanical equation from Newtons’ second law is repeated in equation (3.9).
dwy,

T, = ]7 + Bnwm + Taist (3.9)

Equation (3.9) is transformed into the Laplace domain where the disturbances are
put to be zero, to ensure that controllers are designed the overshoot is the highest.
The transfer function representing the mechanical system is formed by combining
and resulting in the following equation:

wm  Keor

Im et 3.10

Where Kcor = 3 NppAmpm. The block diagram of the speed loop is shown in figure

3
5 }‘mpm N, pp

Js+ B,

Figure 3.4: Block diagram of the speed loop.

The control parameters for the speed loop controller was designed similarly as the
current loop controller, namely with pole placement and SISOTOOL. In figure
the open loop transfer function of the speed loop is shown where the phase margin
of the system is 85.8°. This means that the system is stable. In this diagram the
gain is K, = 1, and oscillation is not expected in a step response.
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In figure the bode diagram of the closed-loop transfer function of the speed
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Figure 3.5: Bode Diagram showing open loop transfer function of the speed loop.

and current loop is shown.
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Figure 3.6: Bode Diagram showing closed loop transfer function of the speed and current loop.

From the figure, it is clear that the inner loop is faster than the outer. The band-
width of the inner loop is 2400rad/s and the bandwidth of the outer loop is
54rad/s which means that the requirement for cascade control, is fulfilled. The
control parameters will be fine-tuned in the laboratory according to the actual
system response. The bandwidth of the speed controller might have to be re-
duced if the governing frequency of the noise in the speed signal is approximately
54 - 10 = 540rad /s or less. This has to be investigated later on.



Chapter 4

Coupling effect analysis

As it was mentioned earlier in chapter 3} the original MIMO, the non-linear system
was first linearised, then de-coupled. The de-coupling term requires precise speed
information, but due to the use of sensorless methods, this term might not be
accurate enough. Therefore, it is generally advised to omit this compensation
term. Gaining more insight into the coupling effects in the system is then highly
desirable, because now if one input is changed, both outputs are affected.

In this chapter, one tool, the singular value decomposition (SVD) will be presented
and used [21]. This method uses the state-space model of the system introduced in
equation (2.13). Other methods cannot be used here, because the transfer function
G(s), equation (2.14), is not a square matrix. It is worth mentioning that the state-
space model contains the actual rotor speed as a variable, this will cause the results
to be different for different speeds. Multiple speed levels will be used, including
the predefined maximum and minimum speeds.

4.1 Singular value decomposition

Eigenvalues are a poor measure of gain in a MIMO system because they can be
misleading. This is due to the fact that the eigenvalues measure the gain of a
system when the input vectors and the output vectors are aligned. When these
vectors are not aligned, which is generally true for a MIMO system, the gain may
be very different than what it is expected from the eigenvalues. Singular values of
a system better represent the gain of it, because it also takes the direction of the
vectors into account. It can also be used when the system matrix is not square [21].
In this section, a mathematical tool called singular value decomposition (SVD) is
used to obtain these values. The definition of SVD is shown in equation [22].

25
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The physical meaning of this equation is a rotation, stretch, and a rotation at the
end.

From a control engineering viewpoint, the singular values for MIMO systems can
be interpreted as an extension of the Bode magnitude response used for SISO
systems.

G =UxzV* @.1)

Where G is the examined transfer function, U is a unitary matrix of output singular
column vectors, £ contains the singular values and V is a unitary matrix of input
singular column vectors. Generally, only ¥ is a matter of interest [21]].

The benefit of using SVD is that it also gives information about the direction de-
pendency of the input-output gain. In a coupled system, the direction of the input
will change the output direction. This is apparent from the singular values as well.
Evaluating the singular values at a chosen frequency will yield values between the
maximum and minimum singular value. The difference is due to the different in-
put directions. In a fully decoupled system, the maximum and minimum singular
values are the same. The ratio between them can be used as a measure of the
coupling effect. The closer this number is to 1, the less effect the coupling has.
The maximum and minimum singular values are defined as seen in equation
[22].

7(G) =1/ Amax(GHG) (42)

0(G) =1/ Amin(GHG)

Where, Ay and Ay, are the maximum and minimum eigenvalues of GHG respec-
tively, and H denotes the complex conjugate transpose.

Figure shows the plotted singular values for different reference speeds, over
the frequency range of [1071;5 - 10%]. The singular values are plotted for all 6 of the
transfer functions are shown in equation (2.14), but for clarity, only the maximum
and minimum curves are shown in each figure.
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Figure 4.1: Singular values using different reference speeds with the controller bandwidth indicated. Upper
curve represents Ay, lower curve represents Ay

It can be observed from figure 4.1| that the peak of the singular values gets bigger
and shifts towards the right with increasing motor speeds. At maximum speed,
the direction dependency is high. In the meantime, at lower speeds, the direction
dependency is almost none, as in a de-coupled system.

4.2 Dynamic De-coupler for a system

This section aims to give a brief introduction to advanced control strategies for
coupled systems. From the equation (2.13) it can be seen that the coupling effect
would completely vanish if the A matrix had 0 terms in the off-diagonal [21]]. This
is shown for the given system in equation (£.3).

A= [_0% _ORS] (4.3)

This can be achieved, theoretically, by introducing a dynamic pre-compensator in
the system and choosing it according to equation (£.4). It is called dynamic because
it compensates for all frequencies.

W(s) = G(s)! (4.4)

b -como ] - [

Where y1,y2 are the outputs, and uj,uy are the inputs. This also changes the
diagonal values to be 1, which results in a new system shown in equation (4.5).
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However, the pre-compensator is sensitive to modeling errors because it is based
on the accurate knowledge of G(s). G(s) is never going to be exactly the same
as the real system. Still this control method could yield good performance, and
therefore it is widely used, for heavily coupled systems. After compensation, the
system might not be strictly proper anymore. A strictly proper system suppresses
all the unwanted high-frequency dynamics, like a low-pass filter. Therefore, it is
necessary to make the system strictly proper. This is done by implementing a
low-pass filter with a sufficiently high order [21].

4.3 Summary of the coupling effect analysis

In the scope of this thesis, the focus is put on the lower speed range, because that
is the speed range where the performance of the position and speed observers
have to be improved. The coupling effect is weak in this case and it can be safely
disregarded. However, in the high-speed range, the coupling effect gets stronger.
Theoretically, the de-coupling terms could be switch back on when the machine is
operating at high speeds, as it was shown in figure 3.2 and This can be done
due to the fact that the estimated speed signal should be accurate enough in this
case and that would make the coupling effect a non-issue again. Practically, the
controller regards the coupling effect a disturbance and it is assumed that it can
compensate for it effectively. As a result of these, the system will be treated as
a de-coupled system in the rest of the report and a pre-compensator will not be
implemented.
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Estimators

Although every estimator discussed in this chapter uses a different approach to
calculate the given states, there is one thing they all have in common: all of them
are model equation based. This means that an accurate formulation of the system
model is necessary, as well as, accurate identification of the model parameters.
Some of the methods are more robust against uncertainties in the system model
than others. This is also a crucial point of the analysis of the estimators, because,
generally speaking, the higher tolerance allowed in the model parameter identifi-
cation, the better.

5.1 Estimator criteria

The foundation of FOC is the dg-reference frame transformation, which linearizes
the system. This enables the control engineer to use simple PI controllers to regu-
late both the current and the speed. The reference frame transformation requires
an accurate position signal. Therefore, the most important state to estimate is the
position.

A large position error will also result in reduced torque output, and therefore in
reduced power of the motor. This is due to the full i; current from the VSI not
being be available, some of it will be i; current. This is visualized in figure The
load torque loss is dependent on the cosine of the position error angle. This also
means that the operation of the motor would also not be as efficient as it could be.
This has to be avoided as much as possible.

29
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Figure 5.1: The effect of the angle error (9) on the actual stator iy current

5.2 The foundation of estimators

It is necessary to transform the stator voltage equations, previously expressed in
dg-reference frame, to the af-reference frame. In the ap-reference frame, the ro-
tating speed of the reference is zero because the reference-frame is stationary now
[23]]. This is beneficial because the position (6) and the speed (w,) will both appear
in the back-EMF equations. The new voltage equations, in vector form, can be seen

in equation and (5.2).

Tap = Ring + pAap (5.1)
Aap = (Laig + Ampm + jLgiq) e/ (5.2)

As it was mentioned, the position appears in the back-EMF components, as shown
in equation (5.3).
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ey = _Ampmwr,elSingr
eg = AmpmWy, 08O, (5.3)

From the «, f components of the back-EMF, shown in equations (5.3), 6, can be
found by equation (5.4). This is also illustrated in figure [16].

0 = tan! (‘e") (5.4)
B

Q

i > ‘&9 » Re

Figure 5.2: The relation between e, g and A, g. Also, the relation between the vectors and the rotor position 6.

The position can also be calculated from estimated flux-linkage because the rela-
tionship between the flux-linkage and the back-EMF voltage, under the assumption
that the stator resistance is neglectable, is the following;:

Rup = / Gy pilt (5.5)

In the graphical representation, integration or differentiation can be interpreted
as a 90°rotation between the vectors. The difference between the integration and
differentiation is the direction of the rotation.

Combining the equations in (5.3) a dense formula (5.6) can be acquired for the
rotor speed (w;) estimation, but care has to be taken when using the equation. It
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is very sensitive to the A, parameter, which acts as a scaling factor here. In case,
an accurate Ay, is obtainable by measuring it online or offline, this formula can
give a good speed signal compared to methods that use certain mathematical tools
to differentiate the position.

e2 4+ e2 (5.6)

In other cases, where A, has uncertainties, it is easier to obtain the speed by
differentiating the position and filtering the signal, as it is shown in figure [5.3| or
by using a Phase-locked loop structure, as it is shown in figure |5.4{[24].

>

—> — » LPF ——

Figure 5.3: General structure of differentiating a signal

0, 1 W, 1 | OrpLL

Figure 5.4: Structure of the phase-locked loop

The PLL structure was analysed in details in report [16]. The error signal is formu-
lated such as:

~

ér = ér - er,PLL (57)

Then, the open-loop transfer function is presented in equation (5.8).
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Closing the loop yields the expression shown in equation (5.9).

é PLL K,s + K;
Hprrp(s) = 52— = P l

ér a 52+KPS+K1'

This structure can be used as a differentiator and as a filter as well.

5.3 Structure of the system with the observers

The modified structure of the system, now including the observers, is presented in
figure All observers are realized in the «, B-reference frame. Also the observers
are using the directly measured current (iyp), and indirectly measured voltage
(Vap,c)- In some cases, the reference speed (wy.f) is needed for the observer gain
calculations. An observer is chosen by changing out the block with the name:
observer. In all cases, further filtering of the estimated signals is necessary. Finally,
the estimated position (6,) is fed back to the reference frame transformations, and
the estimated speed (w,) is fed back to the speed controller.
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Figure 5.5: Structure of control system with a generalized estimator included

5.4 Closed-loop flux observer

A popular way of estimating the speed and rotor position is to observe the flux-
linkage vector expressed in a, B-reference frame. Therefore this method observers
the A, g state as shown in figure This is based on the voltage model of the sys-
tem. Open-loop approaches are easy to realize but are usually not very accurate
due to the integrator drift phenomenon. This might be compensated by remov-
ing the average value of the flux-linkage every cycle. This was first presented in
[11].

However, a more efficient way to tackle this problem is to use a closed-loop ob-
server [12]. The observer calculates the flux-linkage through a PI controller, which
uses two open-loop models. One model is based on the current model, the other is
based on the voltage model. Due to the current measurements being much more
accurate than the voltage ones at low speed, the current model is more influential
at low speeds and the accuracy of current model is influenced by the motor param-
eters. On the other hand, at medium to high speeds, the voltage model will give
better results because it is not significantly affected by the inverter voltage errors
anymore. The structure of the observer is shown in figure Using this struc-
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ture, it is expected that the stability and robustness of the observer is increased
compared to open-loop methods [12].

Starting with the voltage model, the system equation expressed in a, B-reference
frame is shown in equation (5.10).

. d
Oq = Rpmlzx + E}\a

o (5.10)
Ug = Rpmlﬁ + %)\ﬁ

Rearranging the expression yields the following:

Ao = / (0 — Rymis )dt
/\ﬁ = /(U,B — Rpml‘g>dt

The other model is established in equation (5.12)) and equation (5.13). This requires
the transformation from «, B-reference frame to dg-reference frame, and after the
calculations, back to «, B-reference frame.

(5.11)

I St 5.12)
Ay = (Laig + Ampm)cos® — Lyigsing
. S 6.13)
Ag = (Lgiq + Ampm)sin® + (Lgig)cos®
The equations (5.12) and (5.13) are used as a reference in the compensation block,
Using this, an error signal is formed and then fed to a PI controller. The loop is
then closed as shown in figure This figure shows the structure of the closed-
loop flux observer. The system is considered stable if all the individual parts of
the system are stable. This requirement is fulfilled if the PI controller only has
right-hand plane poles (RHP). The compensator can be tuned by changing the
bandwidth of the PI regulator.

Using the above introduced expressions, the estimated rotor position may be cal-
culated utilizing the "tan2” function, as shown in equation (5.14)

A

6, = tanp—1 8~ Lomis (5.14)
X — Lymis
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Furthermore, the rotor speed (w,) may be acquired by a PLL. The PLL can also be
used to filter the signals.

YR

Figure 5.6: Structure of closed-loop flux observer

5.5 First-order sliding mode observer

Sliding mode observers are non-linear observers with high capability of distur-
bance rejection and low sensitivity against model parameter uncertainties [1]. This
is achieved by constructing a sliding surface in the state space. The observer law
is made discontinuous across the surface by utilizing the sign function. Thus, the
reason why the controller has the above-mentioned properties. Utilizing the sign
function results in chattering in the observer output signal, which is undesirable
because the estimated speed signal is fed back to the speed PI control loop. When a
pure sign function is used, the bandwidth of the chattering is the same as the sam-
pling frequency. Therefore, the bandwidth of the chattering is much higher than
the bandwidth of the speed PI control loop, which makes the speed PI control loop
to act as a low-pass filter. The overall system performance is reduced, hence the
attenuation of the chattering is one of the most important tasks during the design
of sliding mode observers. The attenuation can be done by substituting the sign
function with an approximation of it, for instance with the sigmoid function or
with the saturation function. This introduces a boundary layer around the sliding
surface. The benefit of it is a smoother observer output signal, the drawbacks of it
are loss of robustness and accuracy [25].

The sliding mode observer is machine model-based. The starting point of every
design is the slightly rewritten voltage equations expressed in the af reference
frame.
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diy

T fia + g(va — €4)
i (5.15)
B
—r = fis+8(0p —ep)
Where f = —& and ¢ = L. The resistance and inductances are time-invariant [16],
L §= 1,

since with increasing temperature, the resistance increases, and in the meantime,
the inductance decreases. However, this effect is assumed to be very minor and
will be neglected.

The sliding variable, which characterizes the observer, is chosen as presented in
equation (5.16). Since the system is first-order, the sliding variable directly gives
the estimation error.

+ AR =1 =1 — i (5.16)

Where n is the order of the system, o = [(T,X,Uﬁ], A is a strictly positive observer
variable, and % = 1 is the error in the estimated stator current [1].

Next, the observer law is formulated, such as [26]:

déa N
é = fiy + g(vy — ksgn(oy))
2 (5.17)

di R
d—f = fig +g(vﬂ — ksgn(aﬁ))

The main goal is to use the measured states for the calculations and observe the
rest of the system equation using the sliding mode observer.

By driving the error between the measured and the estimated currents to zero, the
unknown part of the equation (last two terms in equation (5.17)) is well estimated.
This part mainly contains back-EMF terms, and also some unmodelled system
dynamics. It is assumed that the back-EMF terms are dominant, therefore the
rotor position can be calculated from them with good precision using equation

54).

Stability of the observer

Choosing the observer gain is a crucial part of the design because of too high gain
results in high chattering action, and too low gain results in an unstable observer,
consequently in an unstable system. A simple analysis may be conducted by look-
ing at the dynamics of the sliding variable, equation [27].
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d d- d.
%Ua = Jpla— ia = fou+ geq — gksgn (o)

(5.18)
d d- d.

108 = i gl = fop + geg — gksgn(op)
In case, the observer gain k is large enough, the sign of 0y, 05 will be different than
the sign of %(Ta, %Ulg. As aresult, o, — 0, op — 0 and once the sliding mode occurs,
o, =0, g = 0.

Under the assumption that the first term containing o, is small enough in equation
(5.18), it can be seen that the gain has to be k > max(| ex |,| ep |), to satisfy the
above stated requirement.

A detailed proof, which utilizes the Lyapunov theory, was shown in [16]. The basis
of the Lyapunov theory is the same as in the method above. The final conclusion
of the aforementioned report is the same, the observer gain has to be chosen such
as k > max(| ex |,| eg |). This makes the given equilibrium point, defined by
the Lyapunov theory, globally asymptotically stable, which in practice means that
the error will be driven to zero in finite time. This is an important quality of any
observer.

The observer gain might be reduced at lower speeds, because ¢,, ¢g are a function
of the speed. The outcome of it is lower observer activity which reduces the chat-
tering. By making the gain change based on the reference speed, and also adding
a safety margin term to it to compensate for transient effects, the gain can be
changed linearly. The final equation for the observer gain is presented in equation

(G-19) [16].
k = wref/\mpm + Kada (5.19)

Chattering attenuation

There is chattering present in the observer output signal. This is because the ob-
server is discretized. The chattering is attenuated by implementing the sigmoid
function [26], shown in equation (5.20). This will make the observer be a quasi-
sliding mode observer and the sliding variable will converge to a band around the
sliding surface, rather than to the surface itself. This reduces the chattering signif-
icantly, however, it can be seen in the experimental results in [16] that even then,
the position (6,) has to be filtered by multiple PLLs, and the speed (c;) also has to
be filtered by high-order low-pass filters. The cut-off frequency of the filters has to
be chosen according to the bandwidth of the given controller.
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o

= (5.20)
| | +150

After filtering, it was observed that the estimated speed and position signals are

satisfactory and the overall system performance is good, but oscillation can be

observed in the estimated signals. The oscillation frequency is equal to the fun-

damental electrical frequency. This phenomenon is further investigated in section
5.8l

5.6 Second-order sliding mode observer

A system using a traditional, first-order sliding mode observer needs multiple
filters to deal with the chattering problem present in the observer output signal, as
it was mentioned in section This increases the overall complexity of the system
[28].

Implementing a higher-order sliding mode observer, for instance, a super twisting
observer (STO), instead, is a popular way of reducing the number of filters needed
in a system [28]. The order of the observer is increased by introducing new terms
that are then integrated into the observer law. The main characteristic of a higher-
order sliding mode observer is that the observer signal is now made continuous.
Furthermore, it allows for a sliding mode on ¢ = ¢ = 0 using only ¢ [25]. In this
case, 0 is defined the same as for the first-order SMO, ¢ = is — i, due to the fact
that the system remained the same.

Using the same starting point for the design, as for the first-order sliding mode
observer, the new observer law is formulated in equation (5.21).

2~

di, ~ .
i fiog 4+ gug + gk1y/ | 0n |sign(0y) + gWa

4 (5.21)
di » .
?f = fig + gup + gk MSZXW(Uﬁ) +8wp

wzx = kQSl‘ng((T,X) (522)

?,(Jﬁ = szigl’l(U‘[g)

Where f = —%,g = Li, and the errors, 0y = iy — iy, 05 = ip — ip.
S S

The first observer gain (k1) corresponds to the dynamic performance of the ob-
server, and the second gain (k) is responsible for smoothing out the output signal.
The smoothing is done by integration of the sign function. Before looking at the
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proof of the stability, it can be seen that k; has to be larger than k; to attenuate the
chattering, but the ratio cannot be too high because that would reduce the overall
performance of the system in transients.

The two terms with the observer gains in equation directly give the estimated
back-EMF signal, as presented in equation (5.23).

AD( = _kl \/ | O—a |Sign(0—a) — /wadt

(5.23)
6y = —k14\/| 0p |sign(og) — /wﬁdt
Stability of the observer
It can be noticed that in an SPMSM, the perturbation terms are the following:
= fi, + gu
P = fie & gl (5.24)

P1.p = fl"B +gu[3

In other words, the perturbation terms are the terms present in equation but
not in equation (5.23).

The stability of the observer is shown in details in Appendix [C| For this system,
it is a fair assumption that the first perturbation term is globally bounded, such

as: | p1 |< 614/| max(eq, ep) |, and there is no second term present in this system,

hence po = 0. If this is true, the expressions for the gains can be simplified, as
show in equation (5.25).

ki > 26,
561k + 467 (5.25)
ky > le%'l
2(kqy —267)
Where 41 is a positive constant. From the above equation (5.25), it can be seen
that many gain combinations will result in a stable system because there is not an
explicit equation or an upper constraint defined for the gains. It is worth repeating
it here, that higher observer gains will result in higher chattering, so a practical
upper bound may be set. This formula implies the necessity of experimental tuning
of the observer.

Another approach to finding the observer gains is presented in [25]. This is an
explicit strategy for choosing the parameters. The gains are chosen based on the
measure of the perturbation in the system. The condition, that the perturbations
have to be bounded, must be true again.



5.7. First-order sliding mode observer in dg-reference frame 41

ki = 1.5y /max(p1,4,01,4), (5.26)

ko = 1.1max(p1,uu Pl,ﬁ)

Equation (5.26)) defines a nonlinear relation between the gains. The detailed proof
for this case is not shown in this report, but it can be found in [25].

The approach presented above is generally not used in SPMSM applications be-
cause the gains are chosen non-linearly. It can be expected, from the first-order
sliding mode observer, that using static observer gains is not feasible here, because
the perturbation terms, equation , can change in a wide range.

As a conclusion, the observer gains will be tuned later in both simulation and the
laboratory according to a linear law, based on the reference speed, or they will be
changed using a look-up table, based on experimental results.

5.7 First-order sliding mode observer in dg-reference frame

Another option is to design the sliding mode observer in the estimated dg-reference
frame denoted as dg* [29]. The advantage of this is that in dg-reference frame
the current, voltage, and back-EMF signals are DC signals. However, the position
cannot be directly acquired from the estimated back-EMF signals, only the position
error (9). This new state, position error, will become the focus of this method.
Using a PLL, the rotor position and speed can be calculated in the next steps.

Due to the signals being DC, it can be assumed that a simpler filtering structure
will be sufficient and 0 phase lag will be added. This will be verified later on in
the report.

As a first step, the voltage equations expressed in dg-reference frame are trans-
formed into dg* reference frame. Using the position error angle, as it is shown in
figure the transformation is done by using simple 2 dimensional projections
[29].
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Figure 5.7: The definition of the dg* reference frame

The transformations are done by utilizing the definition of the sin and cos functions.
This is summarized in equation (5.27).

= [cos(§) —sin(0)
T®) = [sin(é) cos(0) ] (5:27)

And with the supporting matrix (J,,) seen in equation (5.28).

Jm = [2 _01] (5.28)

First, the voltage is transformed from dq to dg*.

g =[] =1 (] = [ @ nen®]

This means that even if we only have d component in the voltage vector, in the dg*-
reference frame a g* component will also appear. The resulting rotor flux-linkage
in dg* is the following :

Am pm,d* :|
A mpm,q*

)] (5.30)

Ampm,dq* = [

Next, the rest of the system states are transformed in equations (5.31) and (5.32).
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-] rof] -l ] e

A * ~ 1 ~ 1 l * A *
Mg = [ Aﬂ — L,,T(9) H + A T(0) [O] ~ Ly M T [ AZ';Z'Z*] (532)

As the last step, the derivative of the flux-linkages (A4;+) are calculated. This can
be seen in equation (5.33).

j _ ).‘d* _ Z:d* )\mpm,d*
e = ] = om ] [ 529

Now, let’s calculate the last unknown term in the voltage equation, /.\mpm’dq*’ using
equation (5.34). A term based on saliency is ignored because the given system does
not have saliency.

. A i+ x [—sin(0 s« [cos(d
)\mpm,dq* = [A:Z:j*] = /\mme [ ( ):| = Ampm(?]m [ ; (5):| (534)

The first-order differential equation of the system is repeated here in equation
(5.35).

di ) .

d—: = fig+ gug + wyly (5.35)
dig . .

T fig+ 8vg — wiig — §WrAmpm

Finally, the total system equations, now transformed into dg*-reference frame, are
shown in equation (5.36). Here, the last terms are the back-EMF terms.

di g« ) ) .
dcz = fld* + g’()d* —|— a]rlq* + gwy/\mpmsln<9)
a ) (5.36)
7’1 = fig + §Ug — Wylgr — §WyAmpmcos(0)

The observer law is then derived similarly as it was done in section
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dig . .
“ — fig + guge + Wyige — gksgn(oy-)
dt
5 (5.37)
I . .
d?f = fig + gug — rig- — gksgn(oy-)
Where f = —%‘, g = L%' and 0+, 0, are sliding variables for the first-order system
and are defined in equation (5.39).

It is assumed that the controller can perfectly follow the reference, therefore @ =
wrer. The resistance and inductance are also assumed to be time-invariant [16]. In
the next section, the stability of the observer is proved.

Stability of the observer

A detailed stability proof is presented now. The stability of the sliding mode ob-
server is proven by using the Lyapunov stability theory. This will also determine
how to select the observer gains.

The chosen Lyapunov candidate function is Positive-definite (P.D.), radially un-
bounded and shown in equation [25].

Vie)=z0"'0 = %(z% +12.) (5.40)

Where ¢ = [0+, 04+].

In order to prove stability of the equilibrium the time derivative, V, shown in equa-
tion (5.41), needs to be at least Negative-semi definite (N.S.D.). If however, the time
derivative,V, is Negative-definite (N.D) the system is also globally asymptotically
stable [1]].

V(o) = 040 + 040 (5.41)
The derivative is calculated by subtracting equations (5.36) and (5.37) which yields,
for the estimated d-axis:

—flg + Vg + Drlge — gksgn (o)
= fog + g(wWrAmpmsin(0) — ksgn(oy-)) + @0y (5.42)
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And for the estimated g-axis:

~fiy + gog — rig: — ghsgn(ey)
= fog — §(wrAmpmeos(0) + ksgn(oy-)) — Qroys (5.43)
These two equation above are then substituted into equation (5.41)), which yields:

V(o) = op (fou + g(wrAmpmsin(0) — ksgn(oy)) + &p0y
+0g- (fog — §(wrAmpmeos(0) + ksgn(og)) — @roy

)
)
= f(o5 + (75*) + (04 wrAmpmsin(0) — kog-sgn(oy))

))

+8(— 05 wrAmpmeos (0) — kog-sgn(oy- (5.44)
Where osgn(c) = |o|, and the back-EMF is defined as:
eqr = WrAmpmsin(0) (5.45)
eqr = —WrAmpmcos(0) (5.46)
Simplification yields the following:
V(o) = f(og +05.) + g(lea|lou| — kloa:|) + g(leg:|og-| — klog:]) (5:47)

As mentioned above for the system to be globally asymptotically stable, equation
(5.41) has to be N.D and then stability would be proven. The gain k is again
designed under the worst case scenario as in Section The first term of equation
(5.47) is always N.D due to f = —%. Next two terms are N.D if k is chosen to
be:

k > max(leg|, ez ) (5.48)

For this implementation of the sliding mode controller, in the estimated dq* the k
is chosen to be a constant which satisfies equation (5.48). With this chosen k, the
equilibrium point of the system becomes globally asymptotically stable. Further-
more, when the sliding surface is reached by the trajectory, then ¢ = ¢ = 0 in finite
time. The back-EMF voltages (e4,+), and consequently the angle error converges to
zero since eg,+ depends on the angle error [29].

Chattering attenuation

In practice, the sign function will be changed to a sigmoid function, equation
(5.49), to attenuate the chattering present in the system. The parameter of the
sigmoid function (¢) will be tuned experimentally. The effects of it were discussed
in [16].
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g

= (5.49)
|0 [ +100
Using the two estimated back-EMF signals (¢4,+), there are two possible options to
calculate the estimated rotor position. The position estimation error can be directly
calculated using the tangent function, such as § = tan~" (%) The positive thing
about using the tangent function is that it is robust against qmagnitude error in the
signals, as long as both of them contain the same error. Using the now known
and a simple PLL structure, the estimated position 0) and speed (Wy yecy) can be
acquired. The speed signal is filtered by an LPF before it is fed back to the speed

controller.

As it was shown above, the system now using an SMO, realized in dg-reference
frame, requires less filtering. Thus a new structure of the system is established and
is shown in figure
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Figure 5.8: Structure of control system with a first-order sliding mode observer in dq*-reference frame included
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5.8 DC-offset in the estimated signals

It is apparent from experiments in previous reports, such as [16]], and data recorded
during the first part of the writing of this project, that both the position error and
the speed signal contain oscillations. These oscillations have the same frequency
as the fundamental electrical frequency, which leads to the conclusion that there is
a DC-offset in the system [12].

The frequency of the oscillations was verified in the lab, and the results are shown
in figure The oscillation frequency is gzergogs; ~ 20Hz. The electrical fre-

quency is the same at 300rpm, because % = 20Hz.

DC-offset analysis
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Figure 5.9: Oscillations present in the speed of the machine due to a DC-offset in the estimated back-EMF
signal. Used speed = 300rpm

This can be partly explained by DC-offset of the inverter and partly with limit
cycles present in the sliding mode observer. These two possibilities are further
investigated in the upcoming pages.
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5.8.1 Analytical analysis of the DC-offset

It was shown analytically in [30] that, if there is a DC-offset in the voltage and
current measurements, the output signal of the sliding mode observer is going to
contain a DC-offset as well. This is true for both the first-order and the second-
order sliding mode observers. The analysis starts from the governing first-order
observer equations (5.15), which are repeated here.

di, A .
d—t“ = fiy + gUx — §&4
A (5.50)

dl'B_ ¢+ R
ar —JiBT8vs— 8%

Where f = —Iz—j and g = L% Considering only the DC-offset, the voltage model
equations become the following:

0 = fix,pC + §Va,pCc — §€a,DC

. A (5.51)
0 = fig,pc + 8vp,pc — §€p,nc
Rewriting the expression yields the next.
éx,pc = Rsla,pC + Va,DC (5.52)

és,pc = Rslg,pc + Vp,pC

It can be observed from equation that if the measured voltage and current
contain a DC-offset, then the estimated back-EMF voltage will contain a DC-offset
as well. This will increase the error in the position and speed estimation and
can also cause the previously discussed oscillations. It is assumed that, at the
low-speed operation range, it is more difficult to measure the current and voltage
accurately, therefore the DC-offset is worse in this speed region.

5.8.2 Existence of limit cycles in the system

The oscillations in the system could also be explained by the existence of limit
cycles [1]. A sliding mode observer is non-linear and therefore limit cycles could
be present in the system. These are a phenomenon unique to non-linear controllers
and observers. Limit cycles can cause oscillations with a given, constant frequency,
and amplitude without external excitation. By definition, these are invariant sets
and they appear as a closed circle in phase plane analysis [1]. Therefore, it is
paramount to investigate the existence of limit cycles in the system. Many methods
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were developed and are widely available in the literature to verify the existence of
limit cycles, for instance, the Bendixson theorem, but they are limited to second-
order systems. None of them are easily applicable to first or higher-order systems

[1].

For first-order systems, phase plane analysis, a graphical tool, could be utilized.
This is a powerful tool, developed for second-order systems, but by eliminating
one of the axes, the order could be reduced. Instead of doing this, only the second-
order sliding-mode observer will be analyzed because this allows the use of the
previously mentioned analytical tools, which is preferred.

The Bendixson theorem states that: "For a non-linear system, no limit cycle can
exist in a region () of the phase plane in which df;/9dx; + df,/dx; does not vanish
and does not change sign" [1]].

The analysis sets off by looking at the basic form of the STO observer design,
originally introduced in [31]. This is the following:

f1 =X = —kly/ ’ X1 \sign(a?l) + x7 + Cl(xl,t)
fz =X = —kzsign(a?l) + Cz(Xz, t)

(5.53)

Where x;, %;, k;,andC;, are state variables, error between estimated and actual state
variables, observer gains, and perturbation terms, respectively. Using the definition
presented above, and assuming that the perturbations terms are zero, the analysis
continues such as:

8f1 afz (x1 — fl)sign(xl — .’)21)
o2 _ g 54
8x1 axz ! 2 ‘ X1 — fl |3/2 (5 > )

Due to the fact, that equation becomes zero when the error is zero, which
can occur outside of the origin point, the system might have limit cycles in the
phase plane. This theorem can only prove that if there are no limit cycles, therefore
further analysis is required in this subject.

5.8.3 Phase plane analysis of limit cycles

Phase plane analysis is a graphical method to analyze both the linear and nonlin-
ear second- and first-order systems. Generally, these systems can be described as

shown in equation (5.55) [1].
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X1 = f1(x1,x2)

5.55
Xo = fo(x1,x2) (5.55)

Where x;, x, are the system states and fj, f are nonlinear functions of the states.
Phase plane analysis uses x1, x; as coordinates. After setting the initial conditions,
time is varied from zero to infinity, and the solution will be represented as a curve
in the phase plane. This curve is called trajectory and it shows the properties of
the system.

The method will be used to see if there are limit cycles in the system or not. Also,
it can show the equilibrium points, and from the nature of the trajectories, the
system properties can be concluded. An equilibrium point is a point in the state
space where the states will stay forever. Mathematically this means, that ¥ = 0 [1].
For the analysis, a MATLAB script called ‘pplane8” will be used. The script was
made by Hugh Harvey, and George Williams, University of Bristol. The equations
from are used. The observer gains are chosen to be k; = 1,k = 4. Changing
the gains will scale the trajectories but will not change the governing properties of
the system. The initial condition is chosen arbitrarily.
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Phase-plane analysis of the super-twisting observer

T T T T T T T T T - T
\
or ~

Figure 5.10: Phase plane analysis of the super-twisting observer using k1 = 1,ky = 4, and an arbitrary
initial condition. Also, y represents %. Made with script called "pplane8’ made by Hugh Harvey and George
Williams.

It can be examined from the figure that the observer has a stable equilibrium
point in (0,0). There are no limit cycles present because there are no closed circles
in the phase plane, however, the periodic nature of the motion can be seen from
the figure.

5.8.4 Oscillation mitigation strategies

Mitigation of the oscillations is necessary to achieve better sensorless system per-
formance. There are several different methods available, and these are presented
in the list below.

* Re-calibration of the current sensors in the system

¢ Solve the problem at the observer level. Advanced chattering attenuation
strategies and gain calculations might help. Also, increasing the sampling
frequency of the sampled system will reduce the chattering.
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* Open-loop or closed-loop compensation of the DC-offset in the estimated
back-EMF signal

The difficulty of the oscillation mitigation strategy increases from top to bottom.
Most of the time, catching and solving a problem in a system is easier at the point
where it is originated from. Later, the solution could be obscured or amplified by
the different components found in the system.

Before the beginning of the experiments, the current sensors will be re-calibrated
in the laboratory.

A simple solution to compensate the inverter voltage error is presented in chapter

6] section [6.2]

The observer gain was made adaptive in section [5.5| for the first-order SMO and
will be made adaptive for the STO in section

The sigmoid function parameter, for the first-order SMO, was tuned in [16] and the
same value will be used here as well.

The DC-offset compensation in the back-EMF signal is discussed in chapter



Chapter 6

Compensation Methods

Compensation methods for the system, are presented and explained in the follow-
ing chapter.

At low speeds, the VSI has voltage error due to its non-linear effects. VSI non-
linearities are caused by dead time, on/off switching device delays, and voltage
drops in the inverter [32]. These effects distort the voltage and this causes an error
in the estimated signals because the estimator is using the voltage signal (among
other signals) for the calculations. The voltage is not directly measured, but rather
it is assumed that the commanded voltage is the actual voltage, hence this is the
origin of some of the estimation errors. Directly measuring the stator voltages is
problematic, because the voltage is composed out of pulses. Filtering the voltage
would be necessary then, but filtering also introduces phase lag into the system
and that is not acceptable [33]. Therefore a compensation method is desired to
make the average voltage error to be zero.

The system uses a traditional two-level VSI and SVM technique. These are dis-
cussed in Appendix B} in more detail.

A torque compensation method was used to improve the transient response of the
system. A feed-forward load torque observer is introduced to observe the load
torque and detect changes in the torque. The observer is then used to compensate
for speed changes that occur when the load torque is changed [34].

In this chapter, first, the VSI voltage error is analyzed, then a simple compensa-
tion method based on average voltage is given and finally, a feed-forward torque
compensation method is introduced.

53
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6.1 Analysis of the VSI voltage error

During the introduction of the two-level VSI, the switches were assumed to be
ideal. This means that they were assumed to switch in zero time. In reality, the
switches are never ideal. Therefore, a small delay, called dead time is introduced
which is necessary to prevent the shoot-through effect. This occurs when both
switches are closed at the same time. The dead time can increase or decrease the
average voltage in the system [35]. To aid the explanation, a short example, using
only one leg, is shown in figure[6.T|and figure

Figure 6.1: The four different possible states of one leg when considering the dead time effect.

In case, only the switch is conducting (figure (a), (c)), the switch can be turned off
by the gate signal, and this stops the current flowing in that direction immediately.
This does not result in a dead time effect.

In case the diode is conducting (figure (b), (d)), the dead time effect occurs, because
the diode cannot be closed immediately. This is due to the presence of an inductive
load (the motor) in the system.

As it is shown in figure the dead time effect occurs between the dotted lines.
At first, only the case when the current is positive (i > 0) will be considered. The
upper switch is conducting and the voltage of point A is equal to V;. — V;,. Then
the switch S is switched off. At this point both switches are open and the current
flows through the lower diode. The voltage of point A is the same as the voltage
drop on the diode now. Switch S_ is turned on, the lower diode keeps conducting
and the forward voltage keeps to be the same because the diode and the switch are
in parallel. As a next step, S_ is turned off. The current keeps flowing even after
that because the diode keeps conducting until the switch S, is switched back on,
after the given dead time. The voltage of point A becomes the same as the initial
value now. This examined the case results in a loss in the average voltage in the
system.

In case the current direction is negative (i < 0), first, the upper switch (S4) is
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open and the parallel diode is conducting. Due to this, the voltage of point A, is
Vac +Vp. When S is turned off, D, keeps conducting until the other switch is
turned on. It is similar to how it was explained before. This examined the case
results in a positive gain in the average voltage in the system.

S . Vo

C Vae=Van

(s) : 1s)

L Vet W

) T — 1)
Figure 6.2: The dead time effect for one sequence when the current is positive.

Where V. is the voltage of the power supply, V,, is the voltage drop on the switch,
and Vp is the voltage drop on the diode.

After further investigation, it is apparent that, due to the snubber capacitor in
the system, the voltage cannot change immediately. The snubber capacitor is in
parallel with the diode and the switching device. This makes the dead time effect
nonlinear, and can be represented by the following equation [35]]:

Ao= —" At 6.1)
Csnubber

Small current

......

> (s)

tdead

High current

Figure 6.3: The effect of the snubber capacitor on the dead time effect. Examining one leg and using an
arbitrary switching signal.
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Where t,,4 is the dead time, and S represents the control signal of a switch.

Generally, equation (6.1)), cannot be calculated because C;pper is not known and is
hard to measure. However, an important conclusion can be drawn: if the current
is large enough, the voltage change can be seen as instantaneous, and this effect
can be safely disregarded [35]. To interpret what large enough’ means, data from
a previous report [17] (using the same standard setup as this report) will be used.
The test was conducted by giving a current step input to the stator a-axis. This
ensures that the rotor does not rotate during the test.

25 T
o v
vrgr

—— Voltage drop

Voltage [V]

I
5 10 15 20 25 30 35
Current [A]

Figure 6.4: The voltage-current characteristics of the inverter of the setup [17].

From figure it can be observed that the effect of the dead time is linear if the
current is larger than 4A. Below 4A, the inverter shows high nonlinearities.

6.2 Voltage Compensation Strategy

The voltage compensation strategy is based on the analysis shown in the previous
section. The relationship between the output voltage of the inverter and the refer-
ence voltage obtained from the current controllers is realized with equation (6.2)

[36].

(% Ua,ef f(la)
Op| = | Vb, | — AV | f(ib) (6.2)
Uc U, f(ic)

Where f (i) is a function of the phase current, and AV is the voltage error due to
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the dead time of the inverter which varies according to the operating conditions.
The voltage error can be calculated as shown in equation (6.3) [36].

. tdead + ton — toffV 4 Voyl + VD
- dc

AV
ts 2

(6.3)

Where #4,,4 is the dead time, to,, t,fs are the turn-on time and turn-off time of the
switching device, V,,, Vp are the voltage drops on the switch and the diode, and ts
is the sampling period.

It is worth mentioning that the actual voltage error AV depends on the load as well
due to parameters being a function of the current. For simplicity, this fact is not
considered here.

The compensation depends on the direction of the current, therefore the method
utilizes the sign function of the phase current as shown in figure [6.5(A) [36]. The
function for the phase current is formulated using equation (6.4). For high current
region this approach is acceptable. However, for low current regions the sign func-
tion is not optimal due to the difficulty of direction detection around zero crossing
and the fact that the dead time depends on the magnitude and phase of the current
[37]. A better solution is to use the saturation function with a boundary layer k,
and keep the using the sign function outside of this layer [36]. This is shown in
equation (6.4).

N [ i/k, for |i] <k
FO = s, e €4

Where k is the boundary layer parameter of the saturation function which can also
be seen in figure [6.5(B). The value of the boundary layer k is arbitrary chosen to be
0.5A.
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Figure 6.5: [llustration of the two different forms in equation

This is then implemented in the setup, and equation (6.2) is calculated for each
cycle after evaluating the direction of the current.

It is worth noting that, in certain applications, the performance could be worse
when using the above mentioned compensation technique, because it is open-
loop. The compensation changes the voltage input of the duty cycle calculator
but there is no feedback present which could correct errors and help to reject dis-
turbances.

With this compensation method, the inverter voltage nonlinearities will be reduced
noticeably and the results from the laboratory experiments are presented in Chap-

ter [8

6.3 Feed-forward Torque Compensation

Another important control objective is to improve the transient response of a given
system. In this section, the load torque is estimated, then using feed-forward, the
settling time of the system is reduced [34].

To estimate the load torque, a linear state observer is constructed based on the
mechanical equations of the system. These were introduced in chapter [2| but for
clarity, they are also repeated here in equation and in equation (6.5).

dw 1
Ttm = T(Te — Tyist — Bmwm) (6.5)

3

Te = 5 Npp (Ampi) (6.6)
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Load torque (T7) is an input of the system. It is assumed that the change of it is
much slower than the change of rotor speed and position, therefore ddif =0 [34].
Based on the above mentioned, now the system can be described in state-space
form. This is presented in equation and in (6.8).

x = Ax + Bu 6.7)
y=Cx '
By _ 1 1
Wl 17T T Ym LT T
T 0 0 T 0 68)

Before designing the state observer, the observability of the second-order system
has to be checked. The observability matrix is shown in equation (6.9).

b = [ CCA] (6.9)

The matrix is full rank, therefore the system is observable. Utilizing linear control
theory, a linear state observer can be designed [20] [34]. This is presented in equa-

tions (6.10), (6.11), and (6.12). The last one is the dynamic equation of the state
estimation (&, T).

X =A% +Bu+ L[y— C%] (6.10)
x=(A-LC)x +[B L] ] (6.11)
@ B 1 T
G P R B I o
[ﬁ] [0 OILJ "

The equation states that, by designing the observer gains (L = [I3;],]) to make the
new system (A — LC) stable and sufficiently fast, the estimation error is driven to

Il Ty, + Loy, 6.12)
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zero using the estimated speed as a feedback (@w,, = w; — @,,). Sufficiently fast
means that the observer has to be 3-5 times faster than the speed PI controller [20].
L can be designed using the pole placement control approach. The closed-loop
poles are placed at the desired place, and the new characteristic equation is calcu-
lated. By comparing the coefficients of the new and the old characteristic equations,
the gains are found.

In this case, the poles of the new system are placed such as: s; = [—100 — 100;],
and s, = [—100 + 100j]. By doing so, the dampening of the system will be 1/v/2,
which will result in a stable, fast observer response with an acceptable overshoot
[20].

For the given system, the calculated observer gains are the following;:

I; =200

6.13
I, = —292 (6.13)
The block diagram of the state observer is shown in figure
1 i i
Iy > - r , Koo 2 5
8
Wi R 1
+ l1 L J J8 + Bm N
iq
—>Kcor
J

Figure 6.6: Block diagram of the load torque observer.

Where Kr;c and Kcp7 are the constants from torque to current and vice versa. Their
equations can be seen in (6.14), and in (6.15).

1
Krye = 57— (6.14)
%NPPA’”P’”
3
Keor = *Npp)\mpm (615)

2
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The modified block diagram of the system is presented in figure
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Figure 6.7: Block diagram of the system with a load torque observer.

The compensator will be tested and the effectiveness of it will be verified in section

7.5






Chapter 7

Simulation Results

This chapter shows and discusses the simulation results of the modeled estimators
defined in Chapter 5| The base of all simulations and thus experiments is the FOC
scheme introduced in Chapter 3 From a standstill, the motor is commanded to
reach the pre-defined low speed using sensored FOC. Sensorless control is only
turned on after the system stabilized at low speed. This happens at 0.5 secs.

During the tuning of simulation models, only one parameter will be changed at
one step. This allows for a better understanding of the effect of each parameter.
The gains of the FOC PI controllers defined above are held constant unless noted
otherwise. The parameters for those two controllers are shown in table and
they are chosen based on report [16].

Table 7.1: PI parameters used for laboratory work [|16].

System Description Notation | Value

g-axis proportional gain Kp, 3.8
g-axis integral gain Ki, 463

Current loop d-axis proportional gain Kpg 3.8
d-axis integral gain Kiy, 463

Speed loop Speed Proporuon'al gain K;?speed 0.1
Speed integral gain Kispeed 1
Anti-windup gain Kas,pm

The simulation results presented in this chapter include the results of a Closed-loop
flux-linkage observer (CLFO), first-order sliding mode observer (SMO), first-order
sliding mode observer realized in the estimated dg-reference frame (SMOdq) and
a higher-order sliding mode observer (STO). Furthermore, the simulation data was
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processed using statistical methods.

7.1 Introduction of the standardized experiments

It is important to establish a standardized environment for the experiments, both
in simulations and also in the lab. This makes the results easier to interpret and be
compared. The load and speed change profile, which will be used for every test,
except when the change is noted, as shown in figure

Reference speed profile
1400 ; ;

0 1 1 1 1 1 1 1

Time [secs]

12 Reference load torque profile
T T T

Torque [Nm]
T
|

0 | 1 1 | 1 1 |
0 2 4 6 8 10 12 14 16

Time [secs]

Figure 7.1: The standardized measuring profile used for every test

The profiles are symmetric and using them will ensure that every possible oper-
ating condition is tested. Low speed is chosen based on the performance of the
tirst-order SMO [16]. The system using this observer is deemed to have a good
performance at 300rpm, but not below that. Further reducing the speed makes
the system unstable. The slope of the speed change is 2000rpm /sec. The speed is
changed with a ramp instead of a step to better represent a real application. Also,
this makes sure that the test profile is the same for both the simulations and ex-
perimental tests. The change of the load torque is defined to be a step-input from
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ONm to 10Nm. It is also worth noting that the maximum load torque was limited
by the IM found in the standard laboratory setup of the University [16]].

7.2 Evaluation of data

One of the most important parameters is the position error. Originally, the posi-
tion is sawtooth-shaped, but instead of unwrapping the signal, one vector will be
constructed from the measured position, equation (7.1), and one vector from the
estimated position, equation (7.2), at each sampling time. After that, the angle error
will be calculated using the dot product definition, as shown in equation (7.3). As
the last step, the sign will be corrected, based on whether the estimated position
vector is lagging or leading the actual position vector. This is done with equa-
tion (7.5). The sign is positive when vector 7 is lagging i and negative otherwise
[16].

il = [cos(Bgct), sin(Ogct)] (7.1)
T = [cos(0est), sin(Oest)] (7.2)

o (H(L)-9(1) +6(2) - T(2)
Brr = cos™ < (norm(ii) - norm(7)) > (7.3)
CrossP = 9(1) -ii(2) — 9(2) - ii(1) (7.4)
Oerr = Oerr - sign(CrossP) (7.5)

It could also be interesting to analyze the speed or position error using statistical
methods. The MATLAB function ‘mean’ is used to calculate average values. A
simple variation value is calculated as seen in equation (7.6)).

AX — MIN
Var = MAX ~ MIN (7.6)
2
The root mean square error is a well-known formula that can be used to evaluate

the reference speed tracking performance. The equation is shown in (7.7).

RMSE = \/mean(nref — Nypgens )? (7.7)
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For the calculations, not the whole measuring range is considered, but rather it
is calculated for high and low-speed steady states. These sub-ranges are indi-
cated with red boxes on the primary speed graphs. The values will be calculated
for every one of the estimators to help evaluating and to compare their perfor-
mance.
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7.3 First-order SMO, SMOdq, and CLFO simulation results

In this section, the simulation results of the tuned first-order sliding mode observer
in aB-reference frame, first-order sliding mode observer in dg-reference frame, and
closed-loop flux observer are shown and compared.

The parameters of the first-order sliding mode observer in a S-reference frame were
chosen based on the report [16] and the gains were calculated using equation (5.19).
The sigmoid parameter (esp10), was reduced to 10 from 25. This resulted in a de-
creased rotor position error.

The SMOdq uses a constant observer gain and it was chosen based on the maxi-
mum measurable back-EMF voltage. It was observed that the estimated back-EMF
signal contained square-wave components too. The signal was smoothed out by
increasing the sigmoid parameter (€sp1044) from 25 to 200.

The parameters of the CLFO PI controllers were tuned like any other PI controller
parameters. First, the proportional gain was increased until the dynamic response
was satisfactory, this gain corresponds to the high-frequency domain. After this,
the integral gain was increased to achieve the desired overshoot and to remove the
steady-state error. Both a-axis B-axis were handled in the same manner.

A first-order PLL was used for all of the observers. The estimated speed was fur-
ther filtered by a 1st order LPE. All of the filter parameters were kept the same
during the tests.

The above mentioned gains are summarized in table

Table 7.2: Estimator and filter parameters used simulations.

Description Notation | Value
SMO parameters (%am qff—set Kada 100
Sigmoid parameter €SMO 10
Observer gain k 500
SMOdq parameters Sigmoid parameter €SMO 200
CLFO proportional gain | Kpcrro | 15
CLFO parameters CLFO integral gain Kicrro 100
PLL cut-off frequency We,PLL 1570Rad /s
LPF cut-off frequency We,LPE 500Rad /s
Filter parameters PLL order 1
LPF order 1

The simulation results, for these cases, are shown in figure Here, the real and
estimated speeds of the CLFO, SMO, and SMOdq estimators are compared with
the reference. Some parts of figure are magnified. These are indicated with
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red boxes and shown in figure [7.3] and figure It should also be noted that the
magnified parts are all presented using the estimated speed and position of a given
estimator.

CLFO, SMO, SMOdq real and estimated speed graphs
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Figure 7.2: Top graph: measured motor speeds, using different estimators, compared to the reference speed.
Bottom graph: the various estimated speeds compared to the reference speed. The indicated parts of the graphs
are presented in separate figures.

Figure [7.3| presents speed signals of the previously mentioned magnified parts. It
should be noted that all graphs capture a no-load operation condition since that is
the assumed worst-case scenario. From the figure, it can be observed that at high
speeds, all the estimators have a similar performance. This is expected because in
these cases, the magnitude of the back-EMF voltage signals is relatively large. This
makes the estimation process more precise.

At low speeds, the above-mentioned trend continues, but the speed-error is slightly
increased. This is in-line with the expectations because at low speeds the amplitude
of the back-EMF voltages is comparable to the stator voltages. Thus, they cannot
be separated as easily as before, and this results in the estimators to work less
reliable.

CLFO and SMOdq estimated speeds contain high-frequency periodic jumps, while
the SMO estimated speed contains relatively low-frequency, high magnitude oscil-
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lations. The oscillations are the same as it was discussed in section The CLFO,
SMOdgq signals could be further improved by low-pass filtering them, but this is
not true for the SMO signal. However, these oscillations can be neglected since
they have a minor effect on the, in comparison low bandwidth, speed controller.
Furthermore, the filtering was not changed and tuned for one individual observer,
because that would have changed the testing methodology.

It can also be examined that the CLFO has a steady-state error in the examined
time-range. The signal gets close to the reference but the integration action is not
fast enough. On the other hand, SMO and SMOdq do not have steady-state errors.
Further increasing Kicyro to 200 will result in a faster but more oscillatory transient
response.

It can be concluded that, at all speeds, the SMOdq has the best performance since

it stabilizes faster than the CLFO, and does not contain the same oscillations as the
SMO.

CLFO, SMO, SMOdq real and estimated speed magnified graphs
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Figure 7.3: First row: CLFO high speed, and CLFO low speed results. Second row: SMO high speed, and
SMO low speed results. Third row: SMOdq high speed, and SMOdq low speed results.

Next, the transient periods are observed. The magnified graphs of the transient
responses are shown in figure The layout of the figure is the same as before.
The transient response of the speed, when a load torque is added at high speed,
shows that the SMOdq has the lowest speed drop out of the three observers. At low
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speeds, the SMO and SMOdq have a similar amount of speed change, while the
CLFO has the smallest one. However, the CLFO signal has an oscillatory behavior,
while the SMOdq is smooth. Again, it takes the CLFO slightly longer time to
stabilize than either of the other systems.

CLFO, SMO, SMOdq real and magnified transient graphs
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Figure 7.4: First row: CLFO high speed, and CLFO low speed results. Second row: SMO high speed, and
SMO low speed results. Third row: SMOdq high speed, and SMOdq low speed results.

The estimated and measured positions are shown in figure The examined time
range is the same as in figure [7.3| and figure When observing the estimated
position of the three observers at high speed, the SMOdq shows the best perfor-
mance. The estimated position of the SMO is lagging the measured signal, and in
the meantime, the estimated position of the CLFO, and SMOdq is leading the mea-
sured signal. At low speeds, the above-mentioned trend continues and the angle
error is increased. This is in-line with the expectations. The position angle errors
over the same time ranges are shown in figure The figure is discussed in the
paragraph below.

To analyses the difference between the measured and the actual rotor position,
two metrics were calculated: the average angle error, and the variation of them.
This was done as presented in section The results of these calculations are
presented in table [7.3] Figure [7.6] visualizes the data contained in the mentioned
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table. In there, it is observed that at high speeds, all of the observers meet the
requirements discussed in section most importantly to have an error less than

50

At low speeds, the simulations show that the SMOdq is the only observer that
satisfies the previously defined requirements.

CLFO, SMO, SMOdq real and estimated position magnified graphs
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Figure 7.5: First row: CLFO results. High speed on the left side, and low speed on the right side. Second row:
SMO results. High speed on the left side, and low speed on the right side. Third row: SMOdq results. High
speed on the left side, and low speed on the right side.
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CLFO, SMO, and SMOdq position angle error (§,) magnified graphs

asrb

6.8

— I\ Il [——cro]] /N -
g e [ ._\“‘\/\77 T | £-685r 7\ / N 2\ 4
2 o7 1 ﬁ\‘ | V 1/ = / \ / \ \ /
g k H S sok \ / \ \
5 I [l |l 8 ® \ \ \ /
o | ! | Il & / \ \ \ /
e I | | o 6.9 \ / \ / \ /
So1578r | | s |/ \ / \_/ \_/
< | ' < \d ) ]
1579 I I I I I I I I I 705 I I I I I I I I I
25 251 252 253 254 255 256 257 258 259 26 85 852 854 856 858 66 862 864 866 668 87
Time[s] Time[s]
98 . . . . . . , 25
= i f——smo}| o
Sosr || I I |u\p“‘\‘\\“““ I \n 241 |
ke ‘HMH“"M\“HU\l\“‘ H‘\“H\HM‘\M ‘M\HI 5 |
594t | \"“"‘H W“M““““M““ il Nl \\\“” g 29[
5 M‘“‘ R | U 'um ”“I|\\M“ 5,0
wez““m \M‘MH \lmh‘\\‘\‘ll‘ ‘U‘“H ‘\HM“ S22
i m“““‘uw‘“”w L “"w‘““‘m“‘“‘l 2,
<9um"”‘w ‘m‘ “\‘\L,uh\‘\\H\‘\“HI‘MMM“ g21)
88 2
25 251 252 253 254 255 256 257 258 259 26 85
Time[s]
311 . . . 0717
— a P —
=] AT — VARN e N =
gsnsf |/l -1/ 1/ ~/ \ — [ &oms | |
5 [ ! ‘ [ s | \
g aa2f | | | g 0718 | |
[ || | “ [} I I | |
2 f | | 5 | - L~ | - |~
2o Bome—— | e e
v, vV \ \
313 | | | | | | | ! | 0719
25 251 252 253 254 255 256 257 258 259 26 85 852 854 B56 858 66 862 864 6866 6868 87
Timel[s] Time[s]

Figure 7.6: First row: CLFO results. High speed on the left side, and low speed on the right side. Second row:
SMO results. High speed on the left side, and low speed on the right side. Third row: SMOdq results. High
speed on the left side, and low speed on the right side.

Table 7.3: Statistical results of the CLFO, SMO, SMOdq simulations

Estimator/Operating cond. | CLFO SMO SMOdq
Position error, high speed | -1.717°% 0.002° | 2.23°+ 0.19° | -0.72°%£ 0.0°
Position error, low speed -6.867°+ 0.002° | 8.59°+% 0.38° | -2.88°+% 0.010°
Overall speed RMSE 7.914rpm 8.159rpm 7.865rpm

The overall speed tracking performance of the systems are very similar to each
other, yet, it can be concluded, that the SMOdq performs the best in this metric as

well.

7.4 High-order SMO simulation results

In this section, the simulation results of a high-order sliding mode observer, in
this case, a super-twisting observer, are presented and compared with the SMOdq
observer, which was the best-overall observer from section
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As it was discussed in section an STO has two observer parameters. ki cor-
responds to the dynamic response, and k; corresponds to the steady-state perfor-
mance of the system.

Keeping in mind the above mentioned, first, k, was tuned for a given speed (1300
rpm and 300 rpm), next ki was tuned so the system remained stable after applying
the load-torque (10 Nm). It was found that the system is stable at 1300 rpm with
ki = 1.2, and k, = 5000 gain choices. However, the system was unstable for
a wide range of gain combinations at 300 rpm. k; was varied between [0.1, 2],
and ky was varied between [1000, 5000]. The sign function was also changed to a
sigmoid function (see equation (5.20)), but this could not improve the performance
either. Without a stable low-speed operation point, a linear relationship between
the reference speed and the gains could not be constructed. It was concluded that
the observer is not functional at this low speed.

To be able to show the potential of a system including an STO, the minimum
speed of the speed reference, shown in figure was increased to 500 rpm. The
tuning was re-done, and k; = 0.6, and ko = 2500 gain combination yielded a
good performance over the whole new speed range (500 - 1300 rpm). The applied
load-torque remained the same, and the sign function was changed to the sigmoid
function.

The STO parameters used for the simulations and graphs are summarized in table

74

Table 7.4: Second-order sliding mode observer tuned parameters

Description Notation | Value

Chattering term gain | k; 0.6
STO parameters | Integral term gain ko 2500

Sigmoid parameter €STO 100

The simulation results of the STO compared with the SMOdq are shown in figure
The figure is the same as in section [/.3] where the top graph shows the mea-
sured speed and the bottom graph shows the estimated speed. Again, the parts
highlighted with red boxes are shown in detail in the following graphs. From fig-
ure|/.7} it can be observed that the estimators work relatively well over the full-time
range.



74 Chapter 7. Simulation Results

SMOdgq, STO real and estimated speed graphs
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Figure 7.7: Top graph: measured motor speeds, using different estimators, compared to the reference speed.
Bottom graph: the various estimated speeds compared to the reference speed. The indicated parts of the graphs
are presented in separate figures.

Figure [7.8| shows the results of the estimated speed and position at high and low
speeds. When comparing these graphs, it clearly shows that the SMOdq has a sig-
nificantly better performance at both high and low speeds. The STO shows large
chattering which is introduced by the ki term of the observer law. The chatter-
ing could be attenuated by increasing the gain k», but this would also reduce the
already poor dynamic performance of the system.

When the estimated position is observed, the SMOdq shows the same reflection as
the estimated speed. It shows significantly better performance than the STO in both
high and low speeds again. The STO at high speed seems to follow the reference
relatively well but still shows a difference. The performance of the STO at low
speed is not satisfactory. It can be assumed that a relatively large phase-delay is
introduced into the system by the integrator term of the estimator. Also, there is
an estimation error due to the use of the sigmoid function. This was minimized by
tuning the parameter €sro.

At the bottom of figure the rotor position signals are shown. The STO position
signal is leading the reference signal and this phase difference is the largest so far
in this report. This subject is further discussed below.
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It is worth noting, that no well-developed compensation method for the phase-lag
or tuning-method is present in the current literature.

SMOdq, STO real and estimated speed / position magnified graphs
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Figure 7.8: First row: SMOdq high speed, and SMOdq low speed results. Second row: STO high speed, and
STO low speed results. Third row: SMOdq position results. High speed on the left side, and low speed on the
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SMOdgq, and STO position angle error (9,) magnified graphs
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Figure 7.9: First row: SMOdq results. High speed on the left side, and low speed on the right side. Second
row: STO results. High speed on the left side, and low speed on the right side.

Finally, the transient response of the load changes is examined and shown in figure
Again, the same may be concluded, that the transient response of the SMOdq
is better than the one of the STO. At low speed the transient response of the STO
has a lot of oscillations, however, the settling-time is about the same as for the
SMOdq.

The difference between the measured and the actual average angle error variation
was calculated as presented in section The results of these calculations are
shown in table They are also visualized in figure Both system show
oscillatory behavior which can be explained by the fact that the systems are digital,
therefore sliding mode trajectory is never exactly on the sliding surface in state-
space. Table[7.5/shows that the STO could not satisfy the criteria defined in section
L4
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SMOdq, STO real and estimated magnified transient graphs
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Figure 7.10: First row: SMOdq high speed, and SMOdq low speed results. Second row: STO high speed, and

STO low speed results.

Table 7.5: Statistical results of the SMOdq, STO simulations

Estimators/Operating condition | SMOdq STO

Position error, high speed -1.198°% 0.0° -9.332°4 0.719°
Position error, low speed -3.115°£ 0.012° | -10.244°+ 0.984°
Overall speed RMSE 8.278rpm 14.077rpm

The results of the STO simulations showed good potential, but the drawback of
the observer is the increased complexity of the tuning process. On the other hand,
engineers have a higher degree of control over the properties of the observer. The
testing of the STO was continued in the laboratory where the tuning process was
further developed.

As a conclusion, the SMO defined in dg-reference frame shows the best perfor-
mance out of all the developed estimators presented in this report.

7.5 Feed-forward torque compensation simulation results

The feed-forward torque compensation technique, which was introduced in is
be verified using simulations in this section. The chosen system is the SMOdgq,
which was proven to have the best performance out all the candidates in [7.3| and
It will be potentially further improved with the implementation of the com-
pensator.
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The observed operation conditions are the same as it was defined in section 7.1} but
the main parameters are listed here again. Load torque: Ty = 10, speed: 300 rpm

and 1300 rpm. Figure shows the results for 300 rpm, and figure shows the
results for 1200 rpm.

SMOdq transient response comparison, 300 rpm
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Figure 7.11: Upper figure: without compensator. Lower figure: with compensator. T; = 10, and
speed at 300 rpm

It can be observed, that the behavior of the system, including the compensator,
shares similarities to a general first-order linear system. The transient response
was improved and as a trade-off, a small overshoot is now present. Also, the
response is more oscillatory. However, the approximate settling-time was reduced
from 0.5 secs to 0.1 secs. This is a significant improvement.
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SMOdq transient response comparison, 1300 rpm
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Figure 7.12: Upper figure: without compensator. Lower figure: with compensator. T} = 10, and

speed at 1300 rpm






Chapter 8

Experimental Results

The tests were performed in the Drives Control Laboratory of the Energy Technol-
ogy Department at Aalborg University. The used setup was introduced in section
The base of every experiment is the FOC scheme which was introduced in
chapter (3| All of the measurements start from sensorless operation mode. The sys-
tem is in steady-state and the motor speed is defined low speed (300 rpm). During
the system start-up, sensored FOC was used as it was described in chapter |/l The
parameters for the PI controllers are the same as before and are shown in table

71

During the test, only one parameter will be changed at one step. Every change will
be indicated in the text. The same methodology was used as in chapter |7} The used
speed and load-change profile were defined in section The equations used for
data evaluation can be found in

8.1 Test of the inverter voltage error compensation

The inverter voltage error and its effects were discussed in detail in section
In this section, the experimental results, using the compensator and the original
sensorless control systems, are compared.

The VSI has a custom made PCB, this allows the researchers of the University to
change the dead-time between 4 predefined values. In this case, the dead-time was
set to be t4,,0 = 2.5pusecs through all the tests.

First, for comparison purposes, the tests were done without using the inverter
voltage compensation. The baseline for the parameters of the estimator and filters
were chosen as in the report [16]. The parameters were then slightly re-tuned for

81
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the given setup and are presented in table

Chapter 8. Experimental Results

Table 8.1: Estimator and filter parameters used for laboratory work, based on .

Description Notation | Value
Sigmoid parameter | espo 2.5
SMO parameters Gain off-set kaaa 20
PLL cut-off freq. We,PLL 1885Rad /s
Filter parameters LPF cut-off freq We,LPF 200Rad /s
LPF order 2
PLL order 2

The results, for this case, are shown in figure On the graphs, the same oscilla-
tions can be observed as it was discussed in section 5.8

Test using SMO, without the inverter voltage compensation implemented
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condition, steady state speed signals. « and B components of the estimated b-EMF. Position error expressed in
degrees. Right side: same measured variables but using low speed, no-load conditions.
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In the next set of figures, namely on the highlighted transient responses are
shown. It was worth noting that the settling time of the system was faster here
(0.2 secs vs 0.5 secs) compared to the simulations. The speed drop was 7.7% and
33.3% during high and low speed operations, respectively. More importantly, the
system remained stable when it was loaded at low speed.

Test using SMO, without the inverter voltage compensation implemented,
transient responses
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Figure 8.2: Left graph: high speed. Right graph: low speed.

For the next experiment, the method was repeated but with the inverter voltage
compensation included. In the voltage compensation equation (6.3), only ¢4,,s was
chosen to be not 0. This is a reasonable simplification because other parameters
have a lesser impact, and most of them are not known precisely. The parameters
are often not listed in the data-sheet of the manufacturer and are hard to isolate
for accurate measurements. The results are shown in figure
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Test using SMO, with the inverter voltage compensation implemented
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In figure the transient responses are presented of the compensated system.

The inverter voltage error compensation does not effect the transient response in a
significant way.

Test using SMO, with the inverter voltage compensation implemented,
transient responses
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Figure 8.4: Left graph: high speed. Right graph: low speed.
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As it can be observed from the graphs, the waveform of the estimated back-EMF
was improved a lot at the low-speed operation range. The waveform is closer to
pure sinusoidal and the offset of it was greatly removed as well. Due to this, both
the position and the speed signal estimations became more accurate. The average
angle error variation was calculated as presented in section and is summarized

in table

Table 8.2: Statistical results of the voltage error compensation experimental tests

Estimators/Operating condition | SMO without comp. | SMO with comp.
Position error, high speed 2.49 °+ 3.93° 3.29 °+ 3.81°
Position error, low speed 1.16 °£ 11.06° 1.52°£6.79°
Overall speed RMSE 12.39 rpm 12.38 rpm

Starting with the low speed data first, the position error changed from 6., =
1.16° £ 11.06° to 8,y = 1.52° £6.79°. The error offset change from 0 was in the
margin of error but the variation of angle error was reduced. Therefore, it can be
seen, that the performance of the system is enchanted in the low-speed region.

In the high-speed region, the difference in the angle variation is minor and can be
concluded as an error in the measurements. It changed from 6., = 2.49° £ 3.93° to
Oerr = 3.29° £ 3.81°. This is expected due to the fact that the inverter voltage error
does not affect the system as heavily when the commanded voltage is significantly
higher than 0.

The speed RMSE for the total examined range did not change. This is also in line
with the expectations because the compensator should barely affect the tracking
performance.

As a result of the tests shown above, the inverter voltage compensation will be
used for every measurement from now on.

8.2 Robustness tests of the observer

As for any model-based observer, the degree of how susceptible a given system is
to initial parameter uncertainties or changes-over-time is of paramount importance.
To test this, chosen system parameters were changed in a realistic way. The perma-
nent magnet rotor flux-linkage (A;;ym) was reduced by 25%, the stator inductance
(Ls) was reduced by 25%, and the total system resistance (Rs,s) was increased by
50%. This scenario simulates a major temperature increase after running the motor
for a long period of time.

The subject of the tests was the first-order sliding mode observer using voltage
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error compensation. The tests were done using the same method as before.

results are shown in figure
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Robustness test using SMO
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Figure 8.6: Left graph: high speed. Right graph: low speed.

It can be observed that the SMO is robust against system parameter changes. The
performance of the estimator was decreased, but this is normal. This means that
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a motor can be safely operated for prolonged periods of time. Also, spending less
time identifying the parameters might be acceptable, which makes the designing
of the control system more efficient.

Here as well, the transient responses of the system are shown in figure The
results follow a simila trend as it was discusses before.

It is worth noting, that further increasing the parameter error, namely doubling
the system resistance and halving the other parameters made the system unstable.
The exact point of the system becoming unstable was not identified, since it is out
of scope of the project.

8.3 Second-order sliding mode observer results

In this section, the second-order sliding mode observer was implemented, tuned,
and tested on the setup. The voltage error compensation was also included in
the system. The advantages and basics of tuning the observer were discussed in
section 5.6, and in section [7.4

The system was tuned slightly differently than in section [7.4{to further improve the
observer.

The parameters of the STO observer are dependent on the speed because the per-
turbation terms (see equation[5.24) of the motor are dependent on the speed. Thus,
the observer gains were made to be a linear function of the reference speed. It was
assumed that a linear relation between them is the optimal one. This means that in
the coordinate system of Nref and kq or k,, the function is a line. Also, the reference
speed was used because it was assumed that the speed error is relatively small,
and it is a convenient signal to use, due to the fact that it does not contain any
noise.

Keeping in mind the above mentioned, first, in steady-state, k, was tuned for a
given speed, next k; was tuned for a small speed step-change (50-100rpm). It was
observed in the laboratory that, in case the system is able to withstand this speed
step-change, it will withstand the application of the load-torque as well, but not
vice-versa. The tuning was done by changing the slope and offset of the aforemen-
tioned lines.

The steady-state performance was made worse as a trade-off to get a better tran-
sient response. However, the transient response still remained a problematic point.
The equation of the k; gain calculation was augmented with the following term:
K1,error(Mest — 1yef). This is a pragmatic solution (not part of the original stability-
proof) and partially enchanted the poor dynamic performance.
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When relatively good parameters were found, the system was fine-tuned for as
large of a speed range as possible. This required decreasing both of the observer

Chapter 8. Experimental Results

gains, therefore the reduction of the total observer gain.

However, even after a long tuning-process, the system could not be made stable
during the speed-step change. The speed range had to be changed from 300-1300
rpm to 500-1300 rpm, and the applied load-torque had to be decreased to 5Nm
in order to make the system stable in the transients. This is the same change as
the change made during the simulations. The tuning process was deemed to be

problematic and elongated, therefore the tuning was not continued.

The used parameters for the STO are summarized in table

Table 8.3: Second-order sliding mode observer tuned parameters

Description Notation | Value
Slope of kq gain | ki ggin 0.0005
Offset of k1 gain | kq,ffset -0.4
STO parameters | Slope of ky gain | ko ¢gin 15
Offset of ky gain | ko ofrset 0
Error gain of k1 | k1 error 0.002

Using these values the parameters at 500rpm steady-state were the following: k; =

0.006 and k, = 750.

Finally, the results of the STO are compared with the SMO, using the inverter
voltage error compensation, and the sensored system in figure The different

transient responses of the systems are also presented in figure
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Figure 8.7: Top graph, the full timeline showing the speed signals. Left to right, top to bottom: high speed,
no-load condition, steady state speed signals. Low speed, no-load condition, steady state speed signals. High
speed transient response, and low speed transient response. Position error expressed in degrees: left for high
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Figure 8.8: Left graph: high speed. Right graph: low speed.

It is worth noting that the SMO behaved slightly differently than before. This is
due to the modified testing profile and the fact that the filters were tuned for a

lower speed operation condition.

The statistical metrics are calculated for this case and the results are shown in table
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3.4

Table 8.4: Statistical results of the STO experimental tests

Estimators/Operating condition | SMO STO

Position error, high speed 1.78 °£ 3.79° | -38.84 °4 25.72°
Position error, low speed 1.02 °£ 4.93° | -29.67 °+ 81.92 °
Overall speed RMSE 7.3 rpm 16.05 rpm

As expected, from the preliminary tests, the STO performed worse in every metric
compared to the SMO. Also, keep in mind, that the STO is far from reaching the
same low speeds as the SMO.

The conclusion is the same as it was in section The STO has the potential to give
good results but the time investment might be too immense for certain systems. It
might be more efficient to use a first-order sliding mode observer instead, and put
more focus into the filtering structure. It is worth noting that this could widely
change from setup to setup.



Chapter 9

Discussion and Conclusion

In this chapter, the discussion and conclusion of the project are presented. The
decisions made during the design and the implementation process are further an-
alyzed. The possible options will also be listed.

Also, the chapter ends with the final conclusion of the report. The results are
summarized and then compared with the criteria defined in the problem statement
section, section [1.4]

9.1 Discussion

The system was modeled without including noise and disturbances. This was done
to simplify the modeling part of the project and allow more time to be spent on
the estimators. It has to be stated the total system is very complex and modeling
each and every one of the parts, for instance, the VSI, was out of the scope of this
thesis.

The chosen control scheme of the system was FOC because this is the most used
control scheme in the industry and in research papers. Using this ensures wider
viability of the estimators designed in this report. FOC has two control loops, one
for current, and one for speed. In compliance with linear control theory, the outer
loop was chosen to have 10 times smaller bandwidth, than the one of the inner
loop. This choice is also supported by the natural system dynamics because the
mechanical system is always slower than the electrical one. As indicated before,
the design of the controllers is heavily based on [16], this is due to the FOC not
being the main focus of this thesis.

A detailed coupling effect analysis was also done because it is an often overlooked
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topic in research papers. It can be seen from the motor voltage equations that
the system is coupled. The equations can be decoupled by compensating for the
back-EMF term. This term is not known precisely in sensorless control systems,
therefore the compensation cannot be done. It is rather assumed that the current PI
controllers regard this term as a disturbance and are able to successfully reject it.
The coupling effect was analyzed using SVD and it was found that, at the speeds
examined by this thesis, the coupling effect can be safely disregarded.

The CLFO was introduced to have a flux-linkage based estimator as a baseline
of the tests. Due to the closed-loop property of it, it showed good performance in
many research papers. Later on, the first order sliding mode observer was designed
using the sigmoid function. It was proven to need heavy filtering and therefore the
complexity of the system was increased. To tackle this problem, first, a second-
order SMO (namely, an STO) was implemented. With the use of an integral term
in the observer law, it was shown in research papers that the direct output signal
of the observer was improved (e.g. had decreased chattering), and thus, less filter-
ing was needed. Next, a first-order SMO was designed in the dg-reference frame,
because in this reference frame, the signals used for the estimation are DC signals.
Manipulating DC signals introduces less phase-delay in the system than when it
is done with sinusoidal signals. This also results in the need for less filtering than
before.

The observer parameters were calculated based on model parameters, and it is
important to emphasize that these always contain errors due to parameter uncer-
tainties.

It was found in [16], that the system using the first order SMO has oscillations in
the estimated speed and position signals. The problem was revisited, and after
experimental tests and further analysis, it was found that the implementation of
a voltage error compensator would result in a decent improvement. Next, the
compensator was designed based on dead-time, switching on and off time, and
based on the voltage loss on the device. It was determined that the dead-time has
the biggest effect on the calculation. Also, the other parameters are not known
precisely. For these reasons, only the dead-time was used in the final version of the
compensator. However, it was not used in any of the simulations. This is because
the VSI was not modeled in details, therefore the voltage error was not present in
the simulation model.

The simulations showed that the transient response of the systems is rather slow.
The settling time was 0.4 - 0.5 secs, and there was no overshoot present. A need
for a load torque compensator arose. Even with the utilization of a simple feed-
forward load torque compensation, the transient response was significantly im-
proved.
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During all of the simulation and experimental tests, the system was started up
from standstill using regular, sensored FOC. The sensorless mode was turned on
after the system has stabilized. This was done to make the tests more fluent and
also quicker.

In order to design a fully sensorless system, an individual start-up control, such as
I-f or V/f, also has to implemented. An example of this can be found in [16].

The filter parameters were kept the same for all of the estimators. This means
that they were not tuned individually for an estimator. This was done to have
fewer variables between systems. The background of the filters (PLLs, and LPFs)
was already established in [16] and it was not revisited again. No new filter was
introduced in this report.

9.2 Conclusion

This section concludes the project in an organized manner. The objective, or prob-
lem statement, of this thesis, was to develop a sensorless control strategy for a
PMSM motor that would perform better than the first-order sliding mode observer
developed in the report [16].

A dynamic model of the SPMSM was developed to use as a basis for further devel-
opment of estimators, and also for simulations. A state-space model of the SPMSM
was also formulated which was used to further analyze the coupling effect of the
system. Field oriented control was introduced to control the torque and flux in
the motor separately, and effectively. The FOC control scheme met the set design
criteria of overshoot, steady-state error, bandwidth, and stability.

Four sensorless estimators were designed and explained. All estimators were de-
signed to estimate the rotor speed and angle. First, a closed-loop flux observer
was designed. The basis of this estimator is a PI controller. The stability of this
was verified with linear control theory tools. The states are calculated from the
estimated flux-linkage vector.

Next, a first-order sliding mode observer, a second-order sliding mode observer,
and a sliding mode observer in an estimated dg-reference frame were developed. In
this time, the speed and position are calculated from the estimated back-EMF sig-
nals. The stability of the sliding mode observers was proven using the Lyapunov-
theory. These also gave equations for the gain choices. Later, all estimators were
fine-tuned experimentally where an emphasis was put on the low-speed perfor-
mance.

Simulation data of all estimators are presented, and as a conclusion, the sliding
mode observer in the estimated dg-reference frame was proven to have the best
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overall performance. This is true for both at low speed and at high speed. It is
worth mentioning that the SMOdq output signals required less filtering, there for
the order of the PLL and LPF could be reduced to a fist-order one. This was only
shown in simulations.

The lowest achievable speed with a sensorless control system is always of interest.
The lowest speed during all the tests was kept at 300 rpm. It was found the all
observers are stable at this speed, except for the STO, and using this speed is
representative enough of the low-speed performance of the estimators. 300 rpm
is 6.7% of the rated speed. It is also worth noting, that the minimum achievable
speed of the SMO was 75 rpm, 125 rpm for the SMOdq, and 125 rpm for the CLFO.
However, these tests were done in simulation, and the limiting factors are the
noise and disturbances found in the real system. Thus, a major conclusion cannot
be made from this data.

To counter the increased noise in the real system, and to push the speed even lower,
the filter cutoff frequencies have to be reduced. This can be safely done up to 10
times the frequency of the bandwidth of the controller in the given loop. Below this
frequency, the controller performance is reduced. Therefore, an estimator which
requires less filtering is desired. The SMOdq also excels in this regard.

Unfortunately, only the first-order sliding mode observer and the second-order
sliding mode observer were tested in the laboratory due to access restrictions. Out
of those two, the first order sliding mode observer showed to have better perfor-
mance. A better tuning strategy needs to be developed for the second-order sliding
mode observer to have improved performance.

All aspects of this thesis were aimed to make improvements and further develop
the previously mentioned system. The SMO strategy is robust against parameter
uncertainties and noise, and in the estimated dg-reference frame the signals em-
ulate a DC signal which is easier to follow and phase-lag is no longer an issue.
This sensorless control is able to work well down to 300 rpm while maintaining
a sub 5°rotor position angle error (9,). Namely, the angle estimation error was
0.72° 4 0.0° at high speed, and 2.88° £ 0.01° at low speed, which is well under the
set performance criteria. The SMOdq provided a steady-state speed error of less
than 1 rpm at both high and low speed.

By implementing the feed-forward torque compensation, the settling time after a
torque change was reduced by 0.4 secs. This is a significant improvement.

In the laboratory, the effectiveness of the voltage error compensation was shown.
The system proved to be robust against parameter changes up to 25% of their
base value. The disturbance and noise rejection of the system was also satisfac-
tory.

The final conclusion is made by only relying on simulation results. It can, therefore,
be concluded that the SMOdq is able to fulfill all of the performance criteria set for
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this thesis in section A continuation of this project would be to implement the
SMOdgq in the drive-lab and see if those results hold up there as well.






Chapter 10

Future Work

In this chapter, the possible future work that could be done for this project is pre-
sented. Further improvements of the system could yield lower minimum operation
speed, smaller rotor position angle error, and better transient response

10.1 Re-tuning of the STO

It has to be noted, that the tuning of the STO was not a hundred percent success-
ful. An efficient re-tuning method of the Super Twisting observer could improve
the already established results. If an algorithm was found that could adequately
tune the system based on the reference speed or the speed error, the STO has the
potential of having the best performance of all the other estimators. However, the
known tuning methods were already revised in this report, thus a new way has to
be developed or a new research paper has to be published before continuing with
this problem.

10.2 Sliding mode load-torque observer

Furthermore, a sliding mode load-torque observer could be developed to improve
the transient response of the system even more. A sliding mode load-torque ob-
server is thought to have better performance than the compensation explained in
section due to the advantages that a sliding mode observer has, such as the
disturbance and noise rejection. It also has low parameter sensitivity and is fairly
easy to implement [38]].
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The mathematical model of load torque identification algorithm sliding mode ob-
server (LTID-SMO) is derived from the mechanical equations of the system. These

are repeated in equations (10.1) and (10.2).

dw 1
Ttm = T(Te — Tist — Bnwm) (10.1)
3 .
T = 5Npp (Ampmiq) (10.2)

The mathematical model of load torque identification algorithm sliding mode ob-
server (LTID-SMO) is acquired by substituting (10.1)) into equation (10.2).

dw, 1,3

7ﬂfzfﬂ§A&AAmm%)—Bmwm—ll) (10.3)

Where | is the total inertia of the system and T; is the load torque.

Then, the estimated equation of the LTID-SMO can be expressed such as [38]:

dw 1,3 . . : N
Ttm — 7(ENW,(/\mpmzq) — By — ksign(&m — wn)) (10.4)

Where @, is the estimated speed, and k is the observer gain.
The system defined in equation (10.3) is first order, therefore the sliding variable
directly gives the speed estimation error, as seen in equation (10.5).

S = @m = Om — W (10.5)

According to the stability theory of a conventional SMO, as explained many times
in this thesis, when the sliding variable reaches the sliding surface, the system
reaches steady-state and the following is satisfied:

S=$=0 (10.6)

Furthermore, the estimated load torque can be defined such as:
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Tr = J - k-sign(@om) (10.7)

By using the sign function, system chattering is introduced, and to achieve a
smoother signal a low pass filter is implemented to filter out the high-frequency
chattering of the signal [38].

LPF — —ULPF (10.8)
S + WLpF

Where wy pr is the cut-off frequency of the LPE. A block diagram of the LTID-SMO
is shown in figure [10.1}

. Wm
td
Speed Om z TL;
iq Observer > LPF > J
—>

Figure 10.1: Block diagram of the conventional LTID-SMO

The stability analysis of this SMO is not considered here but can be found in [38].
The sign function could be replaced, in order to reduce chattering and to get a
smoother signal, like it was explained in [38]. This observer could be used in
place of the feed-forward torque observer to improve the torque control of the
system.

10.3 Second order sliding mode observer in dg-reference
frame

Finally, it would be interesting to see if a sliding mode observer in the dg-reference
frame could be designed since that observer showed the most promising perfor-
mance during the project.

The previous version of the observer law would be extended. The general, simpli-
fied form of a Super twisting observer is repeated in equation (10.9).
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% = —ky Msign(fl) + X2 (10.9)

Xy = —szl'ng(fl)

Where the notation is the usual one.

Dividing the sliding mode part of the observer law into two parts has several
advantages. First of all, the chattering of the observer output now can be controlled
by the second, integrator term. This could potentially mean a better output signal
which requires less filtering before feedback. Secondly, with the usage of the first
term, the dynamic performance of the system could be enhanced.
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Appendix A

Reference Frame Transformation

A reference frame transformation is done by using vector projection. Vector projec-
tion is a powerful tool that consists of two parts. To aid the explanation, arbitrarily
chosen vectors are presented in figure First, the given f vector is rotated by
the angle a. Now, vector v is aligned with the x-axis and f vector is placed v — «
degrees from the axis. As the last step, by taking the real part of the vector, the
projected vector is acquired.

>» X

Figure A.1: Vector projection using arbitrary vectors

The vector projection is summarized in the equation (A.1) below.
' Re(L
fr=Re(3) (A.1)

Where taking the real part of the expressions is done by forming the complex
conjugate of the given f vector, denoted as f, and using it in equation (A2).
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Re(f) = ;f (A.2)
The reason for this transformation is mainly to reduce complexity when working
with differential equations and to eliminate time-varying components. The follow-
ing method is applied when deriving the voltage equation from stationary abc to
rotating dgO-reference frame transformation. The rotating dgO-reference frame is
chosen to describe the differential equations of the motor because it allows for the
motor variables to be seen as constant values [39].

A general vector in the abc reference frame is given by equation

_ 2 e P
Fave = 5t + oo + foe 1) (A3)

A general vector in the dg0-reference fram is given by equation
fag = (fa— fo)e’ (A4)

where 6 is the angle between the two reference frames as shown in figure [A.2
Since the system a,b,c variables are balanced or symmetrical, the zero component
fo = 0 or as illustrated in equation

fo= U+ fo+f) =0 (A5

In figure the two reference frames are illustrated where f is an arbitrary vector
seen in both abc and dq0 frames.

b

Im

C

Figure A.2: dq reference frame in the abc reference frame illustration.
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From the figure, it can be seen that the g-axis is leading the d-axis by 90" and
shifted from the a-axis by angle 0. If the a-axis is used as a reference axis the 4 and
g components become the following.

e\ o (2 £+ [ fre 120
fd—R3<€]-6 —Re g e].e

= %(facos(e) + fycos(6 — 1200) + fecos(0 + 1200)) (A.6)
fa . 2 faejo" + f 6,]‘120" + fce—j120°
fo=Re (ej9f90°> = Re (3 < bej9+90° ))
= %(— fasin(8) — fysin(0 —120°) — fesin(6 +1207)) (A7)

Therefore, the transformation matrix for the abc to dq0 transformation becomes
equation (A.8)

¥ o [ cos(®)  cos(6— 120")  cos(6 +120°) .
fi| = Kaveoag = 3 —sin(0) —sin(0 —120") —sin(0+120")| |fp
1

fO z fc

2 2 2

(A.8)

Substituting this to the motor voltage differential equation (A.9), results in the

following calculations.
ia Rs 0 0 ia d
ib - 0 RS 0 ib + E
ic 0 0 Rg [i

I
Multiplying equation (A.8) with equation gives the voltage equation in the
dq0-reference frame, (A.10) [39].

Aa
/\b] (A.9)
Ac

ig Rs 0 01 [ia i Aa
|:lq] :KabCqu 0 R O ip +Kuhc2dqa |:/\b]
ig 0 0 R Lic Ac
s 0 0[], [ 0 1 0] [Ay
= {o R, 0] ig| + 3 /\q] —w, {1 0 o] |:/\q] (A.10)
0 0 Rs] Lio Ao 0 0 0] [Ao

The reference frame transformation from dg to af is achieved with the same pro-
cedure as above. The af reference frame is aligned with the phase a-axis and the
B-axis is 90" away from the a-axis.
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Im
b A
A ﬁ f
Re
————————>—3>—> g

C

Figure A.3: af3 reference frame in the abc reference frame illustration.

With vector projection the same calculations as illustrated above are done which
yields the following transformations matrix, equation (A.11)

fa » [1 cos(120°) cos(—120")] [fq

fo| = Kagoup = 310 sin(1207) sin(—120") | | fy (A.11)
0 3 3 3 fo

The transformation matrix is then multiplied with equation (A.10) resulting in a

voltage equation in the a8 reference frame [39].



Appendix B

Voltage Source Inverter

A voltage source inverter (VSI) is a power converter that produces an AC output
waveform from a DC voltage source input. The VSI has the capability of controlling
the AC output voltage. The inverter controls the magnitude and the frequency of
the output with a chosen modulation technique, for instance with Space vector
modulation, to emulate a three-phase sinusoidal waveform. This is explained in
more detail below. A simplified structure of a two-level voltage source inverter
with a DC link is shown in figure where the DC-link is assumed to be constant,
and the rectifier side is omitted for simplicity [15].

Voltage Source Inverter Three-phase motor
; LegW LegV LegU !
Y s3 S5 :

EEAE

Figure B.1: A simplified schematic of a VSI where the DC-link is assumed constant and the rectifier omitted.
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B.1 Modulation Technique

Space vector modulation is a modulation technique where the objective is to gen-
erate a three-phase sinusoidal waveform where frequency and amplitude can be
controlled. Modulation is achieved by properly selecting a switching state of the
inverter for each sampling period and then, calculating the appropriate time for
each state. From the simplified schematic of the VSI above, figure it is shown
that there are six switches that can either be on or off. However, the switches are
in pairs, where S1 and S2 are considered to form one leg, thus the total number of
switching states is 23 = 8 [15].

Out of these eight vector configurations, six correspond to different voltages ap-
plied. The other two are the so-called zero vectors or when there is zero voltage on
the terminals. These vector can be seen in figure

v v
o Sector 2 3

011

Sector 3 Sector 1

U7 0p
111 000

Sector 6
Sector 4

Sector 5

Figure B.2: Vectors and zero vectors shown in correspondence with their physical location inside the stator.

These vectors are divided into six sectors where each sector represents a different
pair of switches. If each leg of the inverter is represented with 1 for on state (top
switch closed and bottom switch open) and 0 for off-state (top switch open and
bottom switch closed) a binary number can be formed for each vector as seen in

figure
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The reference is a space vector. This vector is acquired by adding the balanced abc
voltage vectors together. This means, that the space vector is in the af-reference
frame. The amplitude and angle of the space vector are calculated with the equa-
tions below.

Vier = /02 + 0/25 (B.1)
(%

0 = tan~'(-£) (B.2)
Uy

The sector in which the reference voltage vector is located is identified, equation
and determines the vector which will be used to incorporate the reference
[15].

@ze—w—ng for 0< 6 <

W[

(B.3)

Where k represents the sector number. Then, the desired reference voltage is trans-
formed to on/off binary signals for each leg of the inverter called duty cycles. The
duty cycles dy, d, represent the active vectors, and d, represents the zero vectors.
In space vector modulation, the zero vectors are made to be equal. This makes
the modulated sinusoidal wave different than the ideal one, by distorting the wave
around the peak values. This is shown in figure the amplitude is normal-
ized.

1 T
osl / N/ SN N\ NS i
( Y Y Y ( Y
ol | A \ s A \ s '
04r/ [ | [ | [
o2 a S F . F
0 ‘* | | —
02} | \ b / \ b | J
04| ]
06| ]
A\ ) 3 A\ A Phase a
081 NN\ N\ Phase b
Phase ¢
1 | | | | | | | | |
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
Time [secs]

Figure B.3: SVM waveforms
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The duty cycles are calculated using the following equations where sector 1 from
figure B.4]is taken as an example.

U3
011
Uref
0 dyU3
EE— )
d,v; 001

Figure B.4: Sector 1 with reference vector.

5ref =d,01 + dy173 (B.4)

By changing the subscripts, the equations for the other sectors can be acquired as
well. This equation can be rewritten such as:

\@Urefz . T
= §Sm<§ —0) (B.5)
\/gvrefz .
dy = Tgsm(Q) (B.6)

Where v,,r and 6 are known, t is sampling period [40]. The same procedure can be
used for sectors 2 to 6 if ) for the kth sector is used instead of 6.

Finally, the space vector sequence is made to make the appropriate gate signals. To
reduce the switching frequency, it is necessary to arrange the switching sequence
so that the transition from one section to the next section is done by switching only
one leg at a time. The zero vectors are the same, thus, the time interval d; is split
and distributed equally at the beginning and the end of the sampling period t. The
duty cycle of each period adds up to the sampling period t.
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For example, for sector 1, the switching sequence for the reference vector is V, V3, V3,
V7, V3, Vi, Vo. Each of the switches in the inverter only turns on and off once per
sampling period. Therefore, the sampling frequency is equal to fs = 1 . In a
practical application, the duty cycles are calculated by comparing a reference sig-
nal with a high-frequency triangular carrier wave. This is visualized in figure |B.5

taking sector 1 as an example again.

Sector 1

%

Vi

v

v

{a,/2

(d2/2)

Figure B.5: A visual representation of duty cycle is calculation in sector 1 for an arbitrary vector.

For each sector, the gate signals and their sequence is generated as discussed in

[40].







Appendix C

Stability of the Super Twisting Ob-
server

The proof of the stability of the equilibrium point (x = 0) starts with the introduc-
tion of the Super Twisting Algorithm, as it was originally proposed in [31].

5(1 = _kl\/‘ 321 ‘Sllgn(fl)‘f‘XZ +p1(X1,t) (C 1)
X = —kosign(%1) + p2(x2, t)

At first, it is assumed that perturbation terms are zero (p1, 02 = 0), later on, the
proof of the stability will be extended when these terms are not zero. To prove the
stability of the equilibrium point and to adequately choose the observer gains, k;
and kp, the Lyapunov theory is utilized.

A strong Lyapunov candidate function is chosen as seen in equation (C.2). This was
first proposed in [41]. The strong adjective here means that the candidate function
V(x) is Positive definite (P.D) and V (x) is Negative definite (N.D). If the candidate
function is proven to have the above mentioned properties, that will drive the error
to zero in finite time, ¢ = 0 = 0 for t — tyegcning < 00

1 1 .
V(x) =2k | x1 | —l—ix% + E(k”” Xy |sign(x; — x2)? (C2)

This function is continuous everywhere, but not continuously differentiable, be-
cause of the point x; = 0. It was shown in [41], that the Lyapunov theorem can
be applied in such cases like this, by considering only the differentiable points of
V(x).
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It can be seen that if k, > 0, then V(x) a positive definite function. Furthermore,
V(x) is globally radially unbounded.

The candidate function may be represented in a quadratic form.

V(x)={TPg (C3)

Where the P matrix is shown in equation (C.4), and ¢ vector is shown in equation

(C.5).

1 [4ko + k3 —k
P:z[ Z—kll 21] (C.4)

T = [\/\ x1 |sign(xq) ,xz} (C.5)

Differentiation of the candidate function V(x) yields the next expression:

. 1
V=— T C.6
WC Q¢ (C.6)

Where Q is defined in equation (C.7).

Q (C.7)

K 2k + k2 —k
2 —kq 1

Therefore, V(x) is negative definite (N.D.) when Q matrix is positive definite. To
check whether the Q matrix is positive definite or not, the eigenvalues of the matrix
have to be calculated.

The definition for the eigenvalue calculation is presented in equation (C.8).

det(AI— Q) =0 (C.8)

Substituting Q matrix into equation (C.8) yields:

A= -804+ Kk

det( k A1

) =0 (C.9)

(A=) -1 K =0 (C.10)
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Using the quadratic formula to solve the problem, equation (C.11)) is acquired.

k6
(4 +K3) + kiky + Zl + 2kiky —3k3 > —1 (C.11)

The relation in equation (C.11)) is always true when the gains are positive, ki, ko >
0. This can be shown be considering 4 cases based on whether k; > 1, k, > 1,
1>k >0o0r1 >k, > 0. Therefore, the matrix in question becomes a positive
definite matrix, which ensures that V is negative definite for all cases.

It was also shown in [41], but will not be explained in details here, that the reaching

time of the sliding mode of observer can be calculated such as: tcping = @,
where v = Y—— = MI]]C]/I%(%I)N(Q).

In conclusion, it is proven that by choosing the observer gains k1, k, > 0, the origin
x = 0 is an equilibrium point that is strongly globally asymptotically stable. This
is true under the condition that the perturbation terms are zero.

The proof of the stability can be extended when the perturbation terms are not
zero, but bounded such as shown in equation (C.12), where 61,5, > 0 [41].

< 614/
| p1 |< 014/ 1 | (C.12)

| p2 |< 02

In this case, the derivative of the candidate function becomes:

1

Vx|

Where g; is defined in equation (C.14).

{TQC+ —P gl + 02g3C (C.13)

Vx|

V=

7=+ -4

(C.14)
9 = [~ki 2]

Using the upper boundaries for the perturbation terms defined in equation (C.12),

it can be seen that by omitting the last two terms and introducing the Q matrix, as

seen in equation (C.16), the left side of equation (C.15) will be less than or equal to

the right side [41].

V< — !

< mCTQC (C.15)
1
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ki |2ko+ K — (% +k1)dy — 20, —(kq 426, + 2k—‘512)

) = C.16
Q=3 — (k1 426 + 32) 1 (€16
In this case, V(x) is negative definite, when Q matrix is positive definite. This
can be assured by choosing the gains as presented in equation (C.17) [41]. This

equation is acquired by using the eigenvalue formula again.

k1 > 26

561ky + 662 +4(61 + 62/k1)? (C17)

k2> 2(ky — 261)

For certain applications, it might be true that p, = 0. The equation for the gains
can be simplified, by setting &, to be zero, as seen in equation (C.18).

k1 > 261
581ky + 462 (C.18)

ky > le—'—l

2(ky — 267)
The reaching time can be calculated again using the matrix Q, Ereaching = 2\/2(}(0),
where ¥ = —W. The proof for this can be seen in [41], but it is not

shown in this report.
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