
Robust Control of Transport
Refrigeration System

P10 Project - Ajdin Kovačević

Control and Automation

Aalborg University

January 8, 2020





10. Semester - Control and Automation
Fredrik Bajers Vej 7
9220 Aalborg

Title:

Robust Control of Transport Refrigeration
System

Project:

10. Semester project

Project period:

1. February 2019 - 8. January 2020

Participant:

Ajdin Kovačević

AAU Supervisors:
Kirsten Mølgaard Nielsen
Tom Søndergaard Pedersen

Company Supervisor:
Kresten Kjær Sørensen

Number of pages: 63
Pages in appendix: 21
Date of hand in: January 8, 2020

Synopsis:

The purpose of this project is to design
a robust controller that can handle the
dynamic changes in which appears when
ice builds up on the evaporator coil. To be
able to design such a controller, a model
from the company is used. The model
is initially a MIMO model of 14 states,
4 inputs and 2 outputs. But to make
the controller design simple, it is decided
to decouple the MIMO into two SISO
systems.
The chosen robust controller is a H∞
controller and the main goal is to have a
stable superheat while ice builds up on the
evaporator coil. To design a H∞ controller
some requirements needs to be achieved.
These requirements are made for the
nominal stability, nominal performance,
robust stability and robust performance,
which can be achieved by designing weight
functions that fits with the conditions.
The H∞ controller is designed as a PID
controller and through simulations it is
proven to be functional. While it might
be functional theoretically. When it is
implemented on the real system, it has
proven to be difficult to be nominal stable.
All in all this project has proven that
the solution, to the ice appearance on
the evaporator coil issue, might not be
a robust control, which therefore gives
opportunity to investigate other solutions
to this problem.
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Nomenclature

Units used in section 2.2:
COPCooling is the coefficient of performance for cooling [·]
TCold is the temperature just before the evaporator [K]

THot is the temperature just after the second stage of the
compressor

[K]

Units used in section 2.3:
QAir is the heat energy supplied to the pipe from the

ambient air
[J]

ṁin is the mass-flow of refrigerant at the inlet of the
evaporator

[
Kg
s

]
ṁlm is the mass-flow of refrigerant at the saturated liquid

curve

[
Kg
s

]
ṁmg is the mass-flow of the refrigerant at the saturated

vapor curve

[
Kg
s

]
ṁout is the mass-flow of refrigerant at the outlet of the

evaporator

[
Kg
s

]
Tin is the temperature of the refrigerant at the inlet of the

evaporator
[K]

Tlm is the temperature of the refrigerant at saturated
liquid curve

[K]

Tlm is the temperature of the refrigerant at saturated vapor
curve

[K]

Tout is the temperature of the refrigerant at the outlet of
the evaporator

[K]

Units used in section 5.1:
Lev,1 is the length of the mixed zone of the evaporator [m]

Pev is the pressure of the refrigerant in the evaporator [bar]

hev,out is the enthalpy of the refrigerant at the outlet of the
evaporator

[
J
kg

]
hev,in is the enthalpy of the refrigerant at the inlet of the

evaporator

[
J
kg

]
Tev,w,m is the temperature of pipe-wall at the mixed zone [K]

Tev,w,sh is the temperature of the pipe-wall at the superheated
zone

[K]

Tev,amb is the ambient temperature at the evaporator [K]
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ṁev,in is the mass flow of the refrigerant at the inlet of the
evaporator

[
kg
s

]
ṁev,out is the mass flow of the refrigerant at the outlet of the

evaporator

[
kg
s

]
ṁin is the mass flow at the inlet of the GMB model

[
kg
s

]
hin is the enthalpy at the inlet of the GMB model

[
J
kg

]
ṁout is the mass flow at the outlet of the GMB model

[
kg
s

]
Tamb is the ambient temperature at the GMB model [K]

L1, L2 are the length of the different zones in the GMB model [m]

P is the pressure of the GMB model [bar]

Tw,m, Tw,share the pipe-wall temperature at different zones of the
GMB model

[K]

hout is the enthalpy at the outlet of the GMB model
[

J
kg

]
ṁmg is the mass flow in between the zones of the GMB

model

[
kg
s

]

Units used in section 5.3:
ρev,mg is the density of the refrigerant at the saturated curve

[
kg
m3

]
ρev,l is the density of the refrigerant at the sub cooled

saturation curve

[
kg
m3

]
ρev,sh is the mean density of the refrigerant at the superheat

zone

[
kg
m3

]
Pev is the pressure of the refrigerant [bar]

t is the time [s]

ṁev,in is the mass flow of the refrigerant at the inlet of the
evaporator

[
kg
s

]
ṁev,mg is the mass flow of the refrigerant at the saturated

curve

[
kg
s

]
ṁev,out is the mass flow at the outlet of the evaporator

[
kg
s

]
T̄ev,m is the temperature of the refrigerant in the mixed zone [K]

T̄w,ev,m is the temperature of the metal pipe [K]

T̄ev,sh is the temperature of the refrigerant at the superheat
zone

[K]

Tw,ev,sh is the temperature of the metal pipe at the superheat
zone

[K]

Tev,a is the ambient temperature at the evaporator [K]

hev,mg is the enthalpy at the saturation curve
[

J
kg

]
hev,l is the enthalpy at the sub cooled saturation curve

[
J
kg

]
hev,sh is the mean enthalpy at the superheat zone

[
J
kg

]
hev,out is the enthalpy of the refrigerant at the outlet of the

evaporator

[
J
kg

]

6



Table of content Aalborg University

αi,ev,m is the transfer heat coefficient from pipe to refrigerant
at the mixed zone

[
W

m2K

]
αi,ev,sh is the transfer heat coefficient from pipe to refrigerant

at the superheat zone

[
W

m2K

]
αo,ev,m is the transfer heat coefficient from ambient air to

refrigerant at mixed zone

[
W

m2K

]
αo,ev,sh is the transfer heat coefficient from ambient air to

refrigerant at superheated zone

[
W

m2K

]
Pc is the condenser pressure [bar]

ρc,sh is the mean density at the superheated zone
[

kg
m3

]
ρc,mg is the density at the superheated saturation curve

[
kg
m3

]
ρc,m is the mean density of the refrigerant at the mixed

zone

[
kg
m3

]
ρc,ml is the density of the refrigerant at the sub-cooled

saturation curve

[
kg
m3

]
hc,sh is the mean enthalpy at the superheated zone

[
J
kg

]
hc,mg is the enthalpy at the superheated saturation curve

[
J
kg

]
hc,ml is the enthalpy of the refrigerant at the sub-cooled

saturation curve

[
J
kg

]
hc,out is the enthalpy of the refrigerant at the outlet of the

condenser

[
J
kg

]
ṁc,in is the mass flow going into the condenser

[
kg
s

]
ṁc,mg is the mass flow at the superheated saturation curve

[
kg
s

]
ṁc,ml is the mass flow of the refrigerant at the sub-cooled

saturation curve

[
kg
s

]
Tw,c,sh is the temperature of the metal pipe [K]

Tc,sh is the temperature of the refrigerant in the superheat
zone

[K]

Tw,c,m is the temperature of the pipe at the mixed zone [K]

Tc,m is the mean temperature of the refrigerant at the
mixed zone

[K]

Tw,c,l is the temperature of the wall at the sub-cooled zone [K]

Tc,l is the mean temperature of the refrigerant at the sub-
cooled zone

[K]

Tc,a is the ambient temperature at the condenser [K]

αi,c,sh is the heat transfer coefficient from refrigerant to pipe
at the superheated zone

[
W

m2K

]
αi,c,m is the transfer heat coefficient from refrigerant to pipe

at the mixed zone

[
W

m2K

]
αi,c,l is the transfer heat coefficient from refrigerant to pipe

at the sub-cooled zone

[
W

m2K

]
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αo,c,sh is the transfer heat coefficient from pipe to ambient
air at the superheated zone

[
W

m2K

]
αo,c,m is the transfer heat coefficient from pipe to ambient

air at the mixed zone

[
W

m2K

]
αo,c,l is the transfer heat coefficient from pipe to ambient

air at the sub-cooled zone

[
W

m2K

]
ṁv is the mass flow rate of the refrigerant through the

valve

[
kg
s

]
Cv is the discharge coefficient [·]
AV is the opening area

[
m2
]

ρv is the density of the refrigerant at the inlet of the valve
[

kg
m3

]
∆P is the pressure drop across the valve [bar]

hexp,in are the enthalpy before the expansion valve
[

J
kg

]
hexp,out are the enthalpy after the expansion valve

[
J
kg

]
ṁcpr is the mass flow of the refrigerant at the compressor

[
kg
s

]
ω is the compressor speed [Hz]

Vcpr is the volume of the compressor
[
m3
]

ρcpr is the density of the refrigerant at the compressor
[

kg
m3

]
Ccpr s the constant followed by the ideal gas law [·]
Pc is the pressure at the condenser [bar]

n is the polytropic coefficient [·]
hcpr,out is the enthalpy of the refrigerant at the outlet of the

compressor

[
J
kg

]
hcpr,out,ist is the enthalpy of the refrigerant at the outlet of the

compressor during isentropic process

[
J
kg

]
hcpr,in is the enthalpy of the refrigerant the inlet of the

compressor

[
J
kg

]
ηcpr is the efficiency coefficient of the compressor [·]

Units used in section 6.4:
cpr.mdot is the massflow at the compressor

[
kg
s

]
evap.pout is the pressure at the outlet of the evaporator [bar]

evap.hout is the enthalpy at the outlet of the evaporator
[

J
kg

]
evap.mdotin is the mass flow at the inlet of the evaporator

[
kg
s

]
evap.sigma is the boundary between liquid/gas mix and super-

heated gas region
[·]

evap.m1 is the mass of liquid/gas mix in the mixed zone of the
evaporator

[kg]

evap.m2 is the mass of superheated gas in the superheated zone
of the evaporator

[kg]
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evap.Tm1 is the temperature of the metal at the mixed zone of
the evaporator

[◦C]

evap.Tm2 is the temperature of the metal at the superheated
zone of the evaporator

[◦C]

evap.Tsup is the temperature of the supplied air to the evaporator [◦C]

evap.Tsuc is the temperature at the inlet of the compressor [◦C]

evap.Tsupm1is the temperature of the supplied air from the first
fan blowing the air

[◦C]

evap.Tsupm2is the temperature of the supplied air from the second
fan blowing the air

[◦C]

evap.mdotairis the mass flow of the air blown to the evaporator
[

kg
s

]
ctrl.cpr.spe is the compressor frequency [Hz]

ctrl.evap.ve is the expansion valve opening degree value [%]

ctrl.vfan.ev is the fans speed [·]
ctrl.T ret is the temperature insider of the container [◦C]
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Preface 1
The project and report is conducted by Ajdin Kovacevic, attending master project of
Control and Automation at Lodam electronics in the Spring semester of 2019. The report
consists of nine chapters and [n] appendices.

Some requisites are required in order to fully understand the report: The essentials of
robust control theory and thermodynamic modelling.

Harward method is used for referencing in the report. The reference pages can be found
in the list of reference, and will referred to with citations written as [index number].

The matlab code used in the project specifically for the modelling and robust control part
can be found in the submitted attached file. It will be in the folder named: "Matlab". To
run the scripts it is necessary to install LET-Toolbox and xSteam-toolbox.

Continuation of last semester project

The report [1] will be referenced throughout the modelling section of this project, since
that report is also conducted by Ajdin Kovacevic, and it is about the modelling of the
same system.

This thesis project is a continuation from previous semester work [1]. Since the previous
work was focused on making the state space moving boundary model for the system, the
control system will be focused in this thesis project. Throughout this project some of the
previous work will be cited as [1] and some of the stuff will be copied to the appendix as
it will help the reader to understand some parts of the project.
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Introduction



Introduction To The
Project 2

2.1 The Transport-Refrigeration System

Refrigeration systems is widely used in many different ways. There are refrigeration
systems in stores, at homes and also in transportation of food. The transport-refrigeration
system, such as reefer containers, are operating under different condition which can be
complicated to control with classical methods without worsening the performance. The
main issue that can appear in such system is that ice builds up on the evaporator coil and
will block the cooling effect which the evaporator has.

One of the worst cargo to transport is garlic, since it has difficult requirements to keep
it cooled. After the garlic is stored at near 0 °C, it produces a lot of water moisture and
heat to the air. This is the reason for ice building up on the evaporator coil as the amount
of water moisture allowed in the low air temperature is lowered. This will be explained
through some Hx-diagrams later in this Part of the report.

It will therefore be focused to buildup a robust control system to this refrigeration system
that might potentially improve the system.

The Transport-Refrigeration system that is used in this project will be the reefer container
available at Lodam Electronics A/S, which looks like as seen in Figure 2.1[2].

Figure 2.1: A figure showing the reefer container and the arbitrary airflow inside of the
container

The transport-refrigeration system can be seen as a block diagram in Figure 2.2. This
figure is easier to interpret, what components are used in the system and how each are
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connected to each other[2].

Figure 2.2: This figure shows a block diagram of the refrigeration system setup used in
this project.

This system can be comparable to a general vapor compression system. In this case the
only difference is that there is a dual compressor system and an extra expansion valve
that is used to control the economizer. The added receiver works as a buffer which is
only used if suddenly more cooling capacity is needed. The economizer also helps to deal
with the same problem by cooling the refrigerant more before it enters the evaporator
expansions valve, but also has the feature to cool some of the refrigerant after the first
stage compressor (compressor 1, in Figure 2.2).

2.2 PH-Diagram For The Refrigeration System

Since there are some added changes in the refrigeration system compared to a general
vapor compression system, the Pressure-Enthalpy diagram for this will also be changed.
As seen in Figure 2.3, the added component to the system as the dual compressor and
the economizer, makes the system more efficient in cooling. This can be interpreted by
looking at point (b) in Figure 2.3. If only one compressor is used, the refrigerant at point
(b) will be more to the right, which means that the temperature of the refrigerant at this
point would be more hot compared to if a dual compressor system is used. The pros of
this kind of system is that the coefficient of performance, COP, for cooling will be ensured,
so that it will not get a worse COP when more cooling capacity is needed. This in fact
can increase the COP in these cases because of the temperature difference decrease. To
be more precise the COP for cooling can be calculated as seen in Equation 2.1. And the
only con for the added component are the expenses.

4
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Figure 2.3: This figure shows the PH diagram for the refrigeration system used in this
project

COPCooling =
TCold

THot − TCold
(2.1)

Where:
COPCooling is the coefficient of performance for cooling [·]
TCold is the temperature just before the evaporator [K]

THot is the temperature just after the second stage of the
compressor

[K]

2.3 Evaporator, Superheat

In this section an important variable will be explained which is the superheat, TSH
for short. An evaporator has three phases, the subcooled zone (liqiud), mixed zone
(liqiud+gas) and superheated zone(gas). The superheat is determined by the temperature
difference between the outlet temperature of the evaporator and the boiling point at a
specific pressure of the refrigerant, which is the point (c) in Figure 2.3. This temperature
difference, TSH, is not allowed to reach 0 ℃. If it happens then some liquid might enter the
compressor and destroy it. To prevent this from happening, a control system is necessary.
To give an easier interpretation of the three phases of an evaporator see Figure 2.4 and to
see how superheat is calculated see Equation 2.2.

5
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Figure 2.4: This figure shows the flow of an evaporator.

Where:
QAir is the heat energy supplied to the pipe from the

ambient air
[J]

ṁin is the mass-flow of refrigerant at the inlet of the
evaporator

[
Kg
s

]
ṁlm is the mass-flow of refrigerant at the saturated liquid

curve

[
Kg
s

]
ṁmg is the mass-flow of the refrigerant at the saturated

vapor curve

[
Kg
s

]
ṁout is the mass-flow of refrigerant at the outlet of the

evaporator

[
Kg
s

]
Tin is the temperature of the refrigerant at the inlet of the

evaporator
[K]

Tlm is the temperature of the refrigerant at saturated
liquid curve

[K]

Tlm is the temperature of the refrigerant at saturated vapor
curve

[K]

Tout is the temperature of the refrigerant at the outlet of
the evaporator

[K]

TSH = Tout − Tmg (2.2)

6



Evaporator, Ice buildup
problem 3

In this chapter it will be focused on the issue in this project which is about the ice buildup,
that occurs on the evaporator in special cases.

3.1 Absolute- and Relative Humidity, H-X Diagram

As explained in section 2.1 ice builds up on the evaporator when food, that emits a lot of
water moisture and heat to the air, needs to be stored at 0 ℃. To understand the relation
between the air temperature and the relative humidity an H-X diagram will be used as
seen in Figure 3.1. A way to look at this figure is first to understand what the different
expressions are.

In open air there will always be some water particles in it. This is what absolute humidity
is used for. The absolute humidity shows the amount of water in air with the unit
kg(water)
kg(air) . The relative humidity shows how much of the air is condensed in relative to

the air temperature. This means that when the relative humidity reaches at 100 %, some
of the water can be frozen. Figure 3.1 illustrates that the higher air temperature there is,
the more air can contain water until the air is fully condensed [3].

Figure 3.1: This figure shows the H-X diagram [3].

7
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Comparing it to the problem where food needs to be stored at 0 ℃, it can be seen, on
the figure, that approximately 3.8 g of water in 1 kg air is enough to fully condense the
air. And while some food emits a lot of water moisture and heat to the air, the problem
happens to be unavoidable. A more visual representation of how it is connected to the
refrigeration unit(evaporator) see Figure 3.2

Figure 3.2: This figure shows the flow in a star cool container using H-X diagram

3.2 Defrosting

Since the problem is unavoidable, a solution that is used on the container is as seen in
Figure 3.3. This block diagram is almost the same as before in Figure 2.2, modified to
handle ice is buildup at a certain point. The modification is that a connection between
the outlet of the dual compressor and the inlet of the evaporator is made. This way, the
system can use some of the heat produced from the dual compressor and melt the ice with
heat from the inside of the evaporator.

Figure 3.3: This figure shows the block diagram of the container system in defrosting
state.

In this project a different approach will be focused on. Instead of using the current method
of defrosting, a specific design of a controller will be experimented with, which is a robust
control.

8



Requirements for the
system 4

In this chapter the requirements for both the nominal system and the robust design
requirements will be explained.

4.1 Requirements For The Nominal System

Since it is desired to design a robust controller, it is necessary to know what the controller
needs to be robust against. This requirement section will therefore help this project to
design a robust controller. The controller will require to operate at a specific operating
point, which will be 0 °C air temperature. This is the temperature needed to keep the
worst case cargo cooled.

In the refrigeration system, a superheat of 0 °C in the evaporator would be the most
efficient. However this is practically impossible since the superheat will oscillate and let
some of the liquid from the the evaporator to get to the compressor in which it then will
destroy the compressor in the system. From tests of the existing controller in the system,
it is measured that the possible operating superheat area will be for this project in the
interval of 4 °C - 8 °C.

Since the operating area is around 0 °C air temperature, ice can buildup on the evaporator
coil depending on the humidity level. This means that the nominal system needs to be
stable in regards to the evaporator dynamic changes because of the amount of ice blockage.
It needs to be stable in regards to changes of the amount of load in the system. And it
needs to be stable in regards to the humidity level of the air. The energy that the dry air
generator of the system can provide is a load from 0 [kW] - 8000 [kW] and for the humid
air generator from 0 [kW] - 9000 [kW]. By a rule of thumb so that the system does not go
out of control, the load of the dry air generator needs to be double the amount compared
to the humid air generator.

It is possible to control certain components in the system, which will be essential for
designing the controller. These components are the valves, compressor, and the fans in
the system. The compressor can run at different speeds in the interval from 20 [Hz] - 110
[Hz]. The expansion valves can be opened from 0 % - 100 %. The fans has three settings,
where each setting corresponds to an air velocity from the fans.

In order to see improvement of the system, a comparison between the currently used
controller to the robust controller in this project will determine the improvements and

9
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vice versa by calculating the COP for cooling.

The aim of this master thesis is to create a controller, which is nominal stable in the
operating area given earlier and at the same time being robust towards the change in
the transfer heat coefficients for the evaporator. These requirements are summed up in
Table 4.1.

Requirement Unit
Air temperature 0 [°C]
System load 0 to 8000 [kW]
Humidity generator 0 to 4000 [kW]
Working area for compressor frequency 20 to 110 [Hz]
Superheat operating area 4 to 8 [°C]

Table 4.1: The nominal system requirements for this project.

4.2 Robust Requirements, uncertainties For Control Design

Throughout the design of the robust controller, some uncertainties needs to be considered.
When ice buildup happens, some parameters becomes uncertain. These parameters are
specifically related to the heat transfer coefficient, because the heat from the fans for the
evaporator gets blocked by the ice. This will become the uncertain parameter though out
the robust control design. The requirements for the controller design will be set to handle
the worst case scenario of the heat transfer coefficient. This worst case value is set to be
1225 W

m2K
, which is a value that the company supervisor Kresten Sørensen provided with.

10



Part II

Modelling

In this part the model of the system will be explained. The total model includes the
evaporator, condenser, expansion valve and the compressor which are modelled and
explained in the part. The evaporator and condenser are modelled with help of moving
boundary method. This ensures a model with a low order that can be used to design a
controller. The model is a continuation of a previous report that was written last semester
which can be read in [1]. From previous work, some changes in the model is done. The
model of the economizer is not a part of the total model, it will not be used in tests either.
Throughout simulation of the established moving boundary model it can be concluded
that it is not a viable model to design a controller since there are some errors in the
matlab scripts for the model. Hence the existing model from the company will be used
and explained.





Modelling of The System 5
To design a controller for a system as the vapor-compression system at Lodam electronics,
a low order of each component model is needed. Since there are two main components
of the system, evaporator and condenser, that can have a big order, the general moving
boundary will be used to reduce that order. The modelling has been done in last semester
project, which can be found in Appendix A and for the whole report [1]. In this chapter
only the essentials will be shown explained while the more detailed version can be read on
Appendix A.

5.1 The General Moving Boundary Method

The two mentioned components are both with distributed parameters and can be
described using partial differential equation. Solving the partial differential equations
by approximating them to a lumped parameter model may result in a large order system.
Instead the so called moving boundary concept is used, this results in lower order models.
The way that the general moving boundary works is that it takes the dynamics of the
evaporator into consideration. In an evaporator, in this case a dry expansion evaporator,
there will be two zones: the mixed zone and the superheated zone, as seen in Figure 5.1.

Figure 5.1: This figure shows a dry-expansion evaporator model

13
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From Figure 5.1, a model can be produced where the designed inputs/output can be
seen in Figure 5.2 and the model equations are evaluated in Appendix A, which was
done in last semester project. The model for the evaporator will result 5 state variables:
{Lev,1, Pev, hev,out, Tev,w,m, Tev,w,sh}, 4 inputs :{ṁev,in, hev,in, ṁev,out, Tev,amb}.

Where:
Lev,1 is the length of the mixed zone of the evaporator [m]

Pev is the pressure of the refrigerant in the evaporator [bar]

hev,out is the enthalpy of the refrigerant at the outlet of the
evaporator

[
J
kg

]
hev,in is the enthalpy of the refrigerant at the inlet of the

evaporator

[
J
kg

]
Tev,w,m is the temperature of pipe-wall at the mixed zone [K]

Tev,w,sh is the temperature of the pipe-wall at the superheated
zone

[K]

Tev,amb is the ambient temperature at the evaporator [K]

ṁev,in is the mass flow of the refrigerant at the inlet of the
evaporator

[
kg
s

]
ṁev,out is the mass flow of the refrigerant at the outlet of the

evaporator

[
kg
s

]

Figure 5.2: The General Moving Boundary (GMB) Design Model

Where:
ṁin is the mass flow at the inlet of the GMB model

[
kg
s

]
hin is the enthalpy at the inlet of the GMB model

[
J
kg

]
ṁout is the mass flow at the outlet of the GMB model

[
kg
s

]
Tamb is the ambient temperature at the GMB model [K]

L1, L2 are the length of the different zones in the GMB model [m]

P is the pressure of the GMB model [bar]

Tw,m, Tw,share the pipe-wall temperature at different zones of the
GMB model

[K]

hout is the enthalpy at the outlet of the GMB model
[

J
kg

]
14
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ṁmg is the mass flow in between the zones of the GMB
model

[
kg
s

]

This general moving boundary has been used for the condenser as well as it gives good
representation of the dynamics of the component and at the same time keeping the model
in low order. All the models are evaluated in the Appendix A.

5.2 Linearization Method For All Models

To use the model, a linearization of the models are necessary. The method used in this
project is the Taylor series expansion method. This method takes the steady state solution
with small dynamic deviations from a fixed operating point into account. Since vapor
compression systems are usually designed to operate at specific points, it gives more reason
to use this method. The linearization of the evaporator model will be used as an example
of how the other models are done.

xev(t) = xssev + δxev(t), uev(t) = ussev + δuev(t) (5.1)

where: xssev =
[
Lssev,1 P ssev hssev,out T ssw,ev,m T ssw,ev,sh

]T
and ussev =

[
ṁss
ev,in hssev,in ṁss

ev,out T ssev,a

]T
are the steady state solution and both δxev(t) and δuev(t) are small dynamic deviations
from the fixed operating point. The Taylor series expansion will be used to describe the
linear model of the dynamic deviations as seen in

δẋev = Aevδxev +Bevδuev (5.2)

where Aev = D−1
ev

δf(xev ,uev)
δxev

= D−1
ev A

′
ev and Bev = D−1

ev
δf(x,u)
δu = D−1

ev B
′
ev. The Taylor

series expansions Aev’ and Bev’ can be seen in Equation A.16, and the element expressions
can be found in Appendix B.

A′ev =


aev,11 aev,12 0 aev,14 0

aev,21 aev,22 aev,23 0 aev,25

0 0 0 0 0

aev,41 aev,42 0 aev,44 0

aev,51 aev,52 aev,53 0 aev,55

 , B′ev =


bev,11 bev,12 0 0

0 0 bev,23 0

bev,31 0 bev,33 0

0 0 0 bv44

0 0 0 bev,54


(5.3)

Following the same instructions as just before, the linearized form of the condenser model

δẋc = Acδxc +Bcδuc (5.4)

where, Ac = D−1
c

δf(xc, uc)

δxc
= D−1

c A′c and Bev = D−1
c

δf(xc, uc)

δu
= D−1

c B′c.

15
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The Taylor series expansions Ac’ and Bc’ can be seen in Equation 5.5, and the element
expressions can be found in Appendix C. .

A′c =



ac11 ac13 0 ac15 0 0

0 ac22 ac23 0 0 ac26 0

ac31 ac32 ac33 ac34 0 0 0

0 0 0 0 0 0 0

0 0 ac53 0 ac55 0 0

0 0 ac63 0 0 ac66 0

0 0 ac73 ac74 0 0 ac77


, B′c =



bc11 bc12 0 0

0 0 bc23 0

0 0 bc33 0

bc41 0 bc43 0

0 0 0 bc54

0 0 0 bc64

0 0 0 bc74


(5.5)

5.3 Results of The Model

In this section only the results of the models will be shown. The evaluation of each
equations can be found in appendix from previous work of the project [1].

5.3.1 Evaporator Model equations

The model achieved from the moving boundary method for the evaporator:

Devẋev = f(xev, uev)→ ẋev = D−1
ev f(xev, uev) (5.6)

where,

f(xev, uev) =


ṁev,inhev,in − ṁev,inhev,mg + πDiLev,1αi,ev,m(Tw,ev,m − T̄ev,m)

ṁev,outhev,mg − ṁev,outhev,out + πDi(Lev − Lev,1)αi,ev,sh(Tw,ev,sh − T̄ev,sh)

ṁev,in − ṁev,out

πDoLev,1αo,ev,m(Tev,a − Tw,ev,m)− πDiLev,1αi,ev,m(Tw,ev,m − T̄ev,m)

πDo(Lev − Lev,1)αo,ev,sh(Tev,a − Tw,ev,sh)− πDi(Lev − Lev,1)αi,ev,sh(Tw,ev,sh − T̄ev,sh)


(5.7)

and

Dev =


dev,11 dev,12 0 0 0

dev,21 dev,22 dev,23 0 0

dev,31 dev,32 dev,33 0 0

0 0 0 dev,44 0

0 0 0 0 dev,55

 , xev =


Lev,1
Pev
hev,out
Tw,ev,m
Tw,ev,sh

 , uev =


ṁev,in

hev,in
ṁev,out

Tev,a

 (5.8)

Where:
A is the cross sectional area of the inner tube of the pipe

[
m2
]

Di is the inner diameter of the metal pipe [m]

γ̄ is the average void fraction [·]
ρev,mg is the density of the refrigerant at the saturated curve

[
kg
m3

]
ρev,l is the density of the refrigerant at the sub cooled

saturation curve

[
kg
m3

]

16
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ρev,sh is the mean density of the refrigerant at the superheat
zone

[
kg
m3

]
Pev is the pressure of the refrigerant [bar]

t is the time [s]

ṁev,in is the mass flow of the refrigerant at the inlet of the
evaporator

[
kg
s

]
ṁev,mg is the mass flow of the refrigerant at the saturated

curve

[
kg
s

]
ṁev,out is the mass flow at the outlet of the evaporator

[
kg
s

]
T̄ev,m is the temperature of the refrigerant in the mixed zone [K]

T̄w,ev,m is the temperature of the metal pipe [K]

T̄ev,sh is the temperature of the refrigerant at the superheat
zone

[K]

Tw,ev,sh is the temperature of the metal pipe at the superheat
zone

[K]

Tev,a is the ambient temperature at the evaporator [K]

hev,mg is the enthalpy at the saturation curve
[

J
kg

]
hev,l is the enthalpy at the sub cooled saturation curve

[
J
kg

]
hev,sh is the mean enthalpy at the superheat zone

[
J
kg

]
hev,out is the enthalpy of the refrigerant at the outlet of the

evaporator

[
J
kg

]
αi,ev,m is the transfer heat coefficient from pipe to refrigerant

at the mixed zone

[
W

m2K

]
αi,ev,sh is the transfer heat coefficient from pipe to refrigerant

at the superheat zone

[
W

m2K

]
αo,ev,m is the transfer heat coefficient from ambient air to

refrigerant at mixed zone

[
W

m2K

]
αo,ev,sh is the transfer heat coefficient from ambient air to

refrigerant at superheated zone

[
W

m2K

]

17
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5.3.2 Condenser Model equations

The model achieved from the moving boundary method for the condenser:

Dcẋc = f(xc, uc)→ ẋc = D−1
c f(xc, uc) (5.9)

where,

f(xc, uc) =



ṁc,inhc,in − ṁc,inhc,mg + πDiLc,1αi,c,sh(Tw,c,sh − Tc,sh)

ṁc,outhc,mg − ṁc,outhc,l + πDiLc,2αi,c,m(Tw,c,m − Tc,m)

ṁc,outhc,l − ṁc,outhc,out + πDiLc,3αi,c,m(Tw,c,l − Tc,l)
ṁc,in − ṁc,out

αo,c,shπDo(Tc,a − Tw,c,sh)− αi,c,shπDi(Tw,c,sh − Tc,m)

αo,c,mπDo(Tc,a − Tw,c,m)− αi,c,mπDi(Tw,c,m − Tc,m)

αo,c,lπDo(Tc,a − Tw,c,l)− αi,c,lπDi(Tw,c,l − Tc,l)


(5.10)

,

Dc =



dc,11 0 dc,c,13 0 0 0 0

dc,21 dc,22 dc,23 0 0 0 0

dc,31 dc,32 dc,33 dc,34 0 0 0

dc,41 dc,42 dc,43 0 0 0 0

dc,51 0 0 0 d55 0 0

0 0 0 0 0 dc,66 0

dc,71 dc,72 0 0 0 0 dc,77


, xc =



Lc,1
Lc,2
Pc
hc,out
Tw,c,sh
Tw,c,m
Tw,c,l


, uc =


ṁc,in

hc,in
ṁc,out

Tc,a



(5.11)

Where:
Pc is the condenser pressure [bar]

ρc,sh is the mean density at the superheated zone
[

kg
m3

]
ρc,mg is the density at the superheated saturation curve

[
kg
m3

]
ρc,m is the mean density of the refrigerant at the mixed

zone

[
kg
m3

]
ρc,ml is the density of the refrigerant at the sub-cooled

saturation curve

[
kg
m3

]
hc,sh is the mean enthalpy at the superheated zone

[
J
kg

]
hc,mg is the enthalpy at the superheated saturation curve

[
J
kg

]
hc,ml is the enthalpy of the refrigerant at the sub-cooled

saturation curve

[
J
kg

]
hc,out is the enthalpy of the refrigerant at the outlet of the

condenser

[
J
kg

]
ṁc,in is the mass flow going into the condenser

[
kg
s

]
ṁc,mg is the mass flow at the superheated saturation curve

[
kg
s

]
ṁc,ml is the mass flow of the refrigerant at the sub-cooled

saturation curve

[
kg
s

]
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Tw,c,sh is the temperature of the metal pipe [K]

Tc,sh is the temperature of the refrigerant in the superheat
zone

[K]

Tw,c,m is the temperature of the pipe at the mixed zone [K]

Tc,m is the mean temperature of the refrigerant at the
mixed zone

[K]

Tw,c,l is the temperature of the wall at the sub-cooled zone [K]

Tc,l is the mean temperature of the refrigerant at the sub-
cooled zone

[K]

Tc,a is the ambient temperature at the condenser [K]

αi,c,sh is the heat transfer coefficient from refrigerant to pipe
at the superheated zone

[
W

m2K

]
αi,c,m is the transfer heat coefficient from refrigerant to pipe

at the mixed zone

[
W

m2K

]
αi,c,l is the transfer heat coefficient from refrigerant to pipe

at the sub-cooled zone

[
W

m2K

]
αo,c,sh is the transfer heat coefficient from pipe to ambient

air at the superheated zone

[
W

m2K

]
αo,c,m is the transfer heat coefficient from pipe to ambient

air at the mixed zone

[
W

m2K

]
αo,c,l is the transfer heat coefficient from pipe to ambient

air at the sub-cooled zone

[
W

m2K

]

5.3.3 Expansion Valve Model equations

ṁv = Ton,cev ·Kc,ev

√
ρv · (Pc − Pev) (5.12)

hexp,out = hexp,in = hc,out

Where:
ṁv is the mass flow rate of the refrigerant through the

valve

[
kg
s

]
Cv is the discharge coefficient [·]
AV is the opening area

[
m2
]

ρv is the density of the refrigerant at the inlet of the valve
[

kg
m3

]
∆P is the pressure drop across the valve [bar]

hexp,in are the enthalpy before the expansion valve
[

J
kg

]
hexp,out are the enthalpy after the expansion valve

[
J
kg

]

The small dynamic deviation for the linearized model of the expansion valve between
condenser and evaporator can be expressed as :
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δṁv = δTon,cev ·Kc,ev

√
ρv · (δPc − δPev) = C11δxev2 + C12δxc3 + C13δu3 (5.13)

δhexp,cev = δxc4 (5.14)

5.3.4 Compressor Model equations

ṁcpr = ωVcprρcpr(1 + Ccpr − Ccpr(
Pc
Pev

)
1
n ) (5.15)

and
hcpr,out =

hcpr,out,ist − hcpr,in
ηcpr

+ hcpr,in (5.16)

Where:
ṁcpr is the mass flow of the refrigerant at the compressor

[
kg
s

]
ω is the compressor speed [Hz]

Vcpr is the volume of the compressor
[
m3
]

ρcpr is the density of the refrigerant at the compressor
[

kg
m3

]
Ccpr s the constant followed by the ideal gas law [·]
Pc is the pressure at the condenser [bar]

n is the polytropic coefficient [·]
hcpr,out is the enthalpy of the refrigerant at the outlet of the

compressor

[
J
kg

]
hcpr,out,ist is the enthalpy of the refrigerant at the outlet of the

compressor during isentropic process

[
J
kg

]
hcpr,in is the enthalpy of the refrigerant the inlet of the

compressor

[
J
kg

]
ηcpr is the efficiency coefficient of the compressor [·]

Since the are some changes from previous model, as the economizer is removed, the
linearization constants are changed for the model of the compressor as seen in Equation 5.17
and Equation 5.18.

δṁcpr,ev,c = δωcprVcprρcpr(1+Ccpr−Ccpr(
δPc
δPev

)
1
n ) = C71δxev,2 +C72δxc,3 +C73δu1 (5.17)

hcpr,out =
δhcpr,out,ist − δhev,out

ηcpr
+ δhev,out = C74δxev,2 + C75δxc,3 + C76δxev,3 (5.18)
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5.4 The Total Model

This model of the whole system without the economizer will give 4 inputs with 12 state
variables and to summarize it, the equations are listed from Equation 5.19 to Equation 5.25.

The inputs for the total model are:

u1 = ωcpr, u2 = Tcev,on, u3 = ve, u4 = vc (5.19)

Model for the evaporator can be described by the states xev seen in Equation 5.8, the mass
flows around the evaporator and the enthalpy of the refrigerant going into the evaporator
:

ẋs,ev = g(xev, ṁev,in, hev,in, ṁev,out, u3) (5.20)

Model for the condenser can be described by the states xc seen in Equation 5.11, the mass
flows around the condenser and the enthalpy of the refrigerant going into the condenser :

ẋs,c = g(xc, ṁc,in, hc,in, ṁc,out, u4) (5.21)

The variables ṁev,in, hev,in, ṁev,out, ṁev,in, hev,in, ṁev,out are the ones that are used to
bind the whole system together. From the linearization of the expansion valve in
Equation 5.13 and Equation 5.14 and the linearization of the compressor in Equation 5.17
and Equation 5.18, the mass flow and enthalpy around the evaporator and condenser can be
described from the states in xev, xc and the new inputs from Equation 5.19. The variables
can be calculated as seen from Equation 5.22 to Equation 5.25 and an illustration as shown
in Figure 5.3 to see how the variables connects the models together.

ṁv = ṁev,in = ṁc,out = u2 ·Kc,ev

√
ρv · (xc,3 − xev,2) = Tcev,on ·Kc,ev

√
ρv · (Pc − Pev)

(5.22)

ṁcpr = ṁev,out = ṁc,in = f(
xc,3
xev,2

, u1, ρ) = f(
Pc
Pev

, ωcpr, ρ) (5.23)

hexp,out = hev,in = xc,4 = hc,out (5.24)

hcpr,out = hc,in = C74xev,2 + C75xc,3 + C76xev,3 = C74Pev + C75Pc + C76hev,out (5.25)
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Figure 5.3: This figure shows which variables from which components are connected to
each-other

By the established the equations from Equation 5.19 to Equation 5.25, the model of the
whole system, without the economizer, is determined as seen in the states space form on
Equation 5.26.

ẋs = g(xs, us) (5.26)

where,
xs = {xev xc}T (5.27)

us = {u1 u2 u3 u4}T (5.28)

This means that the state space model of the whole system is now as seen from
Equation 5.29 to Equation 5.32.

ẋs = Asxs +Bsus (5.29)

ys = Csxs (5.30)[
Devδẋs,ev
Dcδẋs,c

]
=

[
A′ev,ev A′ev,c
A′c,ev A′c,c

][
δxev
δxc

]
+

[
B′s,ev
B′s,c

]
δus (5.31)

[
δẋs,ev
δẋs,c

]
=

[
D−1
ev A

′
ev,ev D−1

ev A
′
ev,c

D−1
c A′c,ev D−1

c A′c,c

][
δxev
δxc

]
+

[
D−1
ev B

′
s,ev

D−1
c B′s,c

]
δus

[
δẋs,ev
δẋs,c

]
=

[
Aev,ev Aev,c
Ac,ev Ac,c

][
δxev
δxc

]
+

[
Bs,ev
Bs,c

]
δus (5.32)

where,
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A′ev,ev =


aev,11 aev,12 + bev,11C11 0 aev,14 0

aev,21 aev,22 + bev,23C71 aev,23 0 aev,25

0 bev,31C11 + bev,33C71 0 0 0

aev,41 aev,42 0 aev,44 0

aev,51 aev,52 aev,53 0 aev,55



, A′ev,c =



0 0 bev,11C12 bev,12 0 0 0

0 0 bev,23C72 0 0 0 0

0 0 bev,31C12 + bev,33C72 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0


, B′s,ev =


0 bev,11C13 0 0

bev,23C73 0 0 0

bev,33C73 bev,31C13 0 0

0 0 bev,44 0

0 0 bev,54 0



and,

A′c,ev =


0 Bc,11C71 + bc,12C74 bc,12C76 0 0

0 bc,23C11 0 0 0

0 bc,33C11 0 0 0

0 bc,41C71 + bc,43C11 0 0 0

0 0 0 0 0

 , B′s,c =



bc,11C73 0 0 0

0 bc,23C13 0 0

0 bc,33C13 0 0

bc,41C73 bc,43C13 0 0

0 0 0 bc,54

0 0 0 bc,64

0 0 0 bc,74



, A′c,c =



ac,11 0 ac,13 + bc,11C72 + bc,12C75 0 ac,15 0 0

0 ac,22 ac,23 + bc,23C12 0 0 ac,26 0

ac,31 ac,32 ac,33 + bc,33C12 ac,34 0 0 0

0 0 bc,41C72 + bc,43C12 0 0 0 0

0 0 ac,53 0 ac,55 0 0

0 0 ac,63 0 0 ac,66 0

0 0 ac,73 ac,74 0 0 ac,77


The model of the whole system is now derived, and now ready to be verified in the next
chapter.
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Simulation of The Model 6
Having developed a state space system describing the model in the previous chapter it
is now necessary to verify the model. This is done through linear simulations and data
comparisons.

6.1 Linear simulation

To see if the model is presenting the system acceptable, some arbitrary values are used
to use the Matlab command; "lsim". lsim can simulate a time response of continuous
linear systems fro, arbitrary inputs. To try this command out, it will be used only on
the evaporator model, to see if that holds. With the help of the supervisor from the
company, the arbitrary values are chosen to be : [ṁev,in, hev,in, ṁev,out, Tev,amb] =

[0.027 210000 0.027 5] and the estimated value of the states that the lsim should con-
verge to are: [L̇ev,1, hev,out, Ṗev, Tw,ev,m, Tw,ev,sh] ≈ [10.5, 400000, 2, −2, 5].
From these arbitrary inputs, the linear simulation response can be seen in Figure 6.1.

Figure 6.1: The linear simulation of the dry-expansion evaporator model
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The simulation seen Figure 6.1, is a simulation of the linear system in which shows what
happens if you move a little around from the operating point. The states are converging
towards a value after some oscillations, which means that there is a pole in the complex
plane, but still is a stable system. The issue with this simulation is that it oscillates in
an total time of one hour before it is stable, this might come from that the input to the
model is mass flow where both input and output mass flow are equal. This will never be
the case in reality. So instead of only using the model of the evaporator, the whole model,
as described in Equation 5.32, will be used, since the inputs to that system reflects the
real system more.

6.2 Parameter estimation

Before looking at the response of the linear simulations, lsim, an estimation of the unknown
parameters of the whole system will be done. The used estimation method is called
greyest which shows improvements and the number of iterations as seen in Figure 6.2.
This uses the concept of ODE solver, and the parameters that needs to be estimated are:
[αi,ev,m, αo,ev,m, αi,ev,sh, αo,ev,sh, αi,c,sh, αo,c,sh, αi,c,m, αo,c,m, αi,c,sc, αo,c,sc, γ].

Figure 6.2: The estimation process for the unknown parameters

Throughout some test data, the unknown parameters are estimated, and the results of the
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lsim can be seen in Figure 6.3 and Figure 6.4.

Figure 6.3: The linear simulation of whole system model, the evaporator states
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Figure 6.4: The linear simulation of whole system model, the condenser states

As before arbitrary values are used to simulate the response, and as before the states are
converging, and this time response has become quicker and more smooth, which in this
case will be an acceptable result.
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6.3 System Verification, Data Comparison

Since the model is finished, a comparison to the open-loop data will show how good the
dynamics are estimated. The comparison can be seen on Figure 6.5, where the grey line
is the data, and the blue line is the model simulation. As seen in the figure the model
does not follow the data quite, but by further inspecting the figure, it can be seen that the
model contains the dynamics, but with an error to the data. The reason that the model
does not follow it entirely, could be that the test has too many samples and too little steps.

Figure 6.5: First try to compare data and estimated model, Openloop

Another try, with more iterations of the unknown parameters, less samples and more steps
has been conducted on the system which then gives the model comparison as seen in
Figure 6.6.
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Figure 6.6: Second try to compare data and estimated model, Openloop

The new estimation of the unknown parameters gives a better estimated model than the
first try. There are still big errors to the real data for some states, but the one state that
needs to be close is the one noted as y2, which is the the evaporator pressure, and it is
not good enough to be used for control. Having verified the model through simulations
and data comparisons it is possible to determine that the initial model is flawed when
comparing the model to the given data. As mentioned the evaporator pressure states does
not fit satisfyingly and even through the model was thoroughly examined the error was not
located. Due to time constraints on the project the model provided by Kresten Sørensen
and Lodam will be used for control scheme development.

6.4 MIMO Model Provided From The Company

In this section the model, provided by the supervisor will be described and analysed. The
provided model has 14 states, 4 inputs and 2 outputs corresponding to the Figure 6.8 and
the theory behind it is similar to the MIMO created earlier, but it can be read in more
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details in [2].

Figure 6.7: Model of the system Kresten Provided

Where:
cpr.mdot is the massflow at the compressor

[
kg
s

]
evap.pout is the pressure at the outlet of the evaporator [bar]

evap.hout is the enthalpy at the outlet of the evaporator
[

J
kg

]
evap.mdotin is the mass flow at the inlet of the evaporator

[
kg
s

]
evap.sigma is the boundary between liquid/gas mix and super-

heated gas region
[·]

evap.m1 is the mass of liquid/gas mix in the mixed zone of the
evaporator

[kg]

evap.m2 is the mass of superheated gas in the superheated zone
of the evaporator

[kg]

evap.Tm1 is the temperature of the metal at the mixed zone of
the evaporator

[◦C]

evap.Tm2 is the temperature of the metal at the superheated
zone of the evaporator

[◦C]

evap.Tsup is the temperature of the supplied air to the evaporator [◦C]

evap.Tsuc is the temperature at the inlet of the compressor [◦C]

evap.Tsupm1is the temperature of the supplied air from the first
fan blowing the air

[◦C]

evap.Tsupm2is the temperature of the supplied air from the second
fan blowing the air

[◦C]

evap.mdotairis the mass flow of the air blown to the evaporator
[

kg
s

]
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Figure 6.8: Model of the system Kresten Provided

Where:
ctrl.cpr.spe is the compressor frequency [Hz]

ctrl.evap.ve is the expansion valve opening degree value [%]

ctrl.vfan.ev is the fans speed [·]
ctrl.T ret is the temperature insider of the container [◦C]

To see if the model is controllable the controllability matrix will be checked for full rank.
If the rank of the controllability matrix is the same as the rank as the A matrix of the
model, rank(Ctrb(A,B)) = rank(A), then it is controllable. As seen in Figure 6.9 it is
not controllable.

Figure 6.9: Controllability check
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Uncontrollable State

Since the model can not be controlled, it will be necessary to find which state can not be
controlled. As seen in Figure 6.10 there is 1 uncontrollable state. This state corresponds
to either the state evap.Tsup1 or evap.Tsup2 as shown in Figure 6.11. Since both states
has the same poleplacement, one of them will be removed firstly, and at the same time
see if the model behaviour changes or remains the same. And then secondly remove the
second state aswell and see the the changes again.

Figure 6.10: The uncontrollable state of the model

Figure 6.11: All poles in the model

Removing The Uncontrollable State

Now that one of the state is removed the changes of the model is slightly different as seen
in Figure 6.12.
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Figure 6.12: The same model with one removed state

Controllability matrix has full rank now. Removing the one uncontrollable state helped
this problem as seen in Figure 6.13.
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Figure 6.13: Controllability check
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Removing another State

Same procedure of removing a state, the second state with the same poleplacement is now
removed and the model is again slightly changed as in Figure 6.14

Figure 6.14: The same model with two removed states

Controllability matrix has full rank again. Removing both states of the model, remained
the model to be controllable as seen in Figure 6.15.
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Figure 6.15: Controllability check

To make sure that the model still retains the same behaviour, as the states are removed.
Through simulations of bodeplots in Matlab the comparison can be seen in Figure 6.16.

Figure 6.16: Bode with all three models

The only significant difference in the models are shown on the bode plots. In figure
Figure 6.16 the results are the same for all models except for the orange marked box. In
this marked area it shows that by removing two states the output; cooling capacity, is no
longer depended on two inputs, as it it in the other two models. This means that the
model that will be focused on will be the one where only one state is removed.

37



Part III

Control design

Introduction

In this part the design of a controller will be shown and explained. The MIMO model
provided from the company is decoupled, so that a robust controller will be designed
in a simpler manner. The proposed controller that will be designed is a robust H∞
controller. This will then be explained and implemented on the system. Theoretically
it shows promise, while the only con is that of the conservative of the controller. It will
then be investigated if it works in the real system through some tests.



Decoupling of the model 7
Since the model of the system is a multiple input multiple output, MIMO, the complexity
of controller design increases. To avoid the complexity a simplification of the model will
be done. The simplification technique that is used is to decouple the system model. The
decoupling allows the feature of dealing with two single input single output control systems
instead of a MIMO control system. This simplification makes it easier to design, implement
and tune control systems. The downside of using two SISO systems instead of a MIMO
system is that the model loses the dependency of other variables. It is therefore chosen to
decouple the MIMO system into two single inputs single outputs, SISO, systems.

7.1 Cross Coupling of MIMO Model

First to decouple the system model, the MIMO model is split into transfer functions with
the help of Matlab commands ’tf’ and ’minreal’ to get the smallest order possible and as
result of the feedback system is now as seen in Figure 7.1.

Figure 7.1: Multivariable control of MIMO Model of the system

As there are cross couplings in the model, it is necessary to test how much the cross
coupling affects the output, before it is viable to decouple it. The procedure to test this,
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is by first stepping on one of the reference and then after wards the other. This helps
to visualise on how much the other output gets affected by this. As seen in Figure 7.2
a step in the superheat reference does not change much in superheat output, it gives a
small variation of 5% of the output and stabilises. And as seen in Figure 7.3, the change
in cooling capacity reference does not change the output for superheat much either. This
also has a variation of approximately 5% and stabilises.

Figure 7.2: In this figure a step is given to the superheat reference

Figure 7.3: In this figure a step is given to the cooling capacity reference

This means that decoupling of this model is a reasonable choice since it simplifies the
design phase of a controller.
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7.2 Decoupling Transfer Function, Two SISO Systems

To cancel the cross couplings happening in Figure 7.1, compensator blocks, D1(s) and
D2(s), are the transfer function calculated to decouple the system model as seen in
Figure 7.4.

Figure 7.4: Decoupled MIMO Model of the system

From the Figure 7.4 the transfer functions can be found in Appendix D and the calculation
for the decoupled transfer functions can be seen in Equation 7.1 and Equation 7.2.

D1(s) = −H21(s)

H22(s)
(7.1)

D2(s) = −H12(s)

H11(s)
(7.2)

These two decoupled transfer function gives the opportunity to split the system into two
SISO system now, as seen in Figure 7.5.

Figure 7.5: Control of two SISO Models of the system
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From Figure 7.5, the transfer functions are calculated as seen in Equation 7.3 and
Equation 7.4 and the zero, pole, gain form of it can be seen in Appendix D. .

HQcool(s) = H11(s)− H12(s)H21(s)

H22(s)
= H11(s) +H12(s)D1(s) (7.3)

HTSH(s) = H22(s)− H21(s)H12(s)

H11(s)
= H22(s) +H21(s)D2(s) (7.4)

The feedback signals with simple PI-control of cooling capacity and superheat where both
are now SISO systems can be seen in Figure 7.6.

Figure 7.6: Control of both SISO systems; The left graph is control of cooling capacity,
and the right graph is control of superheat

The transfer functions are simplified by reducing the model order with use of hankel
singular values, and in matlab the function is called hankelsv(). The function measures
the contribution of each state to the input/output behavior. As seen in Figure 7.7, a
system order of one is more significant than others, which means that the model can be
reduced to a first order system and the rest of the states can be discarded by using the
matlab function balred().
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Figure 7.7: Hankel singular value graph, that shows the significance of each state in the
superheat system

The first order model for superheat can be seen in Equation 7.5.

Htsh =
1, 37565

1022s+ 1
=

0.001346

(s+ 0.0009783)
(7.5)

Similar procedure for the model of cooling capacity, where the Hankelsv can be seen in
Figure 7.8

Figure 7.8: Hankel singular value graph, that shows the significance of each state in the
cooling capacity system

From Figure 7.8 it can be seen that two poles are more significant than the rest, so this
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model will be reduced to a second order system as seen in Equation 7.6.

Hqcool =
−0, 091509(s− 0, 3395)

(s+ 0, 03451)(s+ 0, 01025)
(7.6)

In this chapter the MIMO system has been reduced to two SISO systems by decoupling;
a system for the superheat and a system for the cooling capacity. These two models has
been reduced further to a first order and a second order systems. This project will mainly
focus on controlling the superheat, because it is important to not let any liquid into the
compressor. Now that the model is ready, a specific control method is ready to be designed.
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H∞ Control Design and
Implementation 8

For this chapter the general procedure to make a SISO robust controller will be explained.
The superheat model will mainly be focused on and used to explain some parts in this
chapter. The robust controller that will be focused on is a H∞ - controller because it gives
an opportunity to achieve the best performance available by designing weight functions.
This will further be explained in section 8.4.

Since the chosen controller is an H∞ controller, some requirements are to be upheld. These
requirement relates to the nominal performance, robust stability and robust performance,
and these topic will be covered in this chapter. The requirements that are to be upheld
are as listed:

• Nominal performance → |S(jω)Ws(jω)| < 1.

• Robust stability → |T (jω)lm(ω)| < 1.

• Robust performance → |S(jω)Ws(jω)|+ |T (jω)lm(ω)| < 1.

The variables and the requirements will be explained throughout the chapter. A quick
summary of the variables; S is the sensitivity function, Ws is the weight function for the
sensitivity, T is the complementary function, lm is the uncertainty model.

8.1 Nominal Model

A nominal model is a model where either all of the parameters are known, or where the
parameters are calculated as the mean of the deviations. A nominal model is always needed
if control system needs to be implemented. The nominal model for this project was found
earlier and is as seen in Equation 8.1.

G(s) =
y(s)

u(s)
=

Tsh
Vexp

= Htsh(s) =
1, 37565

1022s+ 1
=

0.001346

s+ 0.0009783
(8.1)

The nominal model of the system is a reduced first order system for superheat. This means
that the uncertainty model can now be designed.
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8.2 Model uncertainty

In this section the uncertainty model will be explained and designed for the worst case
scenario.

Definition of model uncertainty

It is necessary to create a uncertainty boundary to establish a robust controller later on.
To explain how the uncertainty is described Figure 8.1 will be used. And as seen in
Figure 8.1 there are two ways of defining the uncertainty, either in amplitude and phase
in which indicates the edge boundaries of the uncertainty. This gives the shape as g(w) in
Figure 8.1 (a) or the norm bounded uncertainty in which contains the uncertainty at all
frequencies by taking the worst case uncertainty and encircled with the maximal model
uncertainty, la(w) or lm(w) as seen in Figure 8.1 (b).

Figure 8.1

The norm bounded uncertainty region contains all the uncertainty models since the radius
of the drawn circle is the maximum error. A way to define the radius is by using the
method called additive, la, or multiplicative, lm, uncertainty. In this project multiplicative
uncertainty will be focused on. All of the models for the uncertainty method can be defined
to the family of models,Gmodels, which can be described as seen in Equation 8.2. [4]

ForMultiplicative : Gmodels,m = {G∆ : |G∆(jω)−G(jω)| ≤ lm(ω)|G(jω)|} (8.2)

In Equation 8.2 G(jω) is the nominal model defined earlier, G∆(jω) expresses the
possible model which can be the real model and the lm(ω) is the maximum multiplicative
uncertainty.

The way to add the multiplicative uncertainty model to the known closed loop system is
shown in Figure 8.2.
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Figure 8.2: Closed Loop System with an multiplicative model uncertainty

From Figure 8.2 the maximum multiplicative model, lm(ω), can be calculated as seen in
Equation 8.3.

lm(ω) ·∆m(jω) =
G∆(jω)−G(jω)

G(jω)
(8.3)

In Equation 8.3 the ∆m(jω) is the multiplicative uncertainty which needs to be either
equal to one or less than one.

Design of lm

The uncertainty model as explained will be used to design the controller to handle all of the
uncertainties of the system. While it is known that the worst case scenario appears when
certain amount of ice appears on the evaporator it is said by the company supervisor that
the coefficient of heat transfer in the model is halved. This means that energy from the
fans are significantly lowered. Because of this change a new model is derived and reduced
in order of one as seen in Equation 8.5, where Htsh,red is the new model by reducing the
value of the transfer heat coefficient by 50% and as a comparison the nominal model found
earlier can be seen in Equation 8.4.

G(s) = Htsh =
Tsh
Vexp

=
1, 37565

1022s+ 1
(8.4)

Htsh,red =
Tsh
Vexp

=
1, 092585

507s+ 1
(8.5)

From Equation 8.5 and Equation 8.4, the edge boundaries of the models can be calculated
as seen in Equation 8.6.

G∆1(s) =
Kmin

τmins+ 1
→ Gmodels,m,1 =

G∆1(s)−G(s)

G(s)

G∆,2(s) =
Kmin

τmaxs+ 1
→ Gmodels,m,2 =

G∆2(s)−G(s)

G(s)

(8.6)

G∆,3(s) =
Kmax

τmins+ 1
→ Gmodels,m,3 =

G∆3(s)−G(s)

G(s)
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G∆,4(s) =
Kmax

τmaxs+ 1
→ Gmodels,m,4 =

G∆4(s)−G(s)

G(s)

From Equation 8.6, G∆(s) are the possible models inside of the edge boundaries and
Gmodels,m are the family of models for multiplicative uncertainty which defines the edge
boundaries.

The edge boundaries of the models are plotted in Figure 8.3 which will help to design a
maximal multiplicative uncertainty which includes all the edge boundaries.

Figure 8.3: Model uncertainty and the designed worst case lm

In Figure 8.3 the lm is designed as a lead compensator where the cutoff frequencies were
found by analysing the worst magnitude of the edge boundaries. lm is designed so that all
uncertainties of the model at every frequency are included. The lead is designed as seen
in Equation 8.7.

lm = 1, 6 · s+ 2, 85 · 10−4

s+ 2 · 10−3
(8.7)

But as it already can be concluded from Figure 8.3, the controller will be very conservative
since the magnitude ends up around 6 dB at low frequencies. This could mean that a robust
control might not be optimal solution to the ice appearance problem. To testify this theory
the procedure to design a robust controller will be continued and afterwards simulated.

8.3 Nominal Stability

For the system to be nominal stable the control system needs to be internally stable.
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This means that by adding more inputs (r,u’,d) and outputs (e,u,y) to the system as seen
in Figure 8.4, it will give the opportunity to check the internal stability. If the system still
is stable, then and only then the nominal stability is achieved.

Figure 8.4: Closed Loop System with added inputs to analysis of internal stability

After adding extra inputs and outputs the internal stability can be determined if every
elements in the new close loop equation, as seen in Equation 8.8, has no pole on the right
half plane.

[
y(jω)

u(jω)

]
=

[
GK(jω)

1+GK(jω)
G(jω)

1+GK(jω)
K(jω)

1+GK(jω)
−GK(jω)
1+GK(jω)

][
r(jω)

u′(jω)

]
(8.8)

If it is known that G and K are stable, it is enough to analyse the characteristic equation
1+GK(s) = 0.

Since the nominal model was found earlier, and a control system was designed and tested
in Figure 7.6 in chapter 7, and the poles were found to be in the left half plane, Therefore
it is concluded that the system is nominal stable

8.4 Robust Stability, Nominal Performance and Weight
Functions

Robust Stability

When looking at the robust stability of the controlled system, it means that the system
is stable for all models in the family of models. In this case it is assumed that all of the
models inside of the family of models contains equal amount of poles in the right half plan.
Under the condition that it the system is to be robustly stable, the Nyquist criteria states
that the Nyquist curve needs to encircle the Nyquist point (-1,0) counter-clockwise equally
amount of times as how many poles there are in the right half plane [4].
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Figure 8.5: Nyquist plot for the nominal system and for an arbitrary model in the family
of models [4].

From Figure 8.5 and the Nyquist criteria, it is interpreted that if the radius of the
uncertainty region is smaller than the length between the Nyquist point and the center of
the uncertainty region it will remain stable in all models in the family of models. This can
be expressed mathematically as seen in Equation 8.9:

|1 +GK(jω)| > |GK(jω)lm(ω)|, ∀ ω

rearranged to :
|GK(jω|)
|1 +GK(jω)|

lm(ω) < 1, ∀ ω

or to : |T (jω)lm(ω)| < 1, ∀ ω

(8.9)

The T (jω) is the close loop system and also known as the complementary sensitivity
function which describes how uncertainty affects the output. It is possible to define the
complementary sensitivity function as seen in Equation 8.10:

T (jω) =
y(jω)

r(jω)
=

|GK(jω)|
|1 +GK(jω)|

=
|L(jω)|
|1 + L(jω)|

(8.10)

In Equation 8.10 the L(jω) is the open loop transfer function.

While at the topic of complementary sensitivity function, the sensitivity function can be
explained as well. The sensitivity function defines the sensitivity to the disturbance of the
system. The sensitivity is used as a reference tracking function, as it also is defined by the
relation between error and reference as seen in Equation 8.11:

S(jω) =
y(jω)

d(jω)
=
e(jω)

r(jω)
=

1

|1 +GK(jω)|
=

1

|1 + L(jω)|
(8.11)

While the sensitivity determines how well the closed loop system is to track the reference,
the complementary sensitivity function determines how well the close loop system handles
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the uncertainty of the system. As seen in Equation 8.12, a trade-off between reference
tracking, and uncertainty handling which can be adjusted, depending on the performance
requirements [4].

S(jω) + T (jω) =
1

|1 + L(jω)|
+

|L(jω|
|1 + L(jω)|

= 1 (8.12)

Since it is a trade-off between performance and robustness, a way to adjust these priorities
is by designing weight functions that will give the desired outcome of the controller.

Nominal Performance

The goal to achieve in a closed loop system is to minimise the error while the performance
requirements are maintained. This can be related to the sensitivity function since the
function determines the reference tracking. To achieve minimisation of the error the
sensitivity, S, needs to be small, and the only way for now to achieve this is by having a
larger L as seen in Equation 8.11.

Since the chosen controller method has been chosen to a H∞ controller the nominal
performance can be determined by the maintaining the condition as seen in Equation 8.13
[4].

Nominal Performance→ |SWs(jω)| < 1 ∀ ω (8.13)

In Equation 8.13 the Ws is the tunable weight function. This weight function will be
designed that S will be minimised at specific frequencies. This will result in best possible
reference tracking. Since the sensitivity needs to be close to zero the weight, Ws, need to
be designed such that it has high gain in low frequencies and low gain at high frequencies.
The design will be that of a lag compensator with the chosen cutoff frequencies as seen in
Equation 8.14 and the magnitude plot is seen in Figure 8.6.

Ws = 0.69 · s+ 2 · 10−4

s+ 7 · 10−7
(8.14)

Figure 8.6: The Weight function seen in the magnitude plot of Bode
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The sensitivity function, S and complementary sensitivity function, T includes a controller
gain to achieve the requirements. This gain can be obtained by a matlab function,
hinfstruct. This function uses an augmented plant which is defined by the nominal model,
the weight for the reference, Ws and for the system output, Wt, to solve the H∞ problem
by minimising γ. A restriction condition to the function, hinfstruct, is given. The condition
is set so that the controller gain will be created as a PID controller. In the matlab script
Add en reference til koden her the PID is tunable, meaning that matlab will give the
best PID controller, depended on the defined augmented plant. Since Ws is designed to
keep reference tracking to the system the second weight Wt is added to keep robustness
to system. The weight Wt is designed as an lead compensator with the chosen cutoff
frequencies as seen Equation 8.15 and the magnitude can be seen on Figure 8.7.

Wt = 1.8 · s+ 7 · 10−8

s+ 9 · 10−3
(8.15)

Figure 8.7: The Weight function seen in the magnitude plot of Bode

This will result in a nominal performance kept under 1 as seen in Figure 8.8 and for the
robust stability the requirements given in Equation 8.9 are also maintained as seen in the
same figure Figure 8.8

Figure 8.8: The figure shows that both nominal performance and robust stability are
kept below 1
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Now that the weights are defined, it is necessary to check if the it the function solve the H∞
problem which can be concluded if the expression seen Equation 8.16 [4] in are maintained,
and as seen in Figure 8.9.

arg min
KεK

∣∣∣∣∣T (s)Wt(s)

S(s)Ws(s)

∣∣∣∣∣ ≤ γ (8.16)

Figure 8.9: The figure shows that requirement are upheld

Now that the weight are designed and nominal performance and robust stability is achieved,
the next next step is to achieve robust performance.

8.5 Robust Performance

To achieve a robust performance it means to design a compensator so that the error is
minimized for all of the models in the family of models. As visual representation a Nyquist
plot of this can be seen Figure 8.10 [4].

Figure 8.10: Nyquist plot for the geometrical perspective [4].
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Including the robust performance in the system ensures the compensator that the error is
bounded to all of the models in the family of models. Robust performance is defined by
both the robust stability and nominal performance as seen in Equation 8.17 [4].

|S∆(jω)| = 1

|1 +G∆K(jω)|

≤ 1

|1 +GK(jω)| − |GK(jω)lm(ω)|

=
|S(jω)|

1− |T (jω)lm(ω)|

(8.17)

Inserting the definition of the pertubed sensitivity in Equation 8.17 in the expression of
the nominal performance results as seen in Equation 8.18 [4].

|SWs(jω)|
|1− |T (jω)lm(ω)||

< 1 ∀ω (8.18)

This can be further rewritten to :

|SWs(jω)|+ |T (jω)lm(ω)| < 1 ∀ω (8.19)

With the designed weight function shown earlier, the robust performance can be seen in
Figure 8.11.

Figure 8.11: The figure shows that requirement for the robust performance are upheld

From the Figure 8.11 it can be seen that it meets the condition to achieve robust
performance. The final controller ended up being a PID controller with the values Kp
= 0.278, Ki = 0.00015, Kd = 108, Tf = 1.07.

KH∞(s) = Kp+Ki · 1

s
+Kd · 1

Tf · s+ 1
(8.20)

Now that the everything is designed it is ready to be implemented to the real system.
But before that, a step response is made to proof the theory explained in section 8.2. As
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seen in Figure 8.12 it takes around 40.000 seconds to stabilise the system, which mean
approximately 11 hours.

Figure 8.12: The figure shows the step response of the closed loop

As explained in section 8.2 the controller is going to be very conservative because of
the uncertainty and this is proven in Figure 8.12. In a system that works on cooling,
the thermodynamics changes slowly. But to be sure that the H∞ is not designed too
conservative, it will be tested on the real system.
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8.6 Implementation of H∞ controller and Test Results

In this section some tests will be shown, where the main goal is to implement the designed
H∞-controller into the real system. Before the implementation of the controller, it is
necessary to understand how the system works, and how a controller can be implemented.

Control of the reefer container

The reefer container at Lodam Electronics is controlled by a program called Lodam UMO,
which can be seen in Figure 8.13. The program also shows the important values in different
areas of the cooling system, and it is connected to a Matlab script, that can record these
and more values. The Matlab script is where the controller is implemented. Firstly the
Matlab script needs to be edited so that the desired control system is the one designed
earlier.

Figure 8.13: The program that connects the reefer container and working computer

In the mentioned matlab script it is edited such that, the only control system is for the
superheat. This means that the compressor operates with a constant frequency at 20
Hz, and the air temperature in the container is set to be a constant at a temperature of
10 ℃. As explained earlier about the case of ice appearance on the evaporator coil, the
temperature has to be 0 ℃. The reason this is set to 10℃ and not 0 ℃ is to get used to
the system, and to test if the H∞ controller can be stable with almost non disturbances.

Firstly a test where only a P controller is used. The constants for compressor frequency
and air temperature in the container are set as mentioned, the superheat reference is set
to 10 ℃ and the value of the Proportional gain is set to 3. As seen in Figure 8.14 the
P-controller was activated after 5200 seconds and from that point on, it can be seen that
the system reacts to the change. From the results it can be concluded that the system
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can not be controlled by a regular P-controller, since it has an steady state error, so the
Integrator term is necessary.

Figure 8.14: A test of superheat control with only a P-controller

H∞ controller implementation and manual tuning

Now that the system reacts to the edited matlab script, the Hinfty controller is now ready
to be implemented. Using the same compressor frequency and air temperature constants
as the first test, the PID controller with the values Kp = 0.278, Ki = 0.00015, Kd = 108,
Tf = 1.07, is now implemented. The results can be seen in Figure 8.15. In this figure
the H∞ controller is running from the beginning until 1800 seconds and is unstable, which
can be seen in the control signal in Figure 8.16. After the 1800 seconds, the values of the
PID-controller are manually tuned to stabilise.

Figure 8.15: Test to stabilise superheat with the H∞-controller
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Figure 8.16: The control signal for the H∞-controller

A third test is done with the new values of the PID-controller where the superheat reference
is set to 10 ℃ until 800 seconds and then to 5 ℃. The values of the new PID controller are
now : Kp = 2.278, Ki = 0.0185, Kd = 1, Tf = 1.07. As seen in Figure 8.17 the result of
the new PID-controller, the system stabilises, with oscillations from 0.1 ℃ - 0.2 ℃. And
as seen in Figure 8.18 the control signal is more stable than the H∞-controller.

Figure 8.17: Test of superheat control with new values for the PID controller
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Figure 8.18: Control signal of the test with the new values for the PID controller

Robust Stability and Robust Performance of The New PID-Controller

Now that a new controller is found, the only question is to see if it achieves the robust
criteria and is robust towards the worst case. This is done by checking the conditions of
nominal performance, robust stability and robust performance as explained earlier:

• Nominal performance → |S(jω)Ws(jω)| < 1.
• Robust stability → |T (jω)lm(ω)| < 1.
• Robust performance → |S(jω)Ws(jω)|+ |T (jω)lm(ω)| < 1.

From figure Figure 8.19 it can be seen that the controller can be stable and reduce the
error for the nominal case. But looking at the robust stability in Figure 8.19 and the
robust performance in Figure 8.20 it can be concluded that this controller can not stabilise
the superheat when ice appears on the evaporator coil.

Figure 8.19: Nominal performance and robust stability with the new PID
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Figure 8.20: Robust performance with the new PID

Conclusion

This part of the report has shown how to decouple a MIMO system, and shown how to
design a H∞ controller, and implement such in a real system. This part has given an
example that even though it looks doable through simulations, the end result in the real
system might not be exactly the same as in the simulations. This part shows that the
solution to the ice appearance on the evaporator might not be to build a robust controller,
but might instead be in some other directions. Since the designed H∞ controller can not
be stable in an easy cooling environment and the new controller is not robust towards the
worst case. It is therefore decided not to further do tests with this idea on the system,
since it might damage some of the components in the system, especially the compressor if
any liquid enters the inlet of the compressor. This part has shown some different aspects
of the real system compared the simulations, and the whole project is now ready to be
concluded.
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Conclusion 9
In this project, the transport refrigeration system in a reefer container at Lodam
Electronics has been studied. The main issue that is focused in this project was presented
by the company, which is controlling the system in critical point such as when ice appears
on the evaporator coil. This issue has been investigated further with H-X diagram, and a
solution to this issue is presented.

With the help of the general moving boundary method, a model for the evaporator and
condenser are created, thus the total model was able to be produced. After an estimation
of the unknown parameters of the total model, the end result shows that it does not fit
the data. This might mean that either some error is present in the model method, or that
some values of the parameters are wrong in the Matlab script. Duo to time constraint on
this project the error is not found, it was necessary to move on by using the model which
was provided by Kresten Sørensen from the company. This model has not been explained
in details, but it is designed through similar method and afterwards the order of the MIMO
model has been reduced. The reduced MIMO model of the system is then decoupled into
two SISO system, where the reference that are focused are the cooling capacity and the
superheat.

It was then chosen to only focus on the superheat, since it is important to not get any
liquid in the compressor, and at the meantime it is necessary to be efficient at cooling.
The controller designed is therefore made to keep a stable superheat.

The chosen controller to solve the ice-appearance issue is a robust H∞ controller. The
reason that this controller is chosen is so that the system can be stable even though some
dynamic variations is present in the model. In the worst case of ice appearing on the
evaporator coil, it will reduce the heat transfer coefficient by half of the real value.

The H∞ controller has been designed and proven that it theoretically works, but it is also
proven that it does not work practically when it is implemented in the system.

All in all this project has shown that the solution, to the ice appearance on the evaporator
coil issue, might not be a robust control, which therefore gives opportunity to investigate
other solutions to this problem.
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Modelling of the
Evaporator and Condenser-

Moving Boundary A
This whole Appendix was written by me, in the last semester project. Since it has been
taken directly from my previous report, it will be in appendix instead of in the report.
The whole report from my last semester project can be found at [1].

A.1 General Moving Boundary - Dry expansion evaporator

From the ??, the Figure 2.4 will be modified so that it only has two phases, the mixed
phase and the superheat phase. This will simplify the model and be more accurate
comparing it to the real system, since it never appears to start at a sub-cooled phase
in the evaporator. The modified model can be seen in Figure A.1.

Figure A.1: The dry-expansion evaporator model

The Figure A.1 is a dry-expansion evaporator model, which means that the inlet of the
evaporator is a mixture of liquid and gas with a quality between 0,1 - 0,15 [5]. The quality
describes the amount of gas in the refrigerant in percentage, meaning that 0,1, is 10 percent

1
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of the refrigerant is gas. This is the usually interval and from the paper [? ], it is written
that the best estimation of the evaporators inlet quality is 0,1. From the Figure A.1
there are some constraint such as a geometric constraint as seen in Equation A.1, where
L is the total length in [m] of the evaporator and Lev,1, Lev,2 is the length in [m] of the
mixed zone and the superheated zone respectively.

Lev = Lev,1 + Lev,2 (A.1)

The following equations are the results of calculations for the mass balance and the energy
balance in the different regions. The full calculations can be found in [5] and the way to
achieve the dry-expansion evaporator model, the length of the sub-cooled zone is set to
zero.

A.1.1 Mass balance and energy balance at mixed zone control volume

The mass balance for the mixed zone control volume can be seen on Equation A.2. In this
equation, the average void fraction can be calculated by only knowing the static quality of
the refrigerant at the inlet, the outlet of the evaporator and the density ratio [5].

A · Lev,1 ·
(
γ̄ · dρev,mg

dPev
+ (1− γ̄) ·

dρev,l
dPev

)
dPev
dt

+A · (ρev,l − ρev,mg) ·
dLev,1
dt

= ṁev,in − ṁev,mg

(A.2)

Where:
A is the cross sectional area of the inner tube of the pipe

[
m2
]

γ̄ is the average void fraction [·]
ρev,mg is the density of the refrigerant at the saturated curve

[
kg
m3

]
ρev,l is the density of the refrigerant at the sub cooled

saturation curve

[
kg
m3

]
Pev is the pressure of the refrigerant [Bar]

t is the time [s]

ṁev,in is the mass flow of the refrigerant at the inlet of the
evaporator

[
kg
s

]
ṁev,mg is the mass flow of the refrigerant at the saturated

curve

[
kg
s

]

The equation for the void fraction can be seen in Equation A.3 [5].

γ̄ =
(Xout −Xin)(1− µ

2
3 )− µ(Xin(µ−

1
3 − 1) + 1)(Xout(µ

− 1
3 − 1) + 1)β

(Xout −Xin)(1− µ
2
3 )2

(A.3)
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Where Xout, Xin are the refrigerant quality which can be found by thermodynamic
functions and β is the volume flow fraction of the gas phase which is defined as in
Equation A.4 and µ is the density ratio as in Equation A.5 [5].

β = ln

(
(Xin(µ−

1
3 − 1) + 1)(Xout(1− µ) + µ)

(Xout(µ
− 1

3 − 1) + 1)(Xin(1− µ) + µ)

)
(A.4)

µ =
ρev,mg
ρev,in

(A.5)

Where:
ρev,in is the density at the inlet of the evaporator

[
kg
m3

]

The energy balance for the mixed zone can be seen in Equation A.6.

A · Lev,1 ·
(
γ̄ · dρev,mghev,mg

dPev
+ (1− γ̄) ·

dρev,lhev,l
dPev

)
dPev
dt

+A · (ρev,lhev,l − ρev,mghev,mg) ·
dLev,1
dt

= ṁev,inhev,in − ṁev,mghev,mg + πDiαi,ev,mLev,1(Tw,ev,m − T̄ev,m)

(A.6)

Where:
T̄ev,m is the temperature of the refrigerant in the mixed zone [K]

T̄w,ev,m is the temperature of the metal pipe [K]

αi,ev,m is the transfer heat coefficient from pipe to refrigerant
at the mixed zone

[·]

Di is the inner diameter of the metal pipe [m]

hev,mg is the enthalpy at the saturation curve
[

J
kg

]
hev,l is the enthalpy at the sub cooled saturation curve

[
J
kg

]

It needs to be noted that the equations are much simpler as they seems like, since some
terms can be found by using the thermodynamic functions in matlab and these terms are
as seen:

{
ρev,mg, ρev,l, hev,mg, hev,in, T̄ev,m

}
A.1.2 Mass balance and energy balance at superheated zone control

volume

The mass balance for the superheated zone control volume can be seen on Equation A.7.
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A · (ρev,mg − ρev,sh)
dLev,1
dt

+A · Lev,2

(
1

2

dρev,sh
dhev,sh

∣∣∣∣
Pev

hev,mg
dPev

+
dρev,sh
dPev

∣∣∣∣
hev,sh

)
dPev
dt

+A · Lev,2 ·
1

2

dρev,sh
dhev,sh

∣∣∣∣
Pev

dhev,out
dt

= ṁev,mg − ṁev,out

(A.7)

Where:
ρev,sh is the mean density of the refrigerant at the superheat

zone

[
kg
m3

]
hev,sh is the mean enthalpy at the superheat zone

[
J
kg

]
hev,out is the enthalpy of the refrigerant at the outlet of the

evaporator

[
J
kg

]
ṁev,out is the mass flow at the outlet of the evaporator

[
kg
s

]

The energy balance for the mixed zone can be seen in Equation A.8.

A

(
ρev,mghev,mg −

1

2
ρev,sh(hev,mg + hev,out)

)
dLev,1
dt

+A

(
1

4
Lev,2(hev,mg + hev,out)

dρev,sh
dhev,sh

∣∣∣∣
Pev

+
1

2
ρev,sh · Lev,2

)
dhev,out
dt

+A · Lev,2

(
1

2
(hev,out + hev,mg)

(
1

2

dρev,sh
dhev,sh

∣∣∣∣
Pev

hev,mg
dPev

+
ρev,sh
dPev

∣∣∣∣
hev,sh

)
+

1

2
ρev,sh

dhev,mg
dPev

− 1

)
dPev
dt

= ṁev,mghev,mg − ṁev,outhev,out + πDiαi,ev,shL1(Tw,ev,sh − T̄ev,sh)

(A.8)

Where:
αi,ev,sh is the transfer heat coefficient from pipe to refrigerant

at the superheat zone
[·]

T̄ev,sh is the temperature of the refrigerant at the superheat
zone

[K]

Tw,ev,sh is the temperature of the metal pipe at the superheat
zone

[K]

The terms that can be found by using the thermodynamic functions in matlab, excluding
the ones before are as listed:

{
ρev,sh, hev,out, T̄ev,sh

}
4
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A.1.3 Wall energy balance for the mixed and superheated zone control
volumes

The wall energy balance for mixed zone control volume can be seen in Equation A.9

cp,wρwAwLev,1
dTw,ev,m

dt
= αo,ev,mπDoLev,1(Tev,a−Tw,ev,m)−αi,ev,mπDiLev,1(Tw,ev,m−T̄ev,m)

(A.9)

The wall energy balance for superheated zone control volume can be seen in Equation A.10

cp,wρwAwLev,2
dTw,ev,sh

dt
= αo,ev,shπDoLev,2(Tev,a−Tw,ev,sh)−αi,ev,shπDiLev,2(Tw,ev,sh−T̄ev,sh)

(A.10)
Where:

αo,ev,m is the transfer heat coefficient from ambient air to
refrigerant at mixed zone

[·]

αo,ev,sh is the transfer heat coefficient from ambient air to
refrigerant at superheated zone

[·]

Tev,a is the ambient temperature at the evaporator [K]

Parameters that are known constants or can be calculated from the equations are:

{A,Aw, Lev, Di, Do, αi,ev,m, αo,ev,m, αi,ev,sh, αo,ev,sh, γ̄, ρw, cp,w}

A.1.4 Section Conclusion

This model gives in total of seven equation with five state variables excluding the equations
for average void fraction, beta and µ, meaning the model has an order of five. The state
variables are: xev = {Lev,1, hev,out, Pev, Tw,ev,m, Tw,ev,sh}, with the depended variables: {
ṁev,mg, Lev,2 } and the control inputs: { uev = ṁev,in, ṁev,out, hev,in, Tev,a }. Since there
are two depended variables, these can be expressed by the other terms, produces a system
model with five equation to the ordinary differential equation [5]. For designing a controller
to the system, it is important to achieve a model with a low order, and this dry-expansion
evaporator model gives an order of five which is low. To be able to use the model, a
linearization is necessary.

Model linearization of evaporator

To linearize the model with five differential equations after ṁev,mg and Lev,2 are expressed,
it will be set in a compact state space form. This compact state space form can be seen
on Equation A.11.

Devẋev = f(xev, uev)→ ẋev = D−1
ev f(xev, uev) (A.11)

5
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where,

f(x, u) =


ṁev,inhev,in − ṁev,inhev,mg + πDiLev,1αi,ev,m(Tw,ev,m − T̄ev,m)

ṁev,outhev,mg − ṁev,outhev,out + πDi(Lev − Lev,1)αi,ev,sh(Tw,ev,sh − T̄ev,sh)

ṁev,in − ṁev,out

πDoLev,1αo,ev,m(Tev,a − Tw,ev,m)− πDiLev,1αi,ev,m(Tw,ev,m − T̄ev,m)

πDo(Lev − Lev,1)αo,ev,sh(Tev,a − Tw,ev,sh)− πDi(Lev − Lev,1)αi,ev,sh(Tw,ev,sh − T̄ev,sh)


(A.12)

,

Dev =


dev,11 dev,12 0 0 0

dev,21 dev,22 dev,23 0 0

dev,31 dev,32 dev,33 0 0

0 0 0 dev,44 0

0 0 0 0 dev,55

 , xev =


Lev,1
Pev
hev,out
Tw,ev,m
Tw,ev,sh

 , uev =


ṁev,in

hev,in
ṁev,out

Tev,a

 (A.13)

The elements in the dynamic matrix, Dev, can be found in Appendix B. By removing the
non-linearity of the model the linear form can be achieved. A steady state solution of the
system will be used. Since the evaporator is designed to operate at a fixed operating point,
the dynamic deviations of that point is small. This can be written as in Equation A.14.

xev(t) = xssev + δxev(t), uev(t) = ussev + δuev(t) (A.14)

where: xssev =
[
Lssev,1 P ssev hssev,out T ssw,ev,m T ssw,ev,sh

]T
and ussev =

[
ṁss
ev,in hssev,in ṁss

ev,out T ssev,a

]T
are the steady state solution and both δxev(t) and δuev(t) are small dynamic deviations
from the fixed operating point. The Taylor series expansion will be used to describe the
linear model of the dynamic deviations as seen in

δẋev = Aevδxev +Bevδuev (A.15)

where Aev = D−1
ev

δf(xev ,uev)
δxev

= D−1
ev A

′
ev and Bev = D−1

ev
δf(x,u)
δu = D−1

ev B
′
ev. The Taylor

series expansions Aev’ and Bev’ can be seen in Equation A.16, and the element expressions
can be found in Appendix B.

A′ev =


aev,11 aev,12 0 aev,14 0

aev,21 aev,22 aev,23 0 aev,25

0 0 0 0 0

aev,41 aev,42 0 aev,44 0

aev,51 aev,52 aev,53 0 aev,55

 , B′ev =


bev,11 bev,12 0 0

0 0 bev,23 0

bev,31 0 bev,33 0

0 0 0 bv44

0 0 0 bev,54


(A.16)

Now that the evaporator is modelled with separate nodes of the dynamics, it will be
capable to reflect the essential distributed characteristics such as superheat response. This
is necessary for the whole model, since the whole point is to have a better performance,
and one way to achieve that is to minimize the superheat.

6
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General Moving Boundary - Three Nodes Condenser

From evaporator model, the Figure A.1 will be modified, so that there are three phases
of the refrigerant. While the figure represents an evaporator, the same figure can, as
explained, be used for the condenser model, but the flow turned the opposite direction.
This gives the figure Figure A.2

Figure A.2: The dynamic model of the condenser

Just like the evaporator there is also a geometric constraint to this model as well. Here
the Lc is the total length in [m] of the condenser and Lc,1, Lc,2 and Lc,3 are the lengths in
[m] of the superheated, mixed and the sub-cooled zone respectively:

Lc = Lc,1 + Lc,2 + Lc,3 (A.17)

The following equations are the results of calculations for the mass balance and the energy
balance in the different zones. The full calculations can be found in [6].

A.1.5 Mass Balance And Energy Balance At Superheated Control
Volume

The mass balance for the superheated section can be seen on Equation A.18.

ALc,1(
dρc,sh
dPc

+
dρc,sh
dhc,sh

dhc,mg
dPc

)
dPc
dt

+A(ρc,sh − ρc,mg)
dLc,1
dt

= ṁc,in − ṁc,mg (A.18)

The mean enthalpy of the superheat control volume can be calculated as: hc,sh =
hc,i+hc,mg

2

and the mean density of the refrigerant at the control volume can be found by use of
thermodynamic function: ρc,sh = ρ(Pc, hc,sh).

7
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Where:
A is the cross-sectional are of the tube

[
m2
]

Pc is the condenser pressure [bar]

ρc,sh is the mean density at the superheated zone
[

kg
m3

]
ρc,mg is the density at the superheated saturation curve

[
kg
m3

]
hc,sh is the mean enthalpy at the superheated zone

[
J
kg

]
hc,mg is the enthalpy at the superheated saturation curve

[
J
kg

]
ṁc,in is the mass flow going into the condenser

[
kg
s

]
ṁc,mg is the mass flow at the superheated saturation curve

[
kg
s

]

The energy balance for the superheated section can be seen on Equation A.19.

ALc,1(ρc,sh
dhc,mg
dPc

− 1)
dPc
dt

− 1

2
ρc,mgA(hc,mg − hc,in)

dLc,1
dt

= αi,c,shπDiLc,1(Tw,c,sh − Tc,sh)− 1

2
(ṁc,in + ṁc,mg)(hc,mg − hc,in)

(A.19)

The mean temperature of the refrigerant at the superheated control volume can be found
from thermodynamic function like the mean density before : Tc,sh = T (Pc, hc,sh).

Where:
αi,c,sh is the heat transfer coefficient from refrigerant to pipe

at the superheated zone
[·]

Di is the inner diameter of the metal pipe [m]

Tw,c,sh is the temperature of the metal pipe [K]

Tc,sh is the temperature of the refrigerant in the superheat
zone

[K]

A summarized list of all the terms that can be found from thermodynamics functions in
this control volume as listed:

{ρc,sh, ρc,mg, Pc, hc,in, hc,sh, hc,mg, Tc,sh} (A.20)

A.1.6 Mass Balance And Energy Balance At Mixed Control Volume

The mass balance for the mixed section can be seen on Equation A.21.

8
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ALc2
dρc,m
dPc

dPc
dt

+A(ρc,mg − ρc,ml)
dLc,1
dt

+A(ρc,m − ρc,ml)
dLc,2
dt

= ṁc,mg − ṁc,ml

(A.21)

Where:
ρc,m is the mean density of the refrigerant at the mixed

zone

[
kg
m3

]
ρc,ml is the density of the refrigerant at the sub-cooled

saturation curve

[
kg
m3

]
ṁc,ml is the mass flow of the refrigerant at the sub-cooled

saturation curve

[
kg
s

]

The mean density of the refrigerant of in the mixed section can be estimated as :
ρc,m = ρc,l(1 − γ) + ρc,mgγ, where γ is the average void fraction, calculated the same
way as in evaporator.

The energy balance for the mixed section can be seen on Equation A.22.

ALc,2(
d(ρc,mlhc,ml)

dPc
(1− γ̄) +

d(ρc,mghc,mg)

dPc
γ̄ − 1)

+A(ρc,mghc,mg − ρc,mlhc,ml)
dLc,1
dt

+Aγ̄(ρc,mghc,mg − ρc,mlhc,ml)
dLc,2
dt

= ṁc,mghc,mg − ṁc,mlhc,ml + αi,c,mπDiLc,2(Tw,c,m − Tc,m)

(A.22)

Where:
hc,ml is the enthalpy of the refrigerant at the sub-cooled

saturation curve

[
J
kg

]
αi,c,m is the transfer heat coefficient from refrigerant to pipe

at the mixed zone
[·]

Tw,c,m is the temperature of the pipe at the mixed zone [K]

Tc,m is the mean temperature of the refrigerant at the
mixed zone

[K]

A summarized list of all the terms, that can be found from thermodynamics functions in
this control volume, excluding the same terms from previous control volume, is as listed:

{ρc,m, ρc,ml, Tc,m} (A.23)

9
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A.1.7 Mass Balance And Energy Balance At Sub-Cooled Control
Volume

In the control volume the refrigerant is fully liquefied which means the the mass will not
change through this phase. The mass balance for the sub-cooled section can be seen on
Equation A.24.

ṁc,ml = ṁc,out (A.24)

Where:
ṁc,out is the mass flow of the refrigerant at the outlet of the

condenser

[
kg
s

]

The energy balance for the sub-cooled section can be seen on Equation A.25.

ALc,3

((
ρc,ml

2

dhc,ml
dPc

− 1

)
dPc
dt

+
ρc,ml

2

dhc,out
dt

)
+Aρc,ml

hc,ml − hc,out
2

(
dLc,1
dt

+
dLc,2
t

)
= ṁc,out(hc,ml − hc,out) + αi,c,lπDiLc,3(Tw,c,l − Tc,l)

(A.25)

Where:
hc,out is the enthalpy of the refrigerant at the outlet of the

condenser

[
J
kg

]
αi,c,l is the transfer heat coefficient from refrigerant to pipe

at the sub-cooled zone
[·]

Tw,c,l is the temperature of the wall at the sub-cooled zone [K]

Tc,l is the mean temperature of the refrigerant at the sub-
cooled zone

[K]

A.1.8 Wall energy balance for all the control volumes

The wall energy balance for the superheat control volume can be seen in Equation A.26

(cp,wρwAw)(
dTw,c,sh
dt

+
Tw,c,sh − Tw,c,m

Lc,1

dLc,1
dt

) = αi,c,shπDi(Tc,sh−Tw,c,sh)+αo,c,shπDo(Tc,a−Tw,c,sh)

(A.26)

The wall energy balance for the superheat control volume can be seen in Equation A.27

(cp,wρwAw)
dTw,c,m
dt

= αi,c,mπDi(Tc,m − Tw,c,m) + αo,c,mπDo(Tc,a − Tw,c,m) (A.27)

The wall energy balance for the superheat control volume can be seen in Equation A.28

10
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(cp,wρwAw)(
dTw,c,l
dt

+
Tw,c,m − Tw,c,l

Lc,3
(
dLc,1
dt

+
dLc,2
dt

)) = αi,c,lπDi(Tc,l−Tw,c,l)+αo,c,lπDo(Tc,a−Tw,c,l)

(A.28)

Where:
αo,c,sh is the transfer heat coefficient from pipe to ambient

air at the superheated zone
[·]

αo,c,m is the transfer heat coefficient from pipe to ambient
air at the mixed zone

[·]

αo,c,l is the transfer heat coefficient from pipe to ambient
air at the sub-cooled zone

[·]

Tc,a is the ambient temperature at the condenser [K]

Parameters that are known constants or can be calculated from the equations are :

{A,Aw, ρw, cp,w, Lc, Di, Do, αi,c,sh, αo,c,sh, αi,c,m, αo,c,m, αi,c,l, αo,c,l} (A.29)

A.1.9 Section conclusion

This model gives in total of ten equation with seven state variables, which means this model
has an order of seven. The state variables are: xc = {Lc,1, Lc,2, Pc, hc,out, Tw,c,sh, Tw,c,m, Tw,c,l},
with the depended variables: { ṁc,mg, ṁc,ml, Lc,3 } and the control inputs:
uc = {ṁc,in, ṁc,out, hc,in, Tc,a }. Since there are three depended variables, that can be ex-
pressed by the other terms, a system model with seven equation to the ordinary differential
equation can be achieved [6]. For designing a controller to the system, this model will be
a part of the whole model.

Model linearization of condenser

The linearization structure and method of the model is made the same way as the
evaporator:

Dcẋc = f(xc, uc)→ ẋc = D−1
c f(xc, uc) (A.30)

where,

f(x, u) =



ṁc,inhc,in − ṁc,inhc,mg + πDiLc,1αi,c,sh(Tw,c,sh − Tc,sh)

ṁc,outhc,mg − ṁc,outhc,l + πDiLc,2αi,c,m(Tw,c,m − Tc,m)

ṁc,outhc,l − ṁc,outhc,out + πDiLc,3αi,c,m(Tw,c,l − Tc,l)
ṁc,in − ṁc,out

αo,c,shπDo(Tc,a − Tw,c,sh)− αi,c,shπDi(Tw,c,sh − Tc,m)

αo,c,mπDo(Tc,a − Tw,c,m)− αi,c,mπDi(Tw,c,m − Tc,m)

αo,c,lπDo(Tc,a − Tw,c,l)− αi,c,lπDi(Tw,c,l − Tc,l)


(A.31)
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,

Dc =



dc,11 0 dc,c,13 0 0 0 0

dc,21 dc,22 dc,23 0 0 0 0

dc,31 dc,32 dc,33 dc,34 0 0 0

dc,41 dc,42 dc,43 0 0 0 0

dc,51 0 0 0 d55 0 0

0 0 0 0 0 dc,66 0

dc,71 dc,72 0 0 0 0 dc,77


, xc =



Lc,1
Lc,2
Pc
hc,out
Tw,c,sh
Tw,c,m
Tw,c,l


, uc =


ṁc,in

hc,in
ṁc,out

Tc,a



(A.32)

To achieve the seven differential equations as seen in Equation A.31, the expressions of
ṁc,mg and ṁc,ml needs to be expressed by rearranging the model equations earlier.

The Taylor series expansion will be used to remove the non-linearity of the system, and
achieve the linear model with the dynamic deviations as seen in Equation A.33.

δẋc = Acδxc +Bcδuc (A.33)

Where Ac = D−1
c

δf(xc,uc)
δxc

= D−1
c A′c and Bc = D−1

c
δf(xc,uc)

δuc
= D−1

c B′c. The Taylor series
expansions Ac’ and Bc’ can be seen in Equation A.34, where the element expressions can
be found in Appendix C [6].

A′c =



ac11 0 ac13 0 ac15 0 0

0 ac22 ac23 0 0 ac26 0

ac31 ac32 ac33 ac34 0 0 0

0 0 0 0 0 0 0

0 0 ac53 0 ac55 0 0

0 0 ac63 0 0 ac66 0

0 0 ac73 ac74 0 0 ac77


, B′c =



bc11 bc12 0 0

0 0 bc23 0

0 0 bc33 0

bc41 0 bc43 0

0 0 0 bc54

0 0 0 bc64

0 0 0 bc74


(A.34)

This concludes the finished model of the condenser, and this model will be included later
in the whole dynamic together.
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Evaporator matrix
elements B

This Appendix was written by me, in the last semester project. Since it has been taken
directly from my previous report, it will be in appendix instead of in the report. The whole
report from my last semester project can be found at [1].

This appendix will be describing the expressions of the elements in the matrices of the
dynamic model of the evaporator.

B.1 The dynamic matrix, D

D =


d11 d12 0 0 0

d21 d22 d23 0 0

d31 d32 d33 0 0

0 0 0 d44 0

0 0 0 0 d55

 (B.1)

d11 = A(ρlhl − ρlhmg)
d12 = AL1

(
(1− γ̄) δρlhlδP − (1− γ̄)

δρlhmg

δP

)
d21 = −1

2Aρ̄shhout

d22 = A(L− L1)
(

1
2hout

δρ̄sh
δh̄sh

∣∣∣
P

δhmg

δP + δρ̄sh
δP

∣∣∣
h

+ 1
2 ρ̄sh

δhmg

δP − 1
)

d23 = A(L− L1)
(

1
4(hout − hmg) δρ̄sh

δh̄sh

∣∣∣
P

+ 1
2 ρ̄sh

)
d31 = A(ρl − ρ̄sh)

d32 = A((L− L1)(1
2
δρ̄sh
δh̄sh

∣∣∣
P

δhmg

δP + δρ̄sh
δP

∣∣∣
h
) + L1

(
γ̄
δρmg

δP + (1− γ̄) δρlδP

)
)

d33 = 1
2A(L− L1) δρ̄sh

δh̄sh
|P

d44 = cp,wρwAw
d55 = cp,wρwAw
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B.2 The Taylor series expansion matrices, A’ and B’

A′ =


a11 a12 0 a14 0

a21 a22 a23 0 a25

0 0 0 0 0

a41 a42 0 a44 0

a51 a52 a53 0 a55

 , B′ =

b11 b12 0 0

0 0 b23 0

b31 0 b33 0

0 0 0 b44

0 0 0 b54

 (B.2)

a11 = πDiαi,m(Tw,m − T̄m)

a12 = −ṁin
δhmg

δP − πDiL1αi,m
δT̄m
δP

a14 = πDiL1αi,m
a21 = −πDiαi,sh(Tw,sh − T̄sh)

a22 = ṁout
δhmg

δP − πDiαi,sh
δT̄sh
δP

a23 = ṁout − πDiαi,sh
δT̄sh
δP

a25 = αi,shπDi(L− L1)

a41 = αoπDo(Tamb − Tw,m)− αi,mπDi(Tw,m − T̄m)

a42 = αi,mπDiL1
δT̄m
δP

a44 = αi,mπDiL1 − αoπDoL1

a51 = αi,shπDiTw,m − αi,shπDiT̄m − αoπDoTamb + αoπDoTw,m
a52 = αi,shπDi(L− L1) δT̄shδP

a53 = αi,shπDi(L− L1) δT̄shδhout

a52 = −αi,shπDi(L− L1)− αoπDo(L− L1)

b11 = hin − hmg
b12 = ṁin

b23 = hmg − hout
b31 = 1

b33 = −1

b44 = πL1Do(Tamb − Tw,m) δαo
δVa

b54 = π(L− L1)Do(Tamb − Tw,sh) δαo
δVa
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Condenser matrix
elements C

This Appendix was written by me, in the last semester project. Since it has been taken
directly from my previous report, it will be in appendix instead of in the report. The whole
report from my last semester project can be found at [1].

This appendix will be describing the expressions of the elements in the matrices of the
dynamic model of the condenser.

C.1 The dynamic matrix, D

dc =



dc,11 0 dc,13 0 0 0 0

dc,21 dc,22 dc,23 0 0 0 0

dc,31 dc,32 dc,33 dc,34 0 0 0

dc,41 dc,42 dc,43 0 0 0 0

dc,51 0 0 0 dc,55 0 0

0 0 0 0 0 dc,66 0

dc,71 dc,72 0 0 0 0 dc,77


(C.1)

dc,11 = 0.5Aρsh(hc,in − hc,mg)
dc,13 = ALc,1(ρc,sh

dhc,mg

dPc
+ 0.5(hc,in − hc,mg)(

dρc,sh
dPc

+
dρc,sh
dhc,sh

dhc,mg

dPc
− 1)

dc,21 = Aρc,lhc,fg
dc,22 = Aγρc,lhc,fg

dc,23 = ALc,2(−(1− γ)
d(ρc,lhc,fg)

dPc
+ ρc,m

dhc,mg

dPc
− 1)

dc,31 = 0.5Aρc,l(hc,l − hc,out)
dc,32 = 0.5Aρc,l(hc,l − hc,out)
dc,33 = ALc,3(0.5ρc,l

dhc,l
dPc
− 1)

dc,34 = 0.5ALc,3ρc,l
dc,41 = A(ρc,sh − ρc,l)
dc,42 = A(ρc,m − ρc,l)
dc,43 = ALc,1(

dρc,sh
dPc

+
dρc,sh
hc,sh

dhc,mg

dPc
) +ALc,2

dρc,m
dPc

)

dc,51 = cp,wρwAw(
Tw,c,sh−Tw,c,m

Lc,1
)

dc,55 = cp,wρwAw
dc,66 = cp,wρwAw
dc,71 = cp,wρwAw(

Tw,c,m−Tw,c,l

Lc,3
)
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dc,72 = cp,wρwAw(
Tw,c,m−Tw,c,l

Lc,3
)

dc,77 = cp,wρwAw

C.2 The Taylor series expansion matrices, A’ and B’

A′c =



ac,11 ac,13 0 ac,15 0 0

0 ac,22 ac,23 0 0 ac,26 0

ac,31 ac,32 ac,33 ac,34 0 0 ac,37

0 0 0 0 0 0 0

0 0 ac,53 0 ac,55 0 0

0 0 ac,63 0 0 ac,66 0

0 0 ac,73 ac,74 0 0 ac,77


, B′c =



bc,11 bc,12 0 0

0 0 bc,23 0

0 0 bc,33 0

bc,41 0 bc,43 0

0 0 0 bc,54

0 0 0 bc,64

0 0 0 bc,74


(C.2)

a11 = αi,c,shπDiLc,1
a13 = −(ṁc,in

dhc,mg

dPc
+ αi,c,shπDiLc,1(

dTc,sh
dPc

+
dTc,sh
dhc,sh

dhc,mg

dPc
))

a15 = αc,i,shπDiLc,1
a22 = αi,c,mπDi(Tw,c,m − Tc,m)

a23 = ṁc,out
dhc,mg

dPc
−mc,out

dhc,l
dPc
− αi,c,mπDiLc,2

Tc,m
dPc

a26 = αi,c,mπDiLc,2
a31 = −αi,c,lπDi(Ti,c,l − Tc,l)
a32 = −αi,c,lπDi(Ti,c,l − Tc,l)
a33 = ṁc,out

dhc,mg

dPc
− alphai,c,lπDiLc,3

Tc,l
dPc

a34 = −ṁc,out − αi,c,lπDiLc,3
dTc,l
dhc,out

a37 = αi,c,lπDiLc,3
a53 = αi,c,shπDi(

dTc,sh
dPc

+
dTc,sh
dhc,sh

dhc,mg

dPc
)

a55 = −(αi,c,shπDi + αo,c,sh)

a63 = αi,c,mπDi
Tdc,m
dPc

)

a66 = −(αi,c,mπDi + αo,c,mπDo)

a73 = αi,c,lπDi
dTc,l
dPc

a74 = αi,c,lπDi
dTc,l
dhc,out

a77 = −(αi,c,lπDi + αo,c,lπDo)

bc,11 = hc,in − hc,mg
bc,12 = ṁc,in

bc,23 = hc,mg − hc,l
bc,33 = hc,l − hc,out
bc,41 = 1

bc,43 = −1

bc,54 = πDo

bc,64 = πDo

bc,57 = πDo
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Transfer functions for the
system model D

All of the system models transfer function, that are used in the report and in simulink are
listed in zero, pole, gain form :
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